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Preoperational radiomonitoring program of near-surface disposal; A Case 

Study of Anarak Radioactive Waste Repository (Paper ID : 1010) 

Zare Ganjaroodi S.1,2*, Boroumandi A.2, Pakooyan H.2, Maleki Farsani A.2 

1Energy and Physics Department, Amirkabir University of Technology, 424 Hafez Ave., Tehran, Iran 

2Iran Radioactive Waste Company, Atomic Energy Organization of Iran (AEOI), Postcode:  1439955931, 

Tehran - Iran 

Abstract 

According to the IAEA criteria, about 97% of nuclear waste is categorized as Low or 

Intermediate Level Waste (LLW or ILW). Such waste has been disposed of in near-surface 

repositories for many years all over the world. The main aim of this study is to investigate the 

pre-operation radiomonitoring program for near-surface disposal in the Anarak radioactive 

waste repository in Iran to estimate and analyze parameters such as activity concentration of 

radionuclides in water and atmosphere. In such a manner, after the site selection process, a 

comprehensive plan is designed for the Anarak waste repository including, experimental 

sampling methods, sampling periods, and radionuclides. The results show, based on Iran's 

regulatory authority, in almost all cases, the environmental radiation was Minimum Detectable 

Activity (MDA). Finally, all measured values were compared and analyzed with national and 

international standards  to determine the accuracy and precision of the Anarak repository 

radiomonitoring process. 

Keywords: Radioactivity, Waste, Radiomonitoring, Pre-operation, Repository. 

Introduction  

The radioactive waste consists of any material that is either intrinsically radioactive or has been 

contaminated by radioactivity. Government policy dictates whether certain materials such as 

used nuclear fuel and plutonium are categorized as waste [1-2]. According to the radioactivity 

level of the elements, nuclear waste is typically classified as LLW, ILW, or High-Level Waste 

(HLW) [3]. 

According to International Atomic Energy Agency (IAEA), monitoring is continuous or 

periodic measurement process which helps to evaluate the waste repository behavior. For near-

surface repository, monitoring must be performed in different stages of site evolution, Pre-

operational, Operational, and Post-closure. The data pre-operational, which is the most 

important phase starts from the site selection process and ends with construction  facilities. Pre- 
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operational monitoring is divided into two categories of Baseline and facility monitoring. As 

the IAEA recommended, important Features, Events, and Processes (FEP) identification, data 

collection for site selection, and repetition of safety assessment steps must be considered as the 

main goals of the pre-operational monitoring phase [4]. 

Most of the LLW is sent to land-based disposal immediately after packaging for long-term 

management.  For about 90% of all types of nuclear waste produced in the world, satisfactory 

disposal has been developed and is in operation [5].  Several reports and essays on various 

technical aspects of radiomonitoring programs of radioactive waste repositories have been 

studied in recent years. In this paper, preoperational radiomonitoring plans  of the first near-

surface disposal of Iran's radioactive waste repository in Anarak are performed in different 

steps such as plant, meat, water, and atmosphere. Umar and Onimisi in 2004 studied on  Jonah 

Baseline Measurement of Natural Radioactivity in Soil, vegetation and water in the industrial 

District of the Federal Capital Territory (FCT) Abuja. Termizi et al, in 2004 investigated on 

terrestrial gamma radiation dose to determine the baseline for environmental radiological 

health practices in Melaka state [7]. In 2015, Eke et al, worked on the paper titled ’Baseline 

Measurements of Natural Radioactivity inSoil Samples from the Federal University of 

Technology’ that is published in applied sicence and technology journal [8]. Laura Guidotti 

worked on the Gamma-spectrometric measurement of radioactivity in agricultural soils of the 

Lombardia region in 2015 [9]. 

Radiomonitoring Program and sampling procedures should be approved by a regulatory body. 

Other documents entitled source and environment criteria for radiation protection and operators 

should prepare at least one year before operation. The radiomonitoring program should 

consider important data including, hydrology, seismicity, geochemistry, population density, 

land use, meteorological conditions, and geology. Also, the license should keep result records 

for ten years and annual reports of radiomonitoring for seventy years [10].  

Material and method 

Anarak Nuclear Repository, a near-surface trench-type repository, is the most suitable site 

which is selected according to the international atomic energy agency (IAEA) and Iran Nuclear 

Regulatory Authority (INRA) requirements during 8 years' site selection phase; for both LLW 

and ILW, which are produced in Bushehr Nuclear Power Plant (BNPP) and other medical and 

research industrial applications in a period of seventy years. These wastes contain a wide range  
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of radionuclides including Uranium, Plutonium, Iodine,  Technetium, Americium, Strontium, 

Cobalt, and Cesium. 

The Anarak site has located in a syncline structure that consists of lower red formation 

sediments. The Lower Red Formation is considered as Eocene-Oligocene age with a thickness 

of about 400 m. This structure with an elevation of approximately 1480 m above means sea 

level and its bowl shape can act as the best protection against radionuclides migration.  The 

Anarak site is located in the center of Iran and has an area of about 1 Km2. The nearest town 

to Anarak disposal site is Anarak with less than 1300 population.  

According to geophysical studies, Anarak disposal site does not contain any confined aquifer 

and the water level reaches a depth of about 300 m. Furthermore, there is not an effective 

groundwater flow at this depth. The hydrogeological environment is characterized by 

extremely low hydraulic gradient and low groundwater  

recharge.  A static hydrodynamic system, low recharge, and ineffective groundwater flow 

increase alkaline elements and dissolved anions in solutes to produce saline or even saline 

water sources. Also, underground water will have an alkaline composition and redox conditions 

due to dry weather, low rainfall, and low permeability. Most drainages are created by 

ephemeral streams, which carry water only for a short period of the year. Due to Anarak 

topography, there is not a sufficiently large enough catchment area to cause flood situations. 

The main sources of fresh drinking water for the surrounding people are wells and aqueducts. 

Well water is also used for livestock farming and crop irrigation on a small scale. The Anarak 

city climate data from 2015 to 2020 are listed in Table 1. 

Table 1. The Anarak city climate profile from 2015 to 2020. 

Parameters Maximum (year) Minimum (year) Annual average 

Precipitation 96.3 21.2 66.2 

Temperatures 

(C) 
42.9 -8.1 19.6 

Evaporation 2780 2489 2648.3 

Relative 

Humidity 
99.9 1.3 29.6 % 

Surface Wind - - 2.89 

The main goal of radiomonitoring program is to determine and trace the radionuclides in 

possible pathways. Hence, Radiomonitoring program focuses on the determination of transfer 

pathways, frequency, numbers, and, the times of sampling. The preoperational radiomonitoring 

program of the Anarak disposal site is listed in Table 2.  
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Table 2. Preoperational radiomonitoring program design. 

Radionuclides 
Sampling 

Frequency 
No. of Samples Media/Pathway 

Gamma 

spectrometry, 

total alpha and Beta, 

radon, 3H, and 14C 

Seasonal 
5 Air 

Air 

5 Radon 

Gamma 

spectrometry, 

total alpha and Beta, 

Sr-90 

2 times in a year 
On-Site=18 

Off-Site= 18 
Soil 

Gamma 

spectrometry, 

total alpha and Beta, 

Sr-90 

2 times in a year 15 Sediment 

Gamma 

spectrometry 

total alpha and Beta 

radon ،3H, and 14C 

2 times in a year 9 Ground water 

Water 

resources Seasonal (if there 

is a surface 

water) 

6 Surface water 

Anarak weather is warm and dry, and the average annual rainfall is estimated at 38.6 mm.  Due 

to the lack of surface water flow in this area, it is not possible to take samples of surface water 

in all seasons. Hence, most of the water sources in this area are underground sources.  

According to the direction of underground water flow, the location of underground aquifers, 

population density around sources, proximity to the site and different uses of water sources, 

three wells, three aqueducts, and three springs among 66 wells, 20 springs, and 83 aqueducts 

in this area was selected for sampling. 

In the present paper, to measure 137Cs, 232Th, 226Ra and, 40K, filtering was performed using 

concentrated nitric aside on 4.5 liters' sample of water from each point to reduce the pH to less 

than two. Also, Gamma spectroscopy was carried out using HPGe and ISO10703 [11] method 

with 60% efficiency.  low level Counter apparatus and EPA-900-0 [12]  method were used to 

measure total alpha and Beta. Liquid scintillation spectrometry and ISO 9698 [13] standard 

were used to measure 3H. Finally, the RAD7 apparatus was used to measure 222Rn.  

The airborne radiological monitoring network design for the pre-operational stage is performed 

according to meteorological, land use, and population data. In this project, a high-volume air 

sampler pump for aerosols and a radon-specific radionuclide device for radon measurement are 

used. These pumps should be equipped with an airflow meter, humidity recorder, air pressure 

recorder, and sampling time recorder. In this research, a high-volume air sampler pump  
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constructed by the Thermo company was used. The RAD-7 device was used to measure radon 

and thoron in the air for 24 hours continuously.  Compared to other devices, according to the 

unique energy of alpha particles, this device can distinguish isotopes from each other to 

minimize interference in their measurement. Also, the RAD-7 counts radon and thoron 

particles separately and simultaneously with minimal interference [14].  

The method used to measure radon and its daughters is based on the high-energy alpha particles 

released from these radionuclide daughters. Due to the low concentration of radon in the open 

air, it is possible to increase the quality of recorded data even for lower values using combined 

methods and long-term radon concentration measurement. 

The glass fiber filters have a high collection capability for the particles and do not cause a drop 

in the pump flow rate. The pore diameter of these filters is in the range of 0.2-4.0 μm. The 

GF/A filter is an ideal particle sampler for gamma emitter radionuclides and alpha and Beta 

measurement. 

For sampling with a thermo air high-volume sampler, the pump was installed at the station, 

and its energy was supplied at any point by either a 220 V power supply or a suitable electric 

motor. The GF-9 filter was used for air sampling at a flow rate of 87 cubic meters per hour for 

24 hours for each point. After completion of the air sampling, the filter was opened, folded, 

and stored in a sample packet.  Gamma analysis with HPGe detector type p-coaxial and alpha 

and Beta analysis with Multi Low Level Counter (LLC) has been performed.   

It should be noted that the air volume of flows throws the filter depends on the Maximum 

Concentration Level (MCL) of radionuclide in the inhalation area of people and the Minimum 

Detectable Limit (MDL) of the detector. According to the seasonal and annual wind direction 

data and the population density.  

Results and discussion  

Results show that, 40K،  137Cs  ,and 232Th concentration in nine samples are less than Minimum 

Detectable Activity (MDA) criteria. The Gamma spectrometry on water samples is listed in 

Table 3. The range Beta particle radioactivity concentration in nine samples is from 0.12 to 

0.94. Moreover, this range is from 0.14 to 0.90 for Alfa particles in the same samples. The 

radioactivity concentration of total alpha and beta particles is presented in Table 4. The MDAs 

are 0.087 and 0.120 Bq.l-1  for the Alpha and Beta radioactivity concentration on water samples, 

respectively. The Radon radioactivity concentration values on water samples are given in Table 

5. 
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Table 3. The gamma spectrometry on water samples results. 

Sample number 
Activity (Bq/Lit) MDA (Bq/Lit) 

40K 137Cs 232Th 40K 137Cs 232Th 

1 <MDA <MDA <MDA 1.16 0.04 0.16 

2 <MDA <MDA <MDA 1.19 0.03 0.16 

3 <MDA <MDA <MDA 1.42 0.04 0.16 

4 <MDA <MDA <MDA 1.56 0.03 0.17 

5 <MDA <MDA <MDA 1.18 0.03 0.17 

6 <MDA <MDA <MDA 1.22 0.04 0.16 

7 <MDA <MDA <MDA 1.52 0.03 0.16 

8 <MDA <MDA <MDA 1.19 0.03 0.16 

9 <MDA <MDA <MDA 0.89 0.03 0.11 

 

Table 4. The Alpha and Beta radioactivity concentration on water samples results. 

Sample 

number 

Radioactivity concentration (Bq.l-1) 

Beta  ± Uncertainty  Alfa  ± Uncertainty 

1 0.94  ± 0.51 0.32  ± 0.22 

2 < MDA < MDA 

3 0.68  ± 0.52 < MDA 

4 0.21  ± 0.08 0.19  ± 0.04 

5 0.12  ± 0.05 < MDA 

6 0.27  ± 0.15 0.28  ± 0.21 

7 0.46  ± 0.25 0.90  ± 0.30 

8 0.27  ± 0.07 0.14  ± 0.02 

9 < MDA < MDA 

 

Table 5. The Radon radioactivity concentration on water samples results. 

Sample number Avg. RH (%) Avg. Air Temp (°C) Avg. Radon (Bq/Lit)  ± Uncertainty 

1 5.5 27.1 0.57  ± 0.35  

2 5.25 27.3 40.42  ± 2.88 

3 5.5 27.7 19.65  ± 2.01 

4 5.25 27.3 7.69  ± 1.29 

5 5.25 27.1 7.57  ± 1.29 

6 5.25 27.1 2.39  ± 0.7 

7 6.5 27 0.89  ± 0.43 

8 6 26.8 4.02  ± 0.91 

9 5.75 26.8 16.64  ± 1.76 
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Five locations, including the center of the disposal site, a distance of about 1 km from the south, 

southwest, and northwest of the site, as well as the center of Anarak city (RADUS1, RADUS2, 

RADUS3, RADUS4, and RADUS5, respectively) have been selected for air radioactivity 

concentration sampling  which are based on the prevailing wind in the area and the nearest 

population centers within the site. The mean radioactivity concentration of Be-7 was 9.99 E-3 

Bq/m3, and other gamma emitter radionuclides were often less than MDA. On the other hand, 

the highest measured value of gamma radioactivity was for Be-7 radionuclide which is related 

to RADUS3. The Alpha, Beta and Gamma radioactivity concentration in air samples are 

demonstrated in Figs 1 and 2.  

 

Fig 1. The Gamma radioactivity concentration in air samples. 

 
 

Fig 2. The Alpha and Beta radioactivity concentration in air samples. 
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The lowest value of Alpha radioactivity was measured at 1.75 E-4 Bq/m3 at RADUS3. In 

contrast, the highest measured value was 12.64 E-4 Bq/m3 at the RADUS4 point for Alpha 

particle. The lowest measured radioactivity value for total Beta was less than MDA at the 

RADUS4. Also, the highest measured value for this particle was 2.55 E-3 Bq/m3 at RADUS1 

point. The results illustrated that according to the distance of 22 km from the disposal site to 

the center of Anarak city (RADUS5), the radioactivity concentration of different radionuclides 

in the air is very small. 

As the Figs 3 and 4 picture, the background radiation in the Anarak is very low in all cases 

which cannot be determine by detectors. Hence, during the operation, the difference between 

any detectable amounts of detection limit can be recorded.  

 

Fig 3. The Radon radioactivity concentration in air samples. 
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Fig 4. The Thoron radioactivity concentration in air samples. 

 

Conclusions 

The main goal of the pre-operational monitoring is to achieve the baseline values of natural 

radioactive material derived from atmospheric deposition in the environment of the repository 

of radioactive waste as well as their seasonal variations. In this experimental study, Anarak 

radioactive waste repository site pre-operational monitoring plan was investigated based on the 

policy and technical guidelines. The Gamma, Alfa, and Beta radiation dose rate, and the 

radioactivity concentrations of some radionuclides in air and water were carried out in different 

zones and time periods. Results presented that, the average concentrations of alpha and Beta 

radiation in water samples were 6.01 E-4 and 1.64 E-3 Bq/m3, respectively. There is an inverse 

relationship between environmental temperature and Radon concentration. Moreover, the 40K, 

137Cs and 232Th concentrations in nine samples showed that all values are less than MDA. In 

case of any contamination throughout the time of closure, the effect of the site on contaminating 

the environment could be evaluated by comparing the measured values of concentration and 

background concentration limit. 
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Abstract 

Energy transmission pipelines are prone to corrosion and sediment buildup due to the nature 

of the materials they carry. Deposits on the pipeline walls can worsen corrosion, leading to 

micro-cracks and pitting. Neglecting to assess these factors can lead to pipeline failures with 

catastrophic consequences. Therefore, monitoring and measuring corrosion, erosion, and 

sedimentation levels within pipelines are crucial. Various methods have been developed for 

this purpose, with techniques using penetrating X-rays and gamma rays being the most accurate 

and non-destructive. In this study, computational gamma-ray dual-energy tomography was 

utilized as a precise and non-destructive method for detecting corrosion in pipeline walls. Data 

projections were obtained using the Limited-Number-Detector Computed Tomography 

(LNDCT) technique for defined pipeline phantoms with varying thicknesses. Dual-energy 

techniques were employed, emitting gamma rays from suitable radioactive isotopes such using 

two radioisotopes, Am-241 and Cs-137. Projections at different angles were recorded using 15 

NaI(Tl) 2-inch detectors, and the corresponding photon peak pulses of each energy were 

separated and organized in the sinogram matrix. Subsequently, image reconstruction was 

performed using the Filtered-Back-Projection (FBP) algorithm, and the quality of the 

reconstructed image was assessed. The reconstructed images demonstrate the effectiveness of 

the dual-energy method in distinguishing between light and heavy materials, potentially 

leading to higher image quality compared to single-energy methods. Detailed analysis of the 

data obtained from dual-energy computational tomography enables precise identification of 

defects, failures, and sedimentation, thereby minimizing damage to pipeline structures. This 

research contributes to enhancing the evaluation and monitoring methods for pipelines, 
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improving the efficiency of these systems, and ultimately advancing safety and productivity in 

the oil and gas transportation industry.  

Keywords: Computed Tomography, Dual-energy, Pipelines Corrosion, Scale Measurement, 

NaI(Tl) detector 

1. INTRODUCTION 

In the oil, gas, and petrochemical industries, deposits and corrosion pose serious problems for 

pipeline transportation systems[1], [2]. Significant volumes of chemicals leak from pipelines 

every year as a result of corrosion, endangering the environment or causing pipeline 

explosions. Deposit formation in pipeline veins lowers fluid flow volume and speeds up erosion 

and corrosion, which causes further damage. A good way to gauge and quantify corrosion is to 

take a measurement of the pipeline wall's thickness. For this goal, a number of non-destructive 

techniques have been developed; gamma ray attenuation, also known as X-ray penetrating 

radiography, is one of the most successful[3]–[8]. Gamma-ray tomography equipment has 

recently been available for cross-sectional imaging within pipelines. Kabir et al., introduced 

the limited-number-detector computed tomography (LNDCT) with a novel projection 

acquisition method [9]. With this method, silt thickness in pipelines may be measured without 

requiring shutdowns or discharge, giving pipeline system managers a proactive and accurate 

way to evaluate the condition of their pipes. These devices use 360-degree gamma-ray 

attenuation around the pipeline to produce projections, which are then followed by picture 

reconstruction [10]. Nevertheless, these systems have a limited number of detectors, which 

results in less-than-ideal image quality. As a result, a lot of study has been done on ways to 

either enhance image quality or make up for missing detectors [10], [11], [12], and [13]. 

Numerous studies have examined the use of Monte Carlo simulation for pipeline tomography 

parameter evaluation [15]– [17]. The primary area of feasibility study in this research is dual-

energy approaches, which can improve the performance of single-energy scanning devices, 

especially when working with nearby light and heavy materials like scales or the insulation 

surrounding oil and gas pipelines. To produce an image, common systems now in use only use 

one gamma-ray emitting source and one photopeak [18]. Insufficient distinction is made 

between light and heavy elements in this kind of single energy tomographic image. 
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To enhance the most important image quality parameters like contrast and contrast-to-noise 

ratio and also having better analysis by discriminating materials lead us to propose and design 

dual-energy limited-number-detector feasibility study. In this way, this paper focused on the 

optimum design of and configuration to implement dual-energy LNDCT by a reliable approach 

of collecting low-energy (LE) and high-energy (HE) signals from detectors simultaneously. 

Monte-carlo simulation as a powerful tool was employed to study different aspects of dual-

energy method for pipelines LNDCT. 

2. MATERIALS AND METHODS 

2.1 Monte Carlo Modelling 

One of the most precise techniques for modeling of ionized radiation and transporting high-

energy photons intracting with matter and predicting radiative parameters is Monte Carlo (MC) 

simulation[19], [20]. In a typical MC photon tracking code, gamma-ray photons at high and 

low energies are generated in source according to their different probabilities of emission. After 

traveling through the material, the photons reach the detector and are recorded and monte-carlo 

calculation terminates when a particle reaches to its energy or place cutt-off. The intensity (flux 

or fluence) of photons that enter the detector within the energy ranges given by the tally 

detectors is measured in order to calculate our interest radiation parameter such as flux, current, 

energy etc.[21]. 

It takes a lot of time to simulate the whole process of creating and running the 360-degree 

codes. As a result, a computer program was created to create the input files for the Monte Carlo 

code using a predefined template because of the huge number of inputs and high volume of 

outputs produced by the code. Following the execution of the programs for each angle, the 

results are kept apart in a folder. In the meantime, each detector's recorded data from the tally 

detectors is extracted of the outputs and saved as an angle-tagged matrix. The projections at 
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each angle are the outputs, and they are concatenated to create the sinogram matrix. At the end, 

the outputs are reconstructed into a cross-sectional image. Figure 1 shows a visual transport of  

Fig. 1. Gamma-ray photon transport through pipeline phantom 

Cs-137 gamma-ray photons which pass through pipeline and recorded on detectors. The main 

components implemented in the code is gamma-ray emitter source Cs-137, test phantom of a 

carbon steel pipe and anhydrite scale deposited in there as defined in section 2.3 and 15 NaI(Tl) 

detectors places on the curve line exactly in front of detector field-of-view (FOV) and there is 

nothing between two adjacent detectors. The beam shape is controlled by source bias card to 

prevent unwanted MC calculation as a variance reduction. The monte-carlo calculation 

continued to reaching >5% relative error. 

2.2 Dual-Energy Method  

Dual-energy (DE) gamma rays are released from the source and travel via a pipeline and any 

other medium in their course before reaching at detectors positioned on a curved trajectory and 

being recorded, as shown in Figure 2. Data from all 15 detectors, which are 2 inch-sized 

NaI(Tl)detector, are recorded at each primary angle θ. The projections are then extracted 

around the pipeline using the energy separation module for high (HE) and low energies (LE) 

(Figure 3). The sinogram matrix is then created by contrasting the projections that were 

acquired from the LE and HE signals. The filtered-back-projection analytical reconstruction 

algorithm is then used to reconstruct each matrix into a tomographic image, which is 

subsequently shown on the computer. Projection data acquisition is carried out by an automatic 

program. In the program using an input template of MC code in for example θ=0⁰, the other 

359⁰ input files will generate. Then each prepared code executes automatically one by one. The 

output file then readout by another computer program and projection data (tallies on detectors) 

will be extracted. 
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Fig. 2. Schematic process from signal acquisition to image reconstruction for dual-energy 

LNDCT. 

2.3 Test Phantom  

Since pipeline tomography and evaluation are the ultimate uses for this approach, the following 

definition of a phantom was established: 

• Phantom A: pipeline constructed of carbon steel with an outside diameter of 15 cm and 

a wall thickness of 3 mm. The scale deposits are composed of 1.2 cm thick CaSO4 

(anhydrite). 

The material characteristics of the test and evaluation phantom used in the Monte Carlo code 

are shown in Table 1. 

Table 1. Material used in MC study. 

)3Density (g/cm Material 

2.80 Anhydrite (Calcium Sulphate) 

7.82 Carbon Steel 

2.4 Sources 

Due of the higher relative density of the materials traversed by the radiation, Phantom was 

irradiated using two gamma emitter sources: Americium-241 and Cesium-137. Table 2 

displays the energy specifications of the sources that were used. 
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Table 2. gamma-ray emitter sources used in the feasibility study of the dual-energy method. 

 

 

 

*Two gamma-ray energies of 80.9keV and 356 keV is used in this study 

2.5 Detectors and Signal Separation 

NaI(Tl) detectors, which offer excellent energy discrimination capabilities and high efficiency, 

are used in this study. Following their interaction with the detector, the high-energy (HE) and 

low-energy (LE) gamma rays are separated using a multi-channel analyzer (MCA) and 

recorded one by one parallelly [27]. LE and HE signals are separated and recorded as distinct 

arrays for all detectors and at all angles. Fig. 3 shows the acquisition and separation of the 

signals corresponding to high-energy and low-energy gamma photons at each angle, from the 

first step to the projection data transfer to the computer. 

 

Fig. 3. Schematic of discrimination process of  LE and HE signals to generate projections at 

each angle θi. 

2.6 Filtered back-projection (FBP) 

FBP image reconstruction method has been chosen for tomographic image formation due to 

the potentially large size of sinogram matrix. Iterative methods is proper when our projection 

Half-life 

(Years) 

Probability 

(%) 

Effective γ 

Energy (keV) 

Radioisotope 

Source 

30.2 100% 662 Cs-137 

432 100% 59.5 Am-241 
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data is low and normal computational devices can handle it. The attenuation profile for each 

angle θ along each path R of the projections is represented by Equation 2[22]. 
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Where gθ(Ri)   represents the projection, d is the length passed, Iθ
0(Ri)  is the intensity of the 

radiation recorded on the detector at angle θ in the absence of the pipeline, and Iθ (Ri)  is the 

intensity of the gamma rays recorded on the detector at angle θ the phantom collecting will 

create sinogram matrix. A cross-sectional image of the item in spatial space can be obtained 

by backprojecting the sinogram matrix [23], [24]. We obtain the final image by backprojecting 

onto the rays' path, as per Equation 3. 
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The spatially reconstructed image is a map of the attenuation coefficients μ(x,y). In addition to 

altering the space (from spatial frequency to space), backprojection also greatly amplifies 

noise. on order to lessen the noise effect on the image, filters should be applied (Equation 4). 

Without significantly increasing the computing load during the picture reconstruction process 

utilizing the FBP approach, the Hamming filter exhibits good performance in noise attenuation. 

where ρm is the maximum spatial frequency that narrows or widens the frequency range and ρ 

is the spatial frequency. Equation 5 states that each row of the sinogram matrix receives a one-

dimensional application of the Hamming filter [25]. Through backprojecting and a two-

dimensional inverse Fourier transform applied to the projections' Fourier transform, the image 

is recreated in spatial space. 
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As previously explained, the LE and HE signals are separated and recorded independently and 

simultaneously during the dual-energy process. Figure 4 illustrates the process of 

reconstructing the dual-energy image for each by going from the sinogram input to the spatial 

space image output. 



 

 31 

 

Fig. 4. Image Reconstruction of DE-LNDCT process using FBP algorithm 

2.7 Evaluation of Reconstructed Image Quality 

An appropriate quantitative indicator of the accuracy of the reconstructed image in comparison 

to the background is the Root Mean Square Error (RMSE). Formula 4[28] can be used to 

calculate this value. 
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Where N is the number of pixels, reconstructed μj
reconstructed is the measured attenuation 

coefficient after reconstruction, and actual μj
true is the actual attenuation coefficient. 

The contrast-to-noise ratio (CNR) is another crucial metric that may be used to assess the 

quality of any digital image. Equation 5[28] defines this parameter. 
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Where ROIS is the average of signal of pixels within the ROI corresponding to the pipeline 

wall or scale area, SB is the average signal of the background area, and σB represents the 

standard deviation of pixels in the background. 

3. RESULTS AND DISCUSSION  

3.1 Image Reconstruction and Quantitative Evaluation 

Reconstructed image by FBP is shown in the figure 5. The left image is high-energy image and 

the right one is the image reconstructed by low-energy signals. 
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Fig. 5. Reconstructed HE and LE images  

Linear profiles along an image center were used to assess the pipelines' reconstructed images. 

As can be seen in figure 5, the red dashed line is the linear profile for HE images gray value 

assessment and the blue dashed line represent the linear profile across the LE image. Gray 

levels represent the attenuation coefficient correspond to each voxel of final image. The 

reconstruction of the image corresponding to high- and low-energy photons for Phantom A 

yielded the following results, as seen in Figure 6, the gray level values for HE is more closely 

aligned with the actual value for the higher atomic number steel wall. 

For materials with a lower atomic number (scale materials), the gray values are closer with the 

actual value for LE energy. This fact demonstrates that the cross-sectional interaction for low-

energy photons is more prominent for light materials (low-Z), but for heavy materials the 

opposite is true. 

 

Fig. 6. linear profiles of gray values obtained from images resulting from LE and HE signals 

of phantom A: carbon steel pipeline and anhydrite deposits. 
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Due to the larger signal of the photon peak associated with high energy, the gray levels in the 

image for the pipeline wall region are closer to the normalized actual value for the steel wall 

with a high atomic number. 

Table 3 presents quantitative measurements obtained from picture reconstruction. 

Table 3. RMSE and CNR of test phantom A's reconstructed image 

CNR RMS Error   

37.5 0.104 LE 
Phantom A 

42.8 0.089 HE 

According to the measured data of reconstructed image of phantom A, LE image has a higher 

RMS Error than the HE but the contrast-to-noise ratio of HE is better than LE image. 

4. Conclusion 

This work used the Monte Carlo approach to conduct a feasible evaluation of the industrial 

design and construction of a portable pipeline tomography with limited dual-energy detectors. 

Originally, a computer program was used to carry out every step of the described approach, 

from defining the source to moving through the substance and registering in the detectors. The 

program receives a template file that contains the geometry definition and other pertinent 

information. Simultaneously, two tomographic images are reconstructed using FBP algorithm: 

one for high-energy (HE) and one for low-energy (LE). Gamma-ray sources of cesium-137 and 

americium-241 were employed for a carbon steel pipeline phantom with an anhydrite scale 

(phantom A) in order to implement the dual-energy approach. Following image reconstruction, 

the signal in the higher metal zone in HE was more desirable, whereas the signal in the lower 

density region in LE was closer to the genuine value. This demonstrates the dual-energy 

method's efficacy and correct operation in material differentiation. On the other hand, while 

employing more energy, the signal for the metal region is closer to the actual value. Better 

discriminating between heavy and light materials is demonstrated by the contrasts of the 

pictures and CNR in the regions of interest, particularly when the materials are adjacent. The 

results of this paper greatly enhance the pipeline tomography process and demonstrate that the 

experimental implementation and manufacturing of the DE-LNDCT equipment utilizing this 
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Monte Carlo study is totally feasible. Future research can concentrate on optimizing the choice 

of LE and HE energies according to the kind of material under evaluation for additional 

validation, which may result in even better reconstructed images. 
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Abstract  

Providing the ever-increasing human need for energy is one of the most important 

challenges. In this paper, we designed and simulated a Radioisotope Thermoelectric 

Generator (RTG) with milliwatt power. This RTG uses plutonium dioxide fuel as a 

heat source. The main radioisotope for decay and heat production is plutonium 238. 

The thermal power produced from the decay of alpha particles is converted into 

output electrical power through a thermoelectric generator (TEG) module. The 

MCNP code was used to calculate the thermal power produced from the decay of 

alpha particles. The thermoelectric generator module was designed and simulated in 

COMSOL software, and the output electrical power was obtained based on the 

corresponding load resistance. Based on the calculations and simulations, the thermal 

power of the heat source was calculated as 1.13 watts and the output electrical power 

was 0.0403 watts. Therefore, the total efficiency of the designed RTG obtained 3.56 

percent (3.56 %).    

Keywords: Thermoelectric generator, COMSOL software, MCNP code, 

Radioisotope  

INTRODUCTION  

For power source applications requiring small volumes and decades of operation 

where harvestable energy is unavailable, only devices that convert radioactive decay 

into electricity can provide high energy densities [1]. Radioisotope Power Supplies 

(RPSs) generate electrical power by converting the heat released from the nuclear 

decay of radioactive isotopes into electricity.  

There are many competing types of nuclear batteries: thermoelectric, 

thermophotoelectric, direct charge collection, thermionic, scintillation intermediate, 
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and direction energy conversion alphavoltaics and betavoltaics [2]. One of the most 

practical and efficient types of nuclear batteries is the Radioisotope Thermoelectric 

Generators (RTGs) which convert heat produced from radiation into electricity by a 

thermoelectric generator (TEG) module. The power generated from the RPS can be 

used in a wide variety of applications such as providing surface electric power at 

remote locations, providing power for electric propulsion systems, and providing 

warmth in extremely cold conditions [3]. RTGs are in a variety of ranges. Their range 

of power is from milliwatts to kilowatts. These units differ enormously in size and 

power. for example, one of the 'Multi-Mission RTG(MMRTG) reported has thermal 

power upwards of 2000W by producing electric output of about 120W [4]. These 

RTGs are utilized in spacecraft machines. Space exploration applications of the RTGs 

are an important field of RTGs application. With the advancement of space 

exploration, the demand for spacecraft is increasing. At the same time, the space 

mission requires the battery of the spacecraft to be reliable, endurable, and 

environmentally adaptable. Solar cells cannot operate efficiently where the source of 

sunlight is not sustainable. The chemical cell, though it has high performance, cannot 

meet the requirement of long life. In contrast, the radioisotope thermoelectric 

generator (RTG) has been widely regarded as a promising battery for space missions 

[5]. In 1961, the first spacecraft equipped with RTG was launched by the United 

States for navigation purposes. In 1978, NASA designed a standard heat source which 

was called General-purpose Heat Source (GPHS) that uses Pu-238-based components 

as radioisotopes for heat sources. In the design, several different layers were used to 

ensure the radioactive elements would not leak from GPHS under any accidents. 

Also, according to different power requirements, this standard heat source could 

provide a wide range of thermal power by changing the number of Pu-238 pellets. 

RTGs with the power of milliwatts can be used in lighthouses and navigation towers 

without requiring maintenance [6], storage and data radio communications related to 

monitoring [7], navigational aids, hydrophone amplifiers, microwave repeater 

stations, and automated weather stations and for space applications [8]. Sensor nodes, 

which are used in wireless sensor network systems, approximately consume 100 µW 

of electric power for sensing, gathering, and processing data as well as for 

radiofrequency (RF) data transmission. Because of the large number of sensor nodes, 
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their small size, long-time operation, and inaccessibility in some cases, mini RTGs 

are very useful and compatible with this application [9]. In addition, RTGs can be 

used in microelectromechanical systems and microsystems. Hi-Z Technology, Inc. 

(Hi-Z) has been developing milliWatt Radioisotope Power Supplies (RPS) that 

provide 1 W of heat and can be expected to produce about 40 mW of electrical power 

using a thermoelectric generator. These electrical power systems, are generally called 

milliwatt power sources (MPS). Such MPS can be used in a small planetary rover, 

small communication transmitter, micro spacecraft, or an autonomous science 

package such as a remote weather station, that either uses continuous power at a level 

of a fraction of a watt or can operate intermittently by using energy from a battery 

that is continuously charged by a MPS for 20 years [10].   

Generally, RTG consists of three basic parts: (1) a radioisotope heat source (RHS), 

or radioisotope heat unit (RHU) in literature (2) a surrounding heat insulator, and (3) 

a TEG for converting heat to electric power through the thermoelectric effect [11]. 

The radioisotope used in it can be alpha, beta, or gamma emitters. Almost Gamma 

emitters are not used in the construction of RTGs due to concerns about the leakage 

of harmful gamma rays. Sr-90 is a pure beta-emitter that has been used in some RTGs. 

The energy density of Sr-90 (0.916 W/g) suggests that it may be a viable option in 

the design of an RTG [12]. The strontium-90 isotope is still actively used in RTGs 

for terrestrial applications. The list of installations using this isotope is gathered in 

[13]. Until 2011 The efficiency of an RTG—the proportion of thermal energy 

converted to electrical energy—reached a limit of only around 7% [4]. However, 

some researchers in NASA further enhanced the performance of RTG by replacing 

the traditional TE materials with high-efficiency p-type and n-type skutterudites [5].  

In this paper, we investigated and calculated the electrical power output from a 

milliwatt power RTG and its the total efficiency for selected materials. Plutonium 

dioxide was considered as the fuel (heat source). The MCNP code was used to 

calculate the thermal power produced from the source. We selected n-type and p-type 

semiconductor materials based on bismuth telluride as thermoelectric legs and 

simulated a thermoelectric generator in COMSOL software. After calculating the 

total thermal power produced by the heat source and the output electric power 
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produced by the thermoelectric generator, the total efficiency of the designed RTG 

was determined.  

RESEARCH THEORIES  

To calculate RTG's total efficiency, the total power input to it must be obtained. In 

this article, the MCNP code was used to calculate the displaced energy resulting 

from radioisotope decay in each cell. COMSOL software was used to design the 

thermoelectric generator and calculate its electric output power. For this purpose, 

the thermoelectric effect interface first was created in Comsol.  

Readers can refer to the Comsol documentation for details on the design of the 

thermoelectric effect interface.   

A thermoelectric generator is a power-generating device that directly converts 

thermal energy into electrical energy. A thermoelectric couple is shown in Fig1.   

  

Fig 1. The TEG thermocouple Schematic Diagram  

When the connected junctions of two dissimilar semiconductor materials (n-type 

and p-type) have a temperature difference, an electrical current is generated, the 

phenomenon is called as the Seebeck effect. At the atomic scale, an applied 

temperature gradient causes charge carriers in the material to diffuse from the hot 

side to the cold side. This effect can be used to generate electricity. The potential 
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difference created by applying the temperature difference between the two ends of 

the thermoelectric generator is given through the following equation [14]:  

𝑽 = −𝑺∆𝑻                      (𝟏)  

 Where S is the Seebeck coefficient, a property of the local material, and ΔT is the 

temperature difference between the hot and cold sides. The Seebeck coefficients 

generally vary as a function of temperature and depend strongly on the composition 

of the material. According to equation 1, the greater the temperature difference 

applied to the two ends of the thermoelectric generator, the greater the voltage 

between its two ends. Thermoelectric materials must have high electrical 

conductivity (σ) and low thermal conductivity (K) to be good thermoelectric 

materials. Low thermal conductivity in these materials ensures that when one side 

becomes hot, the other side stays cool, which helps to generate high voltage while 

in a temperature difference. The efficiency of thermoelectric material is governed 

by its “figure of merit” which ordinarily is a constant between 0 and 2. Several 

materials have now been reported to display high ZT values over 2 [15]. However, 

only a few of them have been demonstrated in thermoelectric devices or modules.  

So the closer the figure of merit coefficient number is to one, that means the 

material has more merit to be used in thermoelectric generator. The electric output 

power of the thermoelectric generator is shown in fig1 can be obtained by 𝑊 = 𝑅𝐿 

𝐼2 where 𝑅𝐿 is load resistance. it also can be written as:  

𝑊 = α𝐼 (𝑇 ℎ − 𝑇 𝑐) − 𝑅𝐼2          (2)  

In aquation 2, α is the total Seebeck coefficient and equals 𝜶 = 𝜶𝑷 − 𝜶𝒏 where 𝜶𝑷 is 

P-leg and 𝜶𝒏 is N-leg Seebeck coefficient and R is thermoelectric couple electric 

resistance. Therefore, if we have n pairs of thermocouples in the thermoelectric 

generator, its internal resistance is obtained from the following equation3:  

𝟐𝒏𝝆𝐡 

𝑹 =                              (𝟑)  

𝑨𝒍𝒆𝒈 
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In addition, in equation 2, 𝑻𝒉 is the temperature of the hot side, which is connected 

to the source, and 𝑻𝒄 is the temperature of the cold side. As shown in equation 2, the 

greater the temperature difference between the hot and cold sides in the 

thermoelectric generator, the greater the output power of the converter.  

Simulation  

Table 1 shows the weight of plutonium isotopes in percent that makeup plutonium 

in plutonium dioxide cylindrical fuel as the heat source [16]. The density of 

plutonium dioxide fuel was considered equal to 9.6 grams per cubic centimeter, 

which is 84% of its density with theoretical calculations [17].  Pu-242 isotope was 

not included in the calculations due to its small amount and long half-life. The heat 

source was encapsulated in 1mm Pt-30Rh alloy surrounded by three layers of 

pyrolytic graphite as shown in Fig2, a and b, that cells recognized with 10-14 

numbers.  

Readers can refer to reference 15 to know the details of the designed source.  

  

  

Fig.2. The heat source Schematic Diagram with (a) X-Y, (b) X-Z cross-sections.  

  

The thermal power resulting from the decay of alpha particles of plutonium 

radioisotopes was obtained by using MCNP code. Table 2 shows the mass and the 

deposited energy of an alpha particle in the fuel (cell 10) and the surrounding Pt-30Rh 

alloy (cell 11), which was calculated using F6 tally in the MCNP code. The deposited 

energy of the alpha particle in the other cells was calculated as zero. The total thermal 

power (𝑊𝑡ℎ) calculated according to Tabel 1 and Table 2 equal 1.13 W.  

( a )                                                                       ( b )   
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Table 1.  Isotopic composition of Pu.                             Table 2. Heat from Alpha 

decay in cells.  

 

Isotope  Weight (%)  

  

Pu-238  

  

         83.62  

Pu-239           13.98  

Pu-240            1.96  

Pu-241            0.41  

Pu-242            0.14  

  

 

 
 

cell  Mass  

(𝑔𝑟)  

Deposited  Energy  

in cell(𝑀𝑒𝑣. 𝑔𝑟−1 )  

  

Density    

(𝑔𝑟. 𝑐𝑚−3)  

  

10  

  

2.75969  2.01588  

    

9.6    

11  5.63778  8.85551E-04  17.6    

          

  

 To design the thermoelectric generator, 𝐵𝑖2𝑇𝑒3 MA+HP samples [18] and 𝐵𝑖0.5𝑆𝑏1.5𝑇𝑒3 [19] 

was chosen as n-type and p-type semiconductors thermoelectric material, respectively.  

Semiconductor legs were placed inside Kapton MT [solid, type K275 with adhesive] 

as insulator. The semiconductor elements are 0.615𝑚𝑚 × 0.615𝑚𝑚 × 22.9𝑚𝑚. 

These legs are connected electrically in series by copper strips with dimensions of 

1.3𝑚𝑚 × 0.615𝑚𝑚 × 0.03𝑚𝑚 and are thermally in parallel. On both sides of it, 

13𝑚𝑚 × 12.5𝑚𝑚 × 1𝑚𝑚  alumina blocks are placed. one block is in contact with 

the source (hot side) and the other block is in contact with the cold side. The 

temperature of the hot side and the temperature of the cold side are considered to be 

250 degrees Celsius and 30 degrees Celsius, respectively. The designed 

thermoelectric generator contains 164 pairs of thermocouples in 18 × 18 array. To 

measure the electric current (I), internal resistance of the thermoelectric generator 

(𝑅𝑖𝑛) and output electric power (𝑊𝑒), we connected thermoelectric generator and load 

resistance (𝑅𝐿 ) through External I vs. U feature in Electrical Circuit physics in 

COMSOL.  

 Results and discussion  

Based on the value of 𝑅𝐿, different output electric power is obtained. The maximum 

electrical power output is obtained when the 𝑅𝐿  equal to the 𝑅𝑖𝑛 [11]. We considered 

𝑅𝐿 = 1296.7𝛺 . Fig 3 shows the voltage obtained from the designed thermoelectric 
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generator for two states: (a) load resistance connected to the thermoelectric generator 

and (b) open-circuit voltage (load resistance is not connected). According to Fig 3, a 

and b, load voltage (𝑉𝐿 ) and open-circuit voltage (𝑉𝑂𝑃) is equal 7.23V and 14.4V, 

respectively. According to the current obtained in the circuit, the internal resistance 

of the thermoelectric generator can be calculated.  

  

(a)                                                                          (b)                                                                               

  

    

  

  

  

Fig. 3. The Generated voltage by TEG: (a) with 𝑅𝐿 = 1296.7𝛺, (b) without 𝑅𝐿 

connected  

Tabel 3 shows the relevant results. The ratio of load resistance to internal resistance 

is equal to  

𝑅𝐿 

1.02 (  = 1.02).  
𝑅𝑖𝑛 

Table 3.  Electric current and electric power relevant results.  

𝑅𝐿(𝛺)  𝑉𝐿 (𝑉)  𝑉𝑂𝑃(V)  𝑅𝑖𝑛(𝛺)  

  

I(𝑚𝐴)  𝑊𝑒 (𝑚𝑊)  

           

 1296.7  7.23  14.4  1274.73  5.60  40.30  

        

    

 
  

The total efficiency (𝛈 𝒕𝒐𝒕) of the RTG is equal to the ratio of the output electrical 

power to the thermal power produced by the heat source ( 𝛈 𝒕𝒐𝒕 = 𝐖𝐖
𝐭𝐡𝒆 ).  
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Considering that the total thermal power due to the decay of alpha particles in the 

source is calculated as 1.13 W and also the output electric power in Table 3, the 

total efficiency will be equal to:  

𝛈 𝒕𝒐𝒕 = 𝐖 𝐖𝐭𝐡𝒆 = 𝟎𝟏.𝟎𝟒𝟎𝟑.𝟏𝟑 = 0.0356  

So, the total efficiency of designed RTG is equal to 3.56%.  

 Conclusions  

 In this paper, we designed a thermoelectric generator module that operate between 

220K temperature difference that connected to a radioisotope heat source by using 

Pu-238 based component. The total efficiency of designed RTG calculated 3.56 % 

that is low. According to the results, it seems that thermoelectric material chosen 

has a low figure of merit for applying in thermoelectric generator and we must keep 

going on improve semiconducters used in our model. The use of skutterudites may 

increase the output electrical power and thus improve the overall efficiency of the 

designed RTG.  
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Abstract 

Nowadays, one of the non-destructive methods for measuring the thickness of sediment layers 

formed in fluid transmission pipelines and the wall thickness is the use of Gamma Ray 

Tomography (GCT). Computed Tomography (CT) with Limited-Number-Detector (LNDCT) 

is considered as an advanced method for evaluating oil and gas pipelines. This article 

investigates the design and construction of the mechanical structure of a portable tomography 

device for non-destructive evaluation of oil and gas pipelines. The mechanical structure of this 

device is one of the fundamental factors in improving the accuracy and efficiency of the 

evaluation process. The design of the mechanical structure of the portable tomography device 

is such that performing precise and accurate tomography measurements is possible in different 

environmental conditions. This structure should enable the device to be easily portable and 

operational in harsh situations and challenging environments. The use of lightweight and 

durable materials in the mechanical structure facilitates the portability of the equipment, 

allowing the user to study and evaluate remote and difficult-to-reach locations. Furthermore, 

the structure is resistant to various environmental conditions such as moisture, dust, and 

mechanical shocks. Different scenarios of being efficiently portable has been studied. The main 

components of the mechanical structure include a base connected to the pipeline wall, a fixed 

section, a movable (rotating) section, and the connection between them. The shielding of the 

gamma-ray source and the scintillator detector array are precisely placed on the movable 

(rotating) section. The shielding of the gamma ray source and the scintillator detector array 

against it are carefully placed on the movable part. In this article, initially, using pre-computed 

Monte Carlo calculations, optimal geometry and dimensions were selected. Subsequently, 

mechanical analysis of weight distribution was performed using Abaqus software, and finally, 
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engineering design was carried out using Solidworks software. After completing the designs, 

the components will be integrated. The present paper examines the mechanical dimensions of 

the portable tomography device with an emphasis on the design and construction of its 

structure. This research plays a fundamental role in improving the performance and accuracy 

of non-destructive evaluation processes for pipelines and can significantly contribute to 

enhancing the overall oil and gas transmission industry. 

Keywords: Portable Computed Tomography, Pipelines Non-destructive Testing, Engineering 

Design, Limited-Number-Detector CT (LNDCT) 

INTRODUCTION 

Pipelines are currently among the best means of transporting gas and oil fluids. However, these 

pipelines are not immune to defects and damages. Due to the high impurities present in these 

fluids, deposits accumulate over time on the inner walls of the pipes, leading to a disruption in 

fluid flow due to pressure and flow rate reduction. Another concern is the internal or 

atmospheric corrosion of these pipelines, which can result in pipe rupture and fluid leakage 

into the environment. Apart from environmental damages, this can also halt service provision. 

Therefore, methods for evaluating and ensuring the integrity of pipelines and preventing 

damage to them need to be anticipated [1], [2], [3], [4], [5]. 

Since oil leaks can cause extensive environmental damage or pose life-threatening hazards, it 

is necessary to equip the predicted facilities to assess and test pipelines without any damage 

[6], [7]. Currently, one of the non-destructive methods for pipeline assessment is the use of 

gamma-ray tomography (CT scanning) [8], [9]. Computed Tomography is capable of non-

destructively detecting and measuring both corrosion and deposits on the inner walls of pipes. 

Considering that pipeline routes may pass through obstacles and terrains with different weather 

conditions, the design of the mechanical structure of the device must be such that it is portable 

and usable in all these conditions or at least most of the time. In other words, the device must 

be firstly portable and transportable, secondly efficient and operational in various conditions, 

and thirdly, not compromise on the quality of imaging.  As shown in figure 1, Efforts to 

construct and improve industrial tomography have led to four generations of these devices [10]: 
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• First generation: A single source and a single detector where the beam from the source 

is directed as a pencil beam and the pair of source and detector have translational and 

then rotational movements together. 

• Second generation: It has multiple detectors, but still cannot fully cover an object. 

Hence, it requires translational movement again. 

• Third generation: It utilizes a fan-shaped beam where, due to its fan angle, it can fully 

cover the object, and rotation alone is sufficient for detection. 

• Fourth generation: The detector ring is fixed, and the source rotates alone around the 

object. However, its cost increases due to the increased number of detectors. 

Unfortunately, first-generation CT scanners, despite their maneuverability and good resolution, 

have a measurement time of several hours. Recently, experiments with third-generation 

scanners are underway. [13,14] 

 

Fig.1. Four generations of industrial CT 

Like other industrial devices, there are ongoing efforts to improve them. Improvements sought 

for CT scanners include: enhancing measurements, developing measurement methods, and 

comparing them with other measurement techniques [11], [12]. 

For the development of measurement methods, it should be noted that most Computed 

Tomography devices are not mobile. Therefore, the goal of such inventions and the 



 

 51 

construction of such devices is to provide a scanning system that can be connected to the target 

and measure its cross-sectional area on-site. Since some of the components required for 

tomography are vulnerable to impacts that are inevitable during transportation, for easier 

transportation and preservation of these components, the device parts should be separable and 

installed on them during use. Hence, there is a need for minor yet significant changes in the 

structure of these types of devices. Two types of devices have been developed: The first type 

is not installed directly on the pipe itself. Instead, they are mounted on a separate base that 

holds the pipe in between. This type, like other CT devices, has the source on one side and the 

detectors on the other side. It rotates around the pipe by a motor and scans the entire cross-

section of the pipe [13]. 

The second type, however, is installed directly on the pipe itself. The detectors are fixed on a 

C-shaped holder, and only the source rotates to around the circle. The point here is that to 

prevent problems arising from opening and closing, a “C” is used so that the pipe reaches the 

space between the detectors and the source from the “C”'s mouth. In this type, due to the 

structure of the “C”, incomplete scanning is performed, and the remaining projections will be 

reconstructed by computer simulation [14].  The second type, due to its installation on the pipe 

itself, will have more flexibility in operation, but its scan is not complete. This research aims 

to design and build a device with the flexibility of the second type but with complete scanning 

like the first type. 

MATERIALS AND METHODS 

In this article, the maximum diameter of the target pipe was measured to be 11 inches. Then, 

using Monte Carlo calculations with predefined weight and dimensional constraints, the 

distance between the source and detectors was determined to be 58 centimeters. The detectors 

are also arranged in an array of 11, with a spacing of 15 degrees directly opposite the source. 

Therefore, all components and movements were simulated using SolidWorks software shown 

in fig. 2. 
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Fig. 2. Arrangement of pipe, source, and detector array relative to each other 

1.2 General Structural Characteristics 

For the sake of simplicity and ease of conceptualization, the device is divided into two main 

sections: fixed and movable. The General descriptions will be provided, and other subsidiary 

sections will be introduced thereafter. The details of each section will be presented in the third 

section: 

1.1.2 Fixed Section 

The fixed part or chassis, which is connected to the pipe, bears the weight of the movable part, 

transfers it to the pipe, and restricts the movable part to only one rotational degree of freedom. 

It cannot have vibrations or play in the remaining five translational and rotational directions. 

The fixed section includes the chassis and gear drive connections.  The maximum pipe diameter 

for this device is 11 inches. The chassis attaches directly to the 11-inch pipe. But for smaller 

sizes, auxiliary jacks should be used. 

2.1.2 Movable Section 

The movable part, mounted on the chassis, has only one degree of freedom, consisting of the 

main gear onto which a ring is placed, along with the assembly of the source, collimator, and 

their detectors and bases fixed on it. The gear itself is connected to the chassis via a sliding 

polyethylene. The source is made of 137Cs, and its collimator and shield are made of lead. The 

remaining parts are generally made of steel, unless otherwise specified. Different parts of the 

device do not require a specific surface finish and are completely disregarded. 
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2.1.3 Engine and Gearbox 

The engine is installed at the top of the chassis and transmits the necessary torque for rotation 

to the main gear through an intermediary gear. Considering a safety factor of 1.25, the torque 

required for rotation is 25 N.m or 250 Kg.cm. Figure 8 illustrates the center of mass position 

of the rotating section. Due to the high precision required for rotation, a precise stepper motor 

must be used. Considering the low torque of stepper motors, a gearbox is required to increase 

the torque. However, the gearbox accuracy is approximately 1 to 8 minutes. Therefore, the 

gearbox must be tested, and if it does not provide satisfactory results with an accuracy of about 

0.01 degrees, it is inevitable to use a stepper motor with higher torque that can provide the 

desired accuracy. Alternatively, a balance between cost and accuracy can be established, where 

for lower cost, less accuracy is accepted. 

2.2 Load Tolerance and Stability Assessment 

Before discussing the constructed section, the following points need to be mentioned. During 

operation, the device bears only the load caused by its own weight, Considering the strength 

of steel, from which most parts are made, and the weight they must bear, deformation seems 

unlikely. To illustrate this fact, it should be noted that the yield stress of ST37 steel is about 

3700 Kg/cm2. The schematic is shown in figure 3 and 4. Therefore, it is not necessary to 

measure the strength of the device itself. 

The only potentially concerning aspect may be the possibility of pipe failure due to the weight 

of the device. With the equipment mounted, its weight reaches approximately 50 units. To 

create a sense of proportion, imagine a person sitting on an oil pipe. The maximum diameter 

of the tested pipe is 11 inches. The tube was also taken from the A333 type. It is evident that 

the greater the distance of the support from the device's workplace, the greater the displacement 

and stress on the pipe. Assuming a distance of 10 meters between two supports, the 

displacement would be 2 millimeters, and the maximum stress imposed on the pipe would be 

6.7 megapascals. 
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Fig. 3. Displacement in mm 

 

Fig. 4. Stress applied to the pipe in megapascals 

3.2 Radiation Shielding 

Common radioisotope sources for gamma ray tomography include 60Co, 137Cs, 241Am, and 

133Ba. Considering the low energy of 241Am and 133Ba radiation and the short half-life of 

60Co, the 137Cs isotope was chosen as the source. The shielding of the source, which also 

shapes the radiation into a beam, consists of a lead cube with the source placed within it. 

1.3 Chassis 

The chassis comprises two semi-cylindrical structures connected by screws while the pipe is 

sandwiched between them. The size of the chassis is matched to the outer diameter of the pipe, 

eliminating the need for jacks or other intermediaries for fastening. However, if the pipe 

diameter is smaller, a jack intermediary would be necessary. To attach the gear to the chassis, 

a portion of the chassis where the gear is mounted must be machined and completely rounded. 

Subsequently, the gear is mounted onto it using a smoothing intermediary. 
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2.3 Gear Clamping 

The gear clamping mechanism serves to both constrain its movement and prevent friction 

between the gear and the clamping surface (figure 5). Due to space constraints and the inability 

to use various types of bearings, polyethylene and steel rings were utilized for smoothing and 

constraint, respectively. A polyethylene ring was also installed to provide spacing between the 

gear and the chassis. The advantage of polyethylene over bearings lies in its ease of opening 

and closing and its simplicity. Since the device operates in a dusty and sandy environment, the 

ring will easily shed any dirt and sand particles. In contrast, bearings do not easily open, and 

over time, sand particles will cause them to corrode. 

 

Fig. 5. Two chassis parts after machining. the clamping of both sides of the gear is also 

visible in the image. 

3.3 Gear 

A gear with a module of 3 and 140 teeth (shown in Fig. 6), with a base circle diameter of 420 

millimeters, was selected. For a pipe with a diameter of 300 millimeters, the entire radiation 

assembly must be placed on a diameter of 580 millimeters. Therefore, a ring of the same 

dimensions must be fabricated, and the detector and source should be mounted on it. It is 

noteworthy that the ring must be concentric with the gear to avoid eccentric rotation of the ring. 

In fact, what matters is the stationary center of rotation of the detectors and the source 

throughout the imaging process, whether the radiation assembly is fixed on a circular ring or 

on any other plane. To ensure accuracy in positioning the detector and source bases, the ring 

should be machined using a CNC machine and then cut into two pieces. 
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Fig. 6. Gear and polyethylene 

4.3 Detector and Base 

Two-inch CsI(Tl) detectors were used for this purpose. Steel bases are used to hold the 

detectors in place. The 3D shape is shown in figure 7. The bases serve two main functions: 

holding the detectors and preventing the entry of troublesome radiation. The base is a hollow 

cylinder with a groove to reduce noise. Although this significantly reduces incoming radiation 

to the detector, it also increases the signal-to-noise ratio, thereby improving image quality. The 

groove has a width of 10 millimeters and an aperture angle of 20 degrees. 

 

Fig. 7.  Detector base 

5.3 Source 

The shield is a 10*10 lead block with a slotted aperture on its door, weighing approximately 

11 kilograms, responsible for protecting the source and shaping and limiting its emitted rays. 

6.3 Assembled Set 

As shown in figures 8 and 9, In the assembled set, the total weight of the rotating part is 46 

kilograms, and its center of mass is located at 42 millimeters from the axis of rotation. 
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Fig. 8. The center of mass of the rotating part 

 Considering a safety factor of 1.25, the torque required for rotation is 25 N.m or 250 Kg.cm. 

The figure below illustrates the position of the center of mass of the rotating section. 

 

Fig. 9. Assembled view of the device and Exploded view of the device 

Conclusions 

In this research, we have presented a comprehensive design and assembly process for an 

industrial computed tomography (CT) scanner. The scanner consists of various components, 

including the chassis, moving parts, gears, detectors, and shielding materials, all meticulously 

engineered to ensure precise and reliable imaging of industrial objects.  Through our design 

considerations, we addressed several critical factors influencing the scanner's performance, 

such as stability, weight distribution, and radiation protection. The integration of sturdy 

materials, such as steel and lead, along with careful attention to the arrangement of 

components, guarantees the scanner's robustness and safety during operation.  Furthermore, our 

analysis of the mechanical and structural aspects of the scanner revealed insights into 

optimizing its performance while minimizing potential risks, such as tube breakage or 
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mechanical failure. By implementing innovative solutions, such as slotted lead shields and 

polyethylene spacers, we enhanced both the efficiency and safety of the scanner.  The 

experimental validation of our design, including measurements of tube diameter, detector 

spacing, and torque requirements, confirmed the feasibility and effectiveness of our approach. 

The assembled scanner demonstrated reliable operation, achieving precise imaging results 

within acceptable tolerances.  Overall, our study contributes to the advancement of industrial 

CT scanning technology by providing a systematic framework for designing, assembling, and 

evaluating CT scanners tailored for industrial applications. The insights gained from this 

research can inform future developments in industrial imaging systems, paving the way for 

enhanced quality control and non-destructive testing in various industrial sectors. 
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Abstract 

High power electromagnetic wave generator systems must be powered by high voltage DC 

power supplies with stable voltage level and low ripple to create a strong electric field and with 

the highest operating efficiency. In this work, we presented the technical considerations and 

design stages of different parts of a 100 kV switching high voltage power supply, as well as 

the results related to its construction and experimental tests. Considering that at the output of 

this power supply, a Marx generator has been used to increase the voltage to levels of more 

than 400 kV, the results showed that despite the presence of noises related to fast diodes and 

Marx generator gaps, there is no interference in performance of the switching circuit and 

control parts, and its accurate and correct operation can be seen in the waveforms related to the 

voltage across four legs IGBT switches and the current flowing through the resonant inductor. 

Keywords: High voltage, Switched mode power supply, Resonant topology. 

I. INTRODUCTION 

In the last few decades, a lot of research has been done on increasing the efficiency and 

switching frequency of switching power supplies (and reducing their size and volume), as well 

as reducing their losses. Since the power switches pass through the linear region in some 

switching, at this moment the switch voltage and current have a magnitude that their overlap 

imposes major switching losses to the converter. Therefore, increasing the switching frequency 

increases the switching losses. In addition, the main cause of electromagnetic interference noise 

is the rapid changes in the voltage and current of the switches at the moment of switching, 

which also increases the frequency of switching, which causes this noise. But by providing 

different switching methods to solve the above problems, this converter has gained a special 
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place among other converters, which can be converted into three general categories of resonant, 

quasi-resonant and wide modulation converters. divided the pulse width [1-3]. 

On the other hand, due to the increasing development of high voltage pulse discharge systems 

(high pressure voltage) in large industries such as defense industries such as railguns, 

electromagnetic weapons and pulse  

power lasers, crude oil processing improvement industries, Energy production industries such 

as nuclear fusion power plants using the laser-freeze method, etc., nowadays the focus of most 

research and development centers of applied sciences is to design and build high voltage 

switching power supplies (pulse and continuous) and then improve the characteristic Their 

electrical and physical parameters are flexible [2-4]. 

Electromagnetic generator systems, with the aim of achieving the highest operational 

efficiency, need high voltage DC power supplies with a stable voltage level and low ripple in 

order to create a strong electric field that leads to the flow of electrons on the electrodes and 

insulation. between them and finally ensure the occurrence of electric discharge between slow 

electrodes. In supplying very high voltages (several hundred kilovolts), some voltage boosters 

are often used in addition to switching power supplies. Despite the simplicity of the structure, 

the Marx generator can convert the input voltage to several times the initial value in order to 

produce electromagnetic waves in the form of pulses, high energy and frequency (repeatable) 

by feeding the appropriate load. These high power shock waves can be used to damage the 

electronic boards [5]. 

Considering the aforementioned, the purpose of this project is to design and build a high 

voltage switching power supply (varying from 10 kV to 100 kV/500 W) with a full-bridge 

resonant topology with the aim of running a 30 Hz/5 mA resonant Marx generator that works 

continuously. It should be able to supply its high voltage section by being powered by a battery 

and having only one portable operator unit. The advantage of this device is high reliability in 

operation, without being affected by electromagnetic noise and return voltage produced by 

Marx generator. This system has the following technical and general specifications: 

1) adjustable output voltage of switching section from 10 kVDC to 100 kVDC, 2) average 

output current up to 5 mA, 3) 220 VAC input power supply voltage (if needed, it can be 12 

VDC i.e. car battery), 4) with overload and overvoltage protection, 5) simple design of the 

control panel and command keys, 7) design circuit type: switching with full bridge resonance 

topology (suitable to load power), 8) dimensions of about 40x25x15 cubic centimeters. 
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II- TECHNICAL CONSIDERATIONS IN PERMANENT WORKING MODE 
A- Electromagnetic protections 

If high voltage power supplies are used in pulsed systems, the electronic and control 

subsystems will be severely exposed to strong electromagnetic noises. The process of harming 

through electromagnetic threats takes place in two forms, radiation and conduction. There are 

different methods, with different capabilities, to prevent radiation from entering the equipment, 

some of the most important of which are as follows:  

- Shielding: Shielding means surrounding a circuit or covering its enclosure with metal and 

connecting it to the ground through a low resistance path. This method is considered one of the 

most effective methods and in most cases, the best method of preventing electromagnetic 

interference. 

- Waveguides: Using Waveguides is an old method to prevent electromagnetic interference, 

but this method is not very useful for protecting equipment such as devices made of 

semiconductors.  

- Filter: using filters made of passive elements such as capacitors and inductors to prevent low-

power electromagnetic interference.  

- Variable resistance with voltage: these parts, at high voltages, become conductive and are 

usually used to protect the circuit against overvoltage. The main disadvantage of these 

components is their relatively low response speed.  

- Optical fiber: since electromagnetic pulses have no effect on light-sensitive equipment, 

optical fibers are resistant to all frequencies and voltages. But since it is still not possible to use 

optical fiber for all existing circuits, this method cannot be used as a comprehensive solution 

for whole sections of the power supply.  

In the proposed plan, which aims to provide high voltage to the Marx generator, conventional 

methods of protection, filtering, optical fiber and the use of thermistor parts are used to protect 

the switching power supply against strong electromagnetic noises. 

B- Protection against transient recovery voltage (return voltage) and its effect 

One of the most common phenomena in the pulsed system that is not well introduced is called 

transient return voltage. This phenomenon occurs when there is an interruption in the supply 

of current. In other words, when the switch or gap in the Marx generator is short-circuited, the 

voltage at both ends of the Marx bridges increases. The magnitude of this voltage reaches twice 
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the value of the nominal voltage, which depends on the characteristics of the system, i.e. the 

type of load, the type of connection of cables and lines, and the type of earth system used. The 

most suitable method for protection against reverse voltage of Marx generator is to use diode 

circuits in the output part of the power supply. Therefore, this method is implemented 

according to the voltage level and the number of classes of the Marks generator in the proposed 

design.  

C- Earthing system and safety earthing 

The earthing system and safety earthing are two topics connected together, so that the leakage 

current inside the power supplies raises the potential of the safety ground and also causes a 

potential difference inside the power supplies and their peripheral control equipment. Since 

separating the above-mentioned two earthing systems can have disadvantages, after 

determining the type of use and the installation position of the pulsed equipment in the 

operating system, from effective earthing in order to prevent the creation of a higher short 

circuit current, preventing the passage of low current semiconductor devices will be used for 

power supply and covering the long distance created by separating the two earthing systems. 

It should be noted that the electronic boards and the printed circuit inside the operator panel 

will be completely isolated from the body so that the electronic noises related to the switching 

circuits will not harm the user through the body. 

D- Placing the HV box inside the Marks generator chamber  

Considering the operational importance of industrial systems, in the design and placement of 

high voltage equipment related to the power supply, it is possible to place the HV box inside 

the Marx generator compartment by interacting with the manufacturer of the Marks generator 

section to reduce lines power transmission, which itself increases the efficiency of pulsed 

power transmission, also led to a reduction in the dimensions of the defense system.  

III- HIGH VOLTAGE SWITCHING POWER SUPPLY DESIGN CONSIDERATIONS 

IN PERMANENT WORK MODE 

A- High voltage switching power supply 

The optimal input power in the power supply is to use 220 VAC. However, due to the 

importance of operational industrial systems, it is possible to reduce the input voltage level to 
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12 VDC by using an inverter interface circuit at the beginning of the power supply, so that the 

12 VDC battery can be used to supply energy to the system. The important point in this part is 

the special design of the inverter to produce full sinusoidal voltage by removing the 

effectiveness of electromagnetic noises and providing high direct current.  

B- Supply of high voltages in isolation 

In the past, in order to supply high output voltages, multiplier circuits or step-up transformers 

were used, but today, in order to supply high currents and voltages, resonance topology LLC 

or LCC with isolated multi-transformer circuits are used. In the proposed plan, in order to 

provide voltage of about 100 kVDC, five transformers are used in series with high current 

capability. 

C- Control circuit of switches and feedback 

 Considering that the resonant converter in this work must be able to perform the switching 

operation in the condition of zero current, several important tasks are defined in its control part, 

which include the following:  

1- high voltage detection,  

2- detection of upper and lower limit current, 

3- detection of zero current, 

4- production of IGBT triggers according to the previous three tasks, 

5- receiving the start command from the user and starting the circuit,  

6- completely turning off the switching part by detecting high current or voltage. 

In order to increase the response of the control circuit related to the detection of high and low 

limit current and zero current, three fast op amps have been used to detect the mentioned 

currents. There are two potentiometers to set the upper limit and the lower limit of the current, 

which can be used to control and limit the current desired by the user, and there is a 

potentiometer to control the zero current, by which the zero crossing current is controlled. The 

input of these comparators is the voltage on the shunt. Shunt resistance is used to accurately 

calculate the zero current. In order to get feedback from the output voltage, the output of the 

comparator related to the control of the output voltage is used to detect the high and low limit 

voltages. The input of all these comparators is a voltage that is applied to the circuit through a 

receiving diode. 
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In order to manage control inputs and outputs with reliability and high data transfer speed, an 

industrial CPLD controller with low noise effectiveness, which is from the family of FPGAs, 

is used. The CPLD controller circuit has nine inputs and one clock input, by which all 

operations are performed. 

The switching circuit part of the proposed design, which is full-bridge resonant type using 4 

IGBTs, is presented in Figure 1. 

 

Fig. 1: Switching circuit part of the proposed design. 

 

The design related to the voltage multipliers, which are related to the two parts of the switching 

power supply and Marx generator, is shown in Figure 2. 

 



 

 66 

 

Fig. 2: The design of the voltage multipliers related to the two parts of the switching power supply 

(down board) and Marx generator (top section). 

D. EXPERIMENTAL RESULTS AND DISCUSSION  

After designing the various components of the desired power supply and taking into account 

technical considerations, an industrial example of a high voltage switching power supply 

(varying from 10 kV to 100 kV/500 W) with a full-bridge resonant topology with the aim of 

permanently setting up a 30 Hz/5 mA resonant Marx generator work was done. In Figures 3 

and 4, you can see the control section and the switching circuit and the high voltage section of 

the power supply, respectively.  

In Figure 3, it is clear that the control part of the device is designed in such a way that the 

output voltage can be adjusted from 10 to 100 kV, while the current passing through the Marks 

circuit can also be seen in the control panel of the device to that ensured the occurrence of 

repeated discharges and achieving high frequencies of high voltage discharges. Also, it is clear 

in Figure 4 that despite the use of equalizer circuits inside the oil box, the voltage isolation 

considerations are well respected in such a way that unwanted sparks can be prevented at 

voltage levels above a few tens of kilovolts. 
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Fig. 3: The control section and the switching circuit of the proposed high voltage power supply. 

 

 

Fig. 4: The high voltage section of the proposed high voltage power supply. 

 

In Figures 5 and 6, you can see the waveforms related to the voltage of the power switch legs, 

the resonance inductor current and the voltage of the resonance capacitor. It can be seen 

carefully in the voltage waveforms of the switches' legs and the inductor current waveform that 

a suitable homophase has been established between these two waveforms, which shows the 

accurate operation at the moment of switching. This achievement is very worthy in the presence 

of high frequency noises that are created and spread during the operation of the Marks 

generator, and it shows the accurate operation of the power supply protection circuits. 
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Fig. 4: The voltage of the power switch bases (squ.) and the resonance inductor current (sin.). 

 

 

Fig. 5: power switch bases (squ.)  and the voltage of the resonance capacitor (tri.). 

IV- CONCLUSIONS  

In this research, an attempt was made to present the design and construction steps of a high 

voltage switching power supply with application in powering a Marks generator to achieve an 

output pulse high voltage of above 400 kV. Also, all requirements and technical considerations 

needed in the construction of this device were also discussed. In the experimental results 
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section, it is shown that the waveforms of the switching circuit elements, including the resonant 

inductor and resonant capacitor, were obtained correctly, so that the smallest adverse effect on 

the switching circuit performance was not caused by Marx generator noises. 
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Abstract 

Inspection of cars in security places is very important and creating a quality image and proper 

visual vision helps the operator to make a more appropriate diagnosis. In this article, two 

methods are proposed for the separation of materials, which are based on the diagram of High 

and Low images and the ratio of the logarithm of High and Low images. In this research, by 

only having Low and High images of a car (without any information from the inspection 

device) material separation was done based on the above methods in such a way that first by 

having images of different materials (metal and non-metal) in different thicknesses, Aluminum 

was defined as the separation boundary between materials. Thresholds for separation were 

obtained by using the logarithm ratio method. To improve the gray images, first the images 

were normalized and the histogram matching was performed. Next, one image was made from 

two High and Low images. It was found that by applying the appropriate color map, an output 

with a suitable visual visibility was created. Finally, to improve the color image, we used the 

Median filter and sharpened the image to create a better visual visibility. The presented real-

time algorithm is written in C++. 

Keywords: Image processing, X-ray image, High and low images. 

INTRODUCTION 

The X-ray imaging system with two energy levels (high energy and low energy) has many 

applications in car and baggage inspection at airports and in medical science in tumor diagnosis 

and so on. In these systems, at high energies (more than 100 kW), the absorbed energy is 

primarily dependent on the density of the material, in such a way that the higher the density, 

the more energy is absorbed by the material, and as a result, the output image is darker. At 

lower energy levels (about 80 kV) the absorption depends primarily on the effective atomic 

number and also on the thickness of the material. Although regions with heavy metals are dark 

in both low-energy and high-energy images, regions with light elements are darker in the low-
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energy image. Light elements such as carbon, nitrogen and oxygen can be distinguished by 

comparing these two types of images [1].  

Some dual-energy X-ray detection systems are capable of dual-energy analysis to estimate the 

atomic number of the material inside the bag. The problem of separating a thin plate that is 

strongly absorbent from a thick plate that is weakly absorbent, faced by transmission X-ray 

imaging systems, is solved in dual-energy X-ray detection systems. However, dual-energy 

detection systems also have a major limitation, which is that the actual density of objects that 

may be in the bag is not fully known, and the system only provides an estimate of the atomic 

number (i.e., the effective atomic number). As a result of this limitation, the false alarm rate in 

these systems reaches about 30%. 

Novikov et.al proposed a transformation for transmission values to obtain so-called alpha 

curves which have made it possible to discriminate between materials using 4 and 8 MeV 

sources [2]. Another space of curves is introduced by Ogorodnikov et.al which uses the ratio 

of logarithms of transmission coefficients to differentiate organic, inorganic and heavy metallic 

materials using 4 to 10 MeV energies [3]. Liu et.al have compared the technique used in [3] 

with systems using neutron sources. Dual energy systems are reported to have better 

penetrations while neutron sources having better sensitivities [4]. Zhang et.al have presented 

HL curves for 65 and 80 keV sources [5]. 

Due to the fact that the output of the X-ray system with two energy levels is high and low 

energy images, in order to separate materials into metal and non-metal, according to previous 

studies, we came to the conclusion that the pixel value in the High and Low images are related 

and in the method presented in the High-Low diagram, the value of the horizontal axis is the 

pixel value of the Low image and the value of the vertical axis is the pixel value of the High 

image. According to reference [1], we can conclude that these values should be on the function 

for a material with different thicknesses. In the following, according to the atomic number of 

aluminum, which has the lowest atomic number among common metals, this metal was 

considered as the boundary for separating metal from non-metal in the High-Low diagram. By 

using this border and separation of materials from two High and Low images, an image is 

obtained, which by applying color maps and image processing operators, a color image with a 

suitable visual vision is created. In this research, we used a dual energy system using a 160 
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keVand 1 mA source and sandwiched dual energy detectors with 2.5 mm/64 pixels (GOS:low 

energy scintilator and CsI(Tl): high energy scintilator). 

HIGH-LOW DIAGRAM METHOD  

In the presented method, first, using standard samples, the High-Low diagram is drawn for 

different materials with different thicknesses. Fig. (1) is a standard sample of aluminum that 

has been obtained in different thicknesses. The parts separated by the red frame are aluminum 

with different thicknesses. Due to the fact  

that for drawing the diagram, the parts that are separated by the box are important by pre-

processing the important parts that are separated and displayed in Fig. (2). 

 

Fig. 1: High and Low image of standard aluminum sample. The right side of the Low image 

and the left side of the High image. The parts with red box contain information. 

 

Fig. 2: Parts with information on the right side of the Low part and the right side of the High 

part image. 
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In the following, the High-Low diagram for different materials is drawn in a diagram and you 

can see it in Fig. (3). In the proposed method, according to the results of the standard material 

diagram and the fact that aluminum has the lowest atomic number among common metals, the 

resulting diagram of aluminum is used as a boundary to separate the materials. In the following, 

by comparing the Fig. (3) with the graph obtained from the extracted material function, it can 

be seen that the fitted function on the aluminum sample is very close to the extracted material 

function, for this reason, to reduce the calculations from the extracted function as the boundary 

of metals and other metals are used. 

 

Fig. 3: High-Low diagram for standard examples of materials: steel, aluminum, wood and 

polymer. 

In the next step, we apply our method on a complete image of a car whose High and Low 

images are given in Fig. (4). In this step, first the images are normalized and the histogram is 

equalized, and without pre-processing (getting the range with information), we obtain the High-

Low diagram for the desired data. Then, using the proposed method, it is defined a mask for 

metals and a mask for non-metals, which can be seen in Fig. (5) of the results. In the following, 

according to the different thicknesses of the materials, a coefficient should be defined in the 

image so that we have a proper view of the thickness at the stage of applying the color map. 

For this purpose, according to the location of the pixel in the High-Low diagram, a coefficient 
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is assigned to it. In this way, according to the normalization of pixel values to the range of 

values close to zero, it indicates more thickness and values close to one indicate less thickness. 

 

Fig. 4: High and Low images for a part of a car. The right side of the image is Low and the 

left side is High. 

 

 

Fig. 5: The right side of the mask of non-metal materials and the left side of the metal mask. 

Black color indicates the presence of matter. 

In the suggested color map that is used to create a color image, blue color is used for metals, 

which becomes black with increased thickness, and red color is used for non-metals for 

differentiation and prominence. In this color map, a white range is defined, which is used to 

remove the middle areas. The result of applying the color ramp on the image with the 

coefficient is as in Fig. (6) and it can be seen that the non-metal areas are discontinuous. To 

solve this problem, Median filter is used [5] and the image is sharpened, the output is shown 

in Fig. (7). 



 

 75 

 

Fig. 6: Applying the color map. 

 

Fig. 7: Applying the Median filter and sharpening the image. 

THE LOGARITHMIC RATIO METHOD 

 In this method, we used the logarithm of the values of High and Low images and by defining 

the variable K =
log (TL)

log (TH)
  that TL and TH are the values of High and Low images, we can separate 

the materials. In this method, we use thresholding to separate materials. In such a way that 

organic substances have a specific interval, and we separate organic substances by filtering this 

interval. 

Next, to distinguish organic materials, we value each pixel according to its gray value in the 

Low image. In this method, R and G channels are quantified for organic materials. In the 

following, for the metal part, we used the pixel values in the Low image, which are displayed 

in gray. Next, to distinguish the parts with organic substances with higher density, the Median 

filter was used in such a way that this filter was applied only on the mask that was identified 
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as organic substances. Flowchart of Z-Image creation used in this reseach has been observed 

in Fig. 8. 

 

Fig. 8: Flowchart of Z-Image creation. 

Table 1 shows the average error and standard deviation percentages of effective atomic number 

estimation. Fig.9 illustrates the output of the software which has successfully detected organic 

mateirals hidden in a gas tank of a car.  

 

Table 1: Effective atomic number estimation accuracy. 

Standard deviation % Average Error % Zeff Matter 

1.6 15.9 4 Polymer 

1.4 4.8 5.5 Polyethylene 

1.2 22.6 6.3 Wood 

9.2 4.8 26 Iron 

9.4 7.4 20 Steel 
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Fig. 9: Detection of hidden organic materials  in a gas tank 

Conclusions 

In this research, after designing and making a number of standard step patterns of different 

materials (wood, polyethylene, aluminum, iron, copper and steel), we extracted high energy 

and low energy diagrams from their images. Then, by passing the car through the x-ray imaging 

machine, the high energy and low energy images created. Also, we reconstructed and processed 

the images in manner of dual-energy method using two techniques of high and low energy 

curves and logarithm ratio. The results showed that using both techniques at the same time can 

reduce the limitations of dual energy devices in material separation. 
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Abstract 

Erythromycin is the most important macrolide antibiotic, which is widely used in medicine and 

veterinary medicine. Erythromycin residue in the environment is not completely removed in 

the treatment process and causes resistance of microorganisms to these chemicals and diseases 

in humans and animals. Electron beam irradiation can destroy a wide range of pollutants in 

wastewater including antibiotics. High destruction efficiencies of ≥ 90% were gained at 25 kGy 

in samples at concentrations of 10-50 ppm. Innovatively, the radio-degradation of 

erythromycin was studied in real wastewater samples from a pharmaceutical Company in Iran. 

The degradation efficiency of the real effluent sample irradiated sample at 25 kGy was 100%. 

The obtained results from Liquid chromatography-mass spectrometry (LC-MS) analysis 

showed that degradation, inactivation of β-lactam structure, and other byproducts resulting 

from irradiated erythromycin samples had acceptable toxicity. Therefore, electron beam 

irradiation would be suggested to remove erythromycin from wastewater and return it to the 

industrial cycle. 

Keywords: Erythromycin; electron beam; wastewater treatment; radio-degradation. LC-MS 

INTRODUCTION 

Antibiotics are one of the greatest classes of pharmaceuticals and are utilized to treat diseases 

in human beings. Also, they are applied to animals to inhibit disease and raise growth [1]. The 

presence of antibiotics in water sources, even in low concentrations, leads to the production 

and development of antibiotic-resistant genes and pathogens, which potentially threaten the 

functioning of the ecosystem and human health [2]. Therefore, various advanced oxidation 

processes (AOPs), such as irradiation, have been currently applied to treat non-degradable 

pharmaceuticals by conventional water treatment processes. Radiolysis is a new treatment 
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technology in the field of radiation-induced degradation of environmental pollutants. The 

ionizing radiation  

process is an alternative method to eliminate a variety of non-degradable compounds and 

shows higher removal efficiency and non-specific degradative action. Radiolysis has 

advantages in minimizing the required energy cost for treatment, and is a fast and clean process, 

without chemical addition for oxidation. It is known that the radiolytic decomposition of 

aqueous pollutants is dominated by reactive species produced by water radiolysis, such as 

hydroxyl radical (°OH), and hydrated electron (e-aq) [3]. The application of electron beam has 

gained attention in the field of radiation-induced decomposition of environmental 

contaminants. When aqueous solutions are irradiated with an electron beam, water absorbs 

most of the radiation energy and produces some reactive species, of which hydroxyl radicals 

and hydrated electrons are principal. These activated species affect the decomposing aqueous 

contaminants. However, research considering the degradation of antibiotic substances by 

electron beam has expanded, and studies on the decomposition products are rare. In addition, 

there is inadequate data on the intermediates and products generated by electron beam 

irradiation. Some aqueous contaminants were not completely disintegrated by these powerful 

AOPs but yielded several intermediates or products. These can be more stable than the parent 

compound when released into the environment. When electron beam technology is applied for 

organic materials decomposition, it is very important to understand the structure and toxicity 

of the by-products likely to be formed by the electron beam [3]. Therefore, the present study 

aimed to identify the radiolytic degradation products of erythromycin in synthetic standard and 

real pharmaceutical wastewater samples that were subjected to the electron beam. The 

radiolytic products during the irradiation process were identified using LC-MS. 

EXPERMENTAL 

Chemicals 

Formate-methanol buffer (70-30) and ammonium acetate (Analytical grade, Merck, Darmstadt 

Germany), methanol, ethanol (HPLC grade, Merck, Darmstadt Germany), working standard of 

erythromycin (Rooyan Darou Co., Iran) and real pharmaceutical effluent (Erfan Darou Co., 

Iran) were prepared. 
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Preparation of laboratory antibiotic samples 

According to the literature standard solutions of erythromycin, 10, 50, and 100 ppm were 

prepared. The solutions were made in a volume of 10 ml, and according to solubility, it was 

solved in a relevant solvent consisting of 0.7 ml ethanol + 9.3 ml water deionized. All samples 

were stored at 4°C until irradiation [4]. 

Irradiation of real and synthetic pharmaceutical wastewater 

Real and synthetic samples were irradiated by electron beam at doses of 10, 25, and 50 kGy 

using a Rhodotron TT200 (IBA, Belgium); continuous-wave (CW) electron accelerator, with 

an output of 10 MeV electron beam lines and a maximum power of 100 kW at the Radiation 

Application Development Company - Central Iran Research Complex, Yazd. All samples were 

stored at 4°C. 

Determination of the concentration of erythromycin in irradiated synthetic and real 

pharmaceutical wastewater  

The initial concentration of erythromycin in synthetic and real pharmaceutical wastewater 

samples was measured according to the method of Jiao et al. (2008) using HPLC analysis by 

C18- xbridge column and UV-VIS detector (2487, Waters, USA) at the wavelength of 220 nm 

[5]. 

The changes in the structure of compounds in irradiated samples using LC-MS 

The structural study of erythromycin degradation products was based on total ion 

chromatogram (TIC) analysis and corresponding mass spectrum. The mass of different 

products from the peaks related to the protonated molecule, and [M + H]+ were determined for 

positive ionization (Santoke et al., 2009). Additives in the positive mode were formic acid. LC-

MS system was applied for analysis as follows: LC device Kenauer platin blue uhplc 

(Germany) and MS device LCT primier micro mass (Waters, USA). Analysis in real and 

synthetic pharmaceutical wastewater samples was done using HPLC device (Waters 1525 

binary pump, USA) with a C18-xbridge reversed-phase column (250 mm × 4.5 mm, filler 

particle diameter 5 µm, Waters, USA) at 25±2 °C. The mobile phase was composed of two 

components: (A): ammonium acetate 20 mM with pH = 8, and (B): methanol with gradient 

program, at a flow rate of 1 ml.min-1. Detection was performed by UV-VIS detector (2487, 

Waters, USA), at wavelengths of 220 nm [5,1]. 
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Results and discussion 

The effect of electron beam irradiation on the degradation of erythromycin 

In this study, erythromycin showed a destruction efficiency of about 48% at 10 kGy, and by 

increasing the radiation dose to 25 and 50 kGy, a destruction efficiency of 100% was observed 

(Table 1). In a similar study, the degradation efficiency of erythromycin in antibiotic 

fermentation residues using ionizing radiation at 10 kGy was reported up to 86% [6]. More 

than 90% of β-lactam antibiotics in the concentration of 1 mmoll-1 after gamma irradiation at 

12 kGy using 137Cs were removed. According to the results, °OH and eaq- degrade the β-lactam 

ring with 55% and ~88% efficiency, respectively. The antibacterial ability decreased and 

eventually missed after ionizing irradiation [2]. For the treatment of water sources, it has been 

reported that the presence of dissolved organic carbon and some inorganic anions compete with 

the reactive species produced by water radiolysis and reduce the degradation efficiency of the 

target pollutants. The degradation rate of penicillin G from β-lactams and erythromycin family 

decreased with increasing initial concentration. When the initial concentration of penicillin G 

increased from 0.27 mmol to 1.34 and then to 2.68 mM, the degradation rate constant decreased 

from 2.10 to 0.49 and then to 0.31 kGy-1, respectively. This issue would be due to the 

competition between degradation products and primary pollutant molecules for reactive 

radicals produced from water during gamma irradiation [2]. These findings are consistent with 

the results of the present study, in which at the same irradiation dose, at a higher concentration 

of erythromycin, the destruction percentage decreased, and in real pharmaceutical wastewater 

samples at the same concentration (1.94 ppm) the degradation efficiency percentage increased 

by increasing irradiation dose (Table 1). 

Table 1. Effect of irradiation doses and initial concentrations on removal efficiency percentage of 

erythromycin samples 

Irradiation dose 

(kGy) 

Standard solution concentrations (ppm) Real sample (ppm) 

10 50 100 1.94 

0 (0.0±0) f (0.0±0) f (0.0±0) f (0.0 ± 0) a 

10 (100 ± 0.0) a (82.3 ± 0.04) d (64.0 ± 0.02) e (47.8 ± 0.05) a 

25 (100 ± 0.0) a (100 ± 0.0) a (92.4 ± 0.02) c (0.07 ± 0.100) a 

50 (100 ± 0.0) a (100 ± 0.0) a (99.0 ± 0.01) b (0.0±0.100) a 

The different letters indicate significant differences (P≤0.05). 
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Identification of radiolytic degradation products of erythromycin by LC-MS 

Chromatograms in figs. 1,2 were obtained after injecting 100 ppm sample irradiated at 25 kGy. 

 

Fig. 1. LC-MS mass spectrum (up graph) and TIC chromatogram (down graph) of 

erythromycin sample 100 ppm irradiated at 25 kGy  

According to Fig. 2 (A) the extracted peaks can be assigned to different compounds as follows 

inconsistent with previous researches [7]: 159.0105 m/z (158) cladinose sugar compound, m/z 

732.7279, erythromycin epoxide A. Also, m/z 558.5619 resulted from the separation of a 

cladinose sugar unit and a water molecule from erythromycin A (EA), m/z 576.5499 resulted 

from the separation of a cladinose sugar unit from EA, m/z 592/5736 resulted from 

Decomposition compounds of erythromycin C-N oxide (ECNO) after separating one molecule 

of Mycarose sugar, two molecules of water, two molecules of propionaldehyde and two 

molecules of oxygenated ring units with m/z 56, m/z 279.2213, benzoylated and oxidized 

desosamine sugar, m/z 606.6010 resulted from the degradation compounds of erythromycin F-

N oxide (EFNO) after the separation of one cladinose sugar unit and m/z 462.4323 from the 

separation of the cladinose sugar unit, 3 water molecules and one propionaldehyde unit from 

EA. 

 

(A)  

 

 

(B) 
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Fig. 2. LC-MS mass spectrum of erythromycin sample 100 ppm irradiated at 25 kGy; (A) 

Time 190-2575 s, (B) Time 1626-1980 s 

In the present study, according to Fig. 2 (B) and according to similar papers [7], the extracted 

peaks with m/z 766.7451 can be assigned to the compound of erythromycin F-N oxide (EFNO), 

m/z 748.7423 assigned to erythromycin E (EE), m/z 750.7646 to erythromycin F (EF). It has 

been reported that the β-lactam ring is chemically unstable and sensitive to heat, acids, base 

and UV light, nucleophilic and enzymatic reactions, which as a result hydrolytic ring opens 

and the antibiotic loses its activity. This indicates that gamma irradiation can degrade and 

inactivate β-lactam antibiotics in water matrices [2]. 

Conclusions 

Nowadays, irradiation has been introduced as one of the possible and effective methods to 

remove antibiotic pollutants. The main purpose of irradiation is to degradable non-

biodegradable pollutants into inorganic and organic compounds, as well as remove microbial 

contamination caused by viruses and bacteria. According to the results of this study, in the 

standard solutions and real pharmaceutical wastewater samples, the removal efficiency of 

erythromycin at the same concentration increased significantly with increasing irradiation 

dose. Removal efficiency showed a decrease at the same radiation dose with increasing sample 

concentration. Most of the samples, at 25 kGy showed a destruction efficiency of ≥ 90%. Based 

on LC-MS results the toxicity of radio-degraded byproducts is acceptable. Finally, electron 

beam irradiation of antibiotics wastewater, at 25 kGy is proposed to purify and return 

wastewater to the industrial cycle. 
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Abstract 

Xylanases are hydrolytic enzymes that randomly cleave the β-1, 4 backbones of the 

arabinoxylans of wheat flour and are widely used in the bakery industry as a dough texture 

improver in the formulations of flour products. Creating novel sources of a microbial strain 

using induced gamma irradiation mutants can increase enzyme production for bakery industrial 

use. According to this, Co60 gamma irradiation has been used to develop a mutant strain of 

Trichoderma afroharzianum. Trichoderma mutants were isolated, and qualitative and 

quantitative screening were performed to evaluate the production of extracellular enzymes on 

wheat bran waste as a substrate. The best Trichoderma mutant isolate was identified by DNA 

barcoding method. The highest xylanase activities were observed in the superior mutant isolate 

of Trichoderma afroharzianum NAS107-M82, which is approximately 3.3 times higher than 

its parent strain. The electrophoretic pattern of proteins showed that the exo-glucanase I, endo-

glucanase III, and the xylanase I enzymes hydrolyzed the wheat bran, synergistically. Overall, 

gamma irradiation-induced mutation could be an expedient technique to access such superior 

mutants for the bioconversion of wheat bran wastes to xylanase enzyme. 

Keywords: Trichoderma, Wheat bran, Cellulase, Xylanase, Gamma radiation, Mutation, SDS-

PAGE.  

1. INTRODUCTION 

Wheat bran is primarily made up of cellulose and xylan, which is an abundant organic carbon 

source in the wheat flour industry. Worldwide production of wheat in 2023 was about 785.1 

million tone, according to Food and Drug Administration (FAO)[1]. Bran's contribution to total 
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wheat grain weight is between 13 and 19%, depending on the milling process (wet or dry) 

utilized for its extraction [2], it currently has low commercial value, but can be used as the best 

carbon source for xylanase and cellulase production. Filamentous fungi such as Trichoderma 

sp. produce extracellular hydrolytic enzymes, which cleave the β-1, 4-glycosidic bonds present 

in cellulose and its derivatives [3]. Trichoderma is widely used in industrial fermentation 

because of their ability to produce large amounts of endo-glucanases (EGI/Cel7B, GII/Cel5A, 

EGIII/Cel12A, EGIV/Cel61A, and EGV/Cel45A) and exo-glucanases (the cellobiohydrolases, 

CBHI/Cel7A, and CBHII/Cel6A) that synergistically break down cellulose into cellobiose 

(glycosyl β-1,4-glucose) then subsequent hydrolysis to glucose by β-glucosidase [4]. The cost 

of enzyme production can be significantly decreased by strain improvement using irradiation, 

and the use of agricultural waste as a substrate for fermentation. Considering that the cost of 

the culture medium is about 25-50% of the production cost, the use of more effective 

microorganisms can reduce the reaction costs[5]. Also, microorganisms that produce both 

cellulases and xylanases under the same culture conditions hold great significance due to their 

synergistic action. Induction of random mutations by physical mutagens such as UV, X, and 

gamma radiation and chemical mutagens such as ethyl methane sulfonate have been used as 

useful tools to manipulate Trichoderma genetically [6]. Several studies have shown that 

gamma irradiation can cause genetic diversity of filamentous fungi and induce positive [4] or 

negative mutants [7] of specific genes. Due to enzymatic diversity of Trichoderma and its 

ability in biodegradation of hemicellulosic waste and production of extracellular enzymes, in 

this study, we will approach to simultaneously produce xylanase and cellulase enzymes on 

wheat bran as a substrate using superior gamma irradiated mutants of Trichoderma. Therefore, 

the best Trichoderma isolate was screened, identified and treated with different doses of 

gamma ray to investe the possible enhancement of xylanase, and cellulase production by 

gamma radiation-induced mutation. 

2.  MATERIALS AND METHODS 

2.1.  Isolation and purification of Trichoderma 

In this study, 24 Trichoderma isolates were obtained from the fungal collection of the plant 

protection department of the nuclear agriculture research school, Alborz, Iran.  

2.2.Qualitative screening of best xylanase-producing isolates 

All wild-type Trichoderma isolates were screened for their xylanase activity using the plate 

screening method [8]. The best xylanase-producing isolate was screened by calculating 
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hydrolysis capacity that is the ratio between the clearing zone diameter of hydrolysis 

surrounding the colonies and colony zone diameter. 

2.3. Gamma radiation-induced mutation of Trichoderma 

The washed spore suspension of the best enzyme-producing isolate was irradiated using a 

gamma cobalt60 source in Gammacell 220 irradiator (MDS Nordion, Ottawa, Canada), located 

at the Radiation Application Research School, Nuclear Science and Technology Research 

Institute (NSTRI) of the Atomic Energy Organization, Tehran, Iran in July 2019. The average 

dose rate was 4.5 kGy per hour, as determined with a Fricke dosimeter. The applied dose levels 

were 0, 100, 250, 500, 750, and 1000 Gy (in triplicate).  The selected colonies from an optimum 

dose of gamma irradiation [4] were used for qualitative screening of xylanase-producer mutant 

isolates similar to the method described above was performed.   

2.4. Quantitative screening of Trichoderma mutant isolates 

The best mutant isolates of Trichoderma were cultured in Trichoderma fermentation medium 

(TFM) which contained Trichoderma complete medium (TCM) supplemented with 0.5% w/v 

wheat bran powder as a substrate at pH 5.3. Growth conditions were carried out according to 

method of Askari and other[4]. Estimating extracellular protein and enzyme activity were 

assayed in TFM after centrifugation at 4500 ×g for seven min at 4°C. 

2.5. Assay of extracellular protein production and enzyme activity 

The extracellular protein content in the TFM supernatants was estimated in different mutant 

isolates of Trichoderma by the Bradford dye-binding method [9]. Exo-glucanase, endo-

glucanase and β-glucosidase, total cellulase (Filter paperase or FPase), and xylanase activity 

were determined by measuring the amount of glucose or xylose released from substrates by the 

dinitrosalicylic acid (DNS) method with glucose or xylose as the standard [4]. 

2.6. Electrophoresis and molecular size determination of proteins 

Protein samples (~ 200 µg) were precipitated from TFM supernatants with two volumes of 

cold acetone and kept at–20°C overnight. The molecular weight (kDa) of the proteins was 

determined by sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) based 

on Laemmli method [4,10].  

2.7. Genotypic identification of best Trichoderma isolates and their mutant 

The total genomic DNA extraction and polymerase chain reaction (PCR) amplification for 

identification of Trichoderma isolates using the DNA barcoding method (ITS-rDNA region 
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and TEF1-α gene) were done according to the protocol previously described by Askari and 

other [4].  

2.8. Statistical analysis 

All experiments had three independent replications for each species. Differences in the 

mycelium growth rate, size of conidia for each Trichoderma isolate in PDA media, 

extracellular protein production and qualitative, and quantitative xylanase activities were 

analyzed using a completely randomized design and results were submitted to analysis of 

variance (ANOVA) with means compared by the Duncan test and HSD Tuky test (p<0.05), 

using the SPSS (ver. 16) statistical software. 

3.RESULTS AND DISCUSSION  

The purified wheat bran contains high amounts of xylan [11], which is typically present in 

higher concentrations on the outer surface of cellulose fibers but is also diffused into the 

interfibrillar space through fiber pores [12], and act as a physical barrier that limits the 

accessibility of the cellulase enzymes to the cellulose [13]. Thus, the initial screening of the 

Trichoderma wild-type strains was done first based on the  

high xylanase enzyme activity, because the xylan forms a sheath on each cellulose microfibril 

and it might be affected the depolymerization of cellulose by cellulases within the fiber. 

3.1. Qualitative screening of the best xylanase-producer strain  

Figure 1 shows the qualitative evaluation of xylanase enzyme production in our 24 different 

isolates of Trichoderma by the plate screening method.  

 

Fig 1. Qualitative evaluation of different Trichoderma isolates for their xylanase activity 

using the plate screening methods. 

All the results of hydrolysis capacity in different isolates had a statistically significant 

difference (p<0.05). The highest hydrolysis capacity was observed in the T7 isolate, which 
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was selected for gamma radiation-induced mutation. 

3.2. Gamma radiation-induced mutation 

According to the qualitative screening results,  the isolate code of T7 was selected and was 

exposed to different doses of gamma radiation (0-1000 Gy). With an increased radiation dose, 

the fungal viability significantly decreased and the results are shown in Figure 2. 

 

 

 

 

 

 

 

 

 

Fig 2. Effect of gamma radiation doses of Gammacell 220 irradiator (a) on the viable count 

of Trichoderma sp. T7 (b). 

High doses of gamma radiation cause more DNA damage and then lead to fungal death. Fungal 

viability was used to estimate the gamma radiation D10 value. D10 value of gamma radiation 

represented the dose of gamma radiation that reduced the fungal viability of one log cycle or 

90%. According to the previous study, gamma rays are inclined to create multiple mutations in 

one gene at a dose higher than the D10 value [14]. The dose of 250 Gy was designated as an 

optimum dose of gamma irradiation-induced mutation that resulted in approximately 90-99 % 

(or 1-2 log cycle) reduction of spore sprouting on the PDA medium [4]. 

3.3.  Screening of the best xylanase-cellulase producing mutant isolates 

3.3.1. Qualitative screening of mutant isolates 

Of the 118 mutant isolates (M1-M118) obtained from optimum dose of gamma radiation (250 

Gy), 17 mutant isolates were selected based on the ratio between the hydrolysis capacity of the 

mutant isolate (HCM) and the hydrolysis capacity of the wild-type strain (HCW) of more than 

1.25 (Table 1).  

Table 1. Maximum hydrolytic capacity (HC) value of Trichoderma mutant isolates on plate 

screening media. 

Strains HC Ratio HCMutant/HCWild type 

(a) (b) 
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Wild-type 3.34 h ± 0.02 1.00 l ± 0.00 

M 10 4.37 e ± 0.00 1.31gh ± 0.01 

M 11 4.24 f ± 0.00 1.27 i ± 0.01 

M 17 4.88 bc ± 0.05 1.46 c ± 0.02 

M 44 4.79 cd ± 0.03 1.44 d ± 0.02 

M49 4.46 e ± 0.01 1.34 f ± 0.01 

M 51 4.45 e ± 0.00 1.33 fg ± 0.01 

M 56 5.25 a ± 0.04 1.57 a ± 0.02 

M 62 4.85 c ± 0.00 1.45 cd ± 0.01 

M 69 3.60 g ± 0.02 1.08 k ± 0.00 

M 72 4.37 e ± 0.05 1.31gh ± 0.01 

M 73 4.42 e ± 0.02 1.32 f-h ± 0.00 

M 76 4.12 f ± 0.01 1.23 j ± 0.01 

M 79 4.70 d ± 0.01 1.41 e ± 0.01 

M 80 4.35 e ± 0.01 1.30 h ± 0.01 

M 82 4.45 e ± 0.02 1.33 fg ± 0.01 

M 86 4.16 f ± 0.03 1.25 j ± 0.02 

M 87 2.86 i ± 0.01 0.86 m ± 0.01 

M 89 4.91 bc ± 0.04 1.47 c ± 0.02 

M 114 5.00 b ±0.05 1.50 b ± 0.02 
* Different letters in each column indicate a statistically significant difference between different isolates. 

Also, M17 and M79 isolates were selected as mutants with hydrolysis capacity similar to the 

wild-type strain (control) and weaker than the control, respectively. Table 1 displays the results 

of comparing the mean hydrolysis capacity of mutant isolates (19 mutants) with the wild-type 

strain. All results had a statistically significant difference at the level p<0.05. The highest 

hydrolysis capacity in qualitative screening tests was observed in mutant isolates of M56, 

M114, M89, M17, M62, and M44, respectively. These results suggested that xylanases or 

cellulase enzymes affecting the structure of arabinoxylan may be secreted into the culture 

medium by the mutant isolates. Therefore, xylanase and cellulase enzyme activity measured in 

the supernatant of TFM can show a better comparison of the ability of mutant isolates to 

hydrolyze wheat bran. 

3.4. Quantitative screening of mutant isolates 

The results of extracellular protein concentration and enzyme activity are shown in Table 2. 

All mutant isolates had significant differences (p<0.05). The changes in extracellular protein 

concentration varied from 56.97 to 185 µg/mL. The most extracellular protein concentration 

was observed in the TFM supernatant of M82 and other mutant isolates showed lower 

concentrations than this isolate. The highest xylanase activity was observed in the M82 mutant 

isolate (5.61 ± 0.48 U/mL), which was approximately 3.3 times higher than the wild-type, and 
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other mutant strains.  

Table 2. Extracellular protein concentration (µg/ml) and enzyme activity (U/ml) of different 

mutant isolates of Trichoderma in the supernatant of the TFM containing wheat bran as a 

substrate. 

Strains 
Protein 

(µg/ml) 

Enzyme activity (U/ml) 

Xylanase 
Exo-

glucanase 

Endo-

glucanase 

β-

glucosidase 

Total 

cellulase 

W. T.* 87.89 ± 3.77 d-

f 
1.70 ± 0.06 ij 

1.04 ± 0.01b-

d 
0.79 ± 0.04 b-d 0.45 ± 0.00 l 

2.24 ± 0.40 b-

d 

M 10 78.95 ± 6.65 gh 2.00 ± 0.04 hi 
0.82 ± 0.02 

de 
0.60 ± 0.08 gh 3.00 ± 0.60 e 

1.98 ± 0.36 c-

e 

M 11 
116.84 ± 6.64 

b 
5.18 ± 0.14 b 

0.82 ± 0.05 
de 

0.79 ± 0.11 b-d 
1.89 ± 0.22 

gh 

1.97 ± 0.05 c-

e 

M 17 56.97 ± 1.94 j 1.63 ± 0.16 j 
0.73 ± 0.07 

de 
0.68 ± 0.00 d-g 

1.59 ± 0.15 
hi 

1.60 ± 0.05 d-

g 

M 44 
81.58 ± 0.00 f-

h 
3.04 ± 0.06 ef 1.27 ± 0.06 b 0.66 ± 0.02 e-h 

2.25 ± 0.18 
fg 

2.69 ± 0.05 b 

M49 
115.00 ± 0.71 

b 
2.60 ± 0.17 g 

1.17 ± 0.70 
bc 

0.83 ± 0.01 bc 
0.78 ± 0.03 

kl 
2.70 ± 0.18 b 

M 51 
93.42 ± 4.77 c-

e 
2.06 ± 0.25 h 

0.89 ± 0.05 c-

e 
0.72 ± 0.08 c-f 

2.07 ± 0.15 
fg 

1.84 ± 0.03 c-

f 

M 56 
93.16 ± 4.71 c-

e 
3.87 ± 0.43 d 

0.75 ± 0.05 
de 

0.73 ± 0.05 c-e 2.44 ± 0.01 f 
1.92 ± 0.00 c-

f 

M 62 84.21 ± 0.53 fg 4.63 ± 0.24 c 
0.69 ± 0.09 c-

e 
0.49 ± 0.04 i 6.04 ± 0.59 a 1.29 ± 0.17 fg 

M 69 
88.16 ± 1.32 d-

f 
5.21 ± 0.51 b 

0.80 ± 0.02 
de 

0.87 ± 0.07 b 3.21 ± 0.05 e 
2.13 ± 0.75 b-

e 

M 72 
93.29 ± 7.49 c-

e 
2.94 ± 0.23 e-g 

0.90 ± 0.08 
de 

0.56 ± 0.01 hi 4.88 ± 0.32 c 
1.53 ± 0.04 e-

g 

M 73 94.47 ± 9.38 cd 1.72 ± 0.05 ij 
0.74 ± 0.01 

de 
0.61 ± 0.00 f-h 5.42 ± 0.13 b 

1.96 ± 0.04 c-

e 

M 76 75.13 ± 7.05 h 2.70 ± 0.18 fg 
0.81 ± 0.01 

de 
0.66 ± 0.05 e-h 1.37 ± 0.05 ij 

1.65 ± 0.19 d-

g 

M 79 86.45 ± 9.70 ef 2.87 ± 0.31 fg 
0.75 ± 0.07 

de 
0.73 ± 0.12 c-e 4.89 ± 0.31 c 

1.52 ± 0.19 e-

g 

M 80 78.95 ± 3.33 gh 2.23 ± 0.07 h 
0.75 ± 0.03 

de 
0.60 ± 0.04 gh 

1.85 ± 0.07 
gh 

1.92 ± 0.06 c-

f 

M 82 
185.00 ± 0.26 

a 
5.61 ± 0.48 a 1.81 ± 0.12 a 1.17 ± 0.10 a 3.28 ± 0.19 e 4.68 ± 1.12 a 

M 86 
87.89 ± 9.20 d-

f 2.68 ± 0.14 g 0.63 ± 0.02 e 0.57 ± 0.02 g-i 4.28 ± 0.44 d 
1.63 ± 0.08 d-

g 

M 87 97.89 ± 1.41 c 3.24 ± 0.41 e 1.22 ± 0.11 b 0.80 ± 0.05 bc 
0.95 ± 0.06 

jk 

2.33 ± 0.12 
bc 

M 89 67.11 ± 6.13 i 3.70 ± 0.05 d 
0.74 ± 0.01 

de 
0.60 ± 0.06 gh 

1.06 ± 0.08 
jk 

1.11 ± 0.07 g 

M 114 
81.58 ± 1.41 f-

h 
4.78 ± 0.49 c 

0.81 ± 0.10 
de 

0.73 ± 0.09 c-e 
0.81 ± 0.08 

kl 

1.59 ± 0.26 d-

g 
* Wild type 
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** Different letters in each column indicate a statistically significant difference between different mutant isolates. 

Also, the results of cellulase activity are shown as international units (U), in which one unit of 

cellulase (Exo-, endo-glucanase, β-glucosidase, and total cellulase) activity is definite as the 

amount of enzyme required to liberate 1 μmol of glucose per hour. The highest exo-glucanase 

activity (U/mL) was observed in mutant isolates of M82, and M44, respectively. These results 

showed that these mutant isolates, probably have a high ability to decompose crystalline 

regions of lignocellulosic materials. Exo-glucanase activity in the mutant isolate of M82 was 

approximately 1.78 times higher than the wild-type strain. Exo-glucanases or 

cellobiohydrolase (I and II) cleave the accessible reducing and non-reducing wheat bran 

cellulose chain ends to liberate cellobiose and some glucose molecules [15].  Also, the highest 

endo-glucanase (EG) activity was observed in mutant isolates of M82, and M69, respectively. 

EG can randomly hydrolyze internal glycosidic bonds in cellulosic cell walls of wheat bran, 

especially in the amorphous regions of the cellulose chain. EG activity in the mutant isolate of 

M82 was approximately 1.48 times higher than the wild-type strain. Also, the mutant isolates 

of M62, M73, M72, M86, and M82 showed high β-glucosidase activity in comparison to other 

isolates, respectively. Overall, the total cellulase system contains exo-glucanases, endo-

glucanases, and β-D- 

glucosidases, all of which hydrolyze the crystalline cellulosic cell wall of wheat bran 

synergistically. Synergism between EGs and exo-glucanases is the foremost broadly examined 

sort of synergy and is among the foremost quantitatively imperative for the hydrolysis of 

crystalline cellulose. The highest FPase or total cellulase activity (U/ mL) was illustrated in 

mutant isolates of M82, M49, and M44, respectively. However, the mutant isolate of M44 

could be the best superior mutant of cellulase producer due to that can produce a cellulase 

enzyme with higher activity in lower extracellular protein amounts, and a high level of total 

cellulase activity in this mutant isolate could be due to higher exo-glucanase activity and EG 

activity compared to other mutant isolates and the synergistic action of these enzymes on the 

cellulose chain. 

3.5.The electrophoretic pattern of proteins 

The variation and molecular weight distribution of enzyme-rich proteins in different superior 

mutants are shown in Figure 4 (a, b). The presence of diverse protein groups within the Mw 

extend of 11 to 135 kilodaltons (kDa), indicates the diversity of enzymes with various Mw, 

which can hydrolyze wheat bran cell wall compounds with different mechanisms. The proteins 
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that weigh 17, 21, 32, and 43 kDa belong to a group of enzymes called xylanase (Xyl I, II, III, 

and IV, respectively) [16–20].  

According to the densitometry results, the most Xyl I concentration (18 kDa) was secreted in 

the TFM supernatant of M76, and M11 mutant isolates, respectively. 

 

  

  

 

 

 

 

 

 

Fig 3. Protein profile analysis of extracellular protein secreted in the supernatant of the TFM: 

(a:1 & b: 12) wild-type strain T7, (a: 2-11 and b: 13-20) mutant isolates M10, M11, M17, 

M44, M49, M51, M56, M62, M72, M73, M76, M79, M80, M82, M86, M87, M89 and M114, 

respectively during fermentation time 72 h and pH of fermentation medium 5.5. (M) Protein 

molecular weight marker in the range of KDa 11-245. 

However, the higher xylanase activity in M82 (Table 2) may be due to the presence of the 

Cel12A enzyme, which, besides acting in the cellulose chain, has acted against beta-1,3-glucan 

and beta-1,4-xylan hydrocolloids [21]. The results showed that the Cel12A protein band with 

a weight of 26 kDa was highest in the M82 lane when looking at the optical density analysis, 

and this was confirmed by testing the xylanase enzyme activity. Also, the highest concentration 

of xylanase IV (43 kDa) was observed in M17, M73, M44, M11, M49, M51, M89, M51, M82, 

M69, and M86 mutant isolates, respectively. Trichoderma species can be produced at least two 

cellobiohydrolases, Cel6A (CBH II, Mw 56-62 kDa), and Cel7A (CBH I, Mw 66 kDa; EC 

3.2.1.91), and five endo-glucanases, Cel5A (EG II, Mw 48 kDa), Cel7B (EG I, Mw 50-55 

kDa), Cel12A (EG III, Mw 25 kDa), Cel45A (EG V, Mw 23 kDa), and Cel61A (EG IV, Mw 

34 kDa; EC 3.2.1.4)[4]. Trichoderma mutant isolate of M82 (lane 16), M76 (lane 13), M49 

(lane 6), M44 (lane 5), and M17 (lane 3) had two enzyme bands called CBH I and CBH II. The 

highest optical density of CBH protein bands (CBH I and II) was observed in mutant isolates 

(a) (b) 
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M82. Also, the highest secreted proteins of CBH II (62 kDa) and Cel5A (EG II, 48 kDa) were 

observed in the mutant isolate M82, as confirmed by the results obtained from exo-glucanase 

and endo-glucanase enzyme activity, respectively. The Cel 3A protein band (which weighs 73 

kilodaltons and is also called BGL I) was present in the profiles of M82 mutant isolate of 

Trichoderma. But Cel 1A (BGL II) weighed 110 kDa and was observed in the protein profile 

of M11, M49, M51, M14, M79, M80, M82, M86, and M87 mutant isolates. 

3.6. Identification of the best Trichoderma strain and its mutant isolates 

DNA extraction was performed from wild-type strain T7 and its superior mutants of M82 and 

M44. The quantity and quality of extracted DNA were examined by spectrophotometry and 

agarose gel electrophoresis (Figure 5-a).  

 

 

 

 

 

 

 

 

 

 

Fig 4. Agarose gel electrophoresis of DNA extraction (a), PCR products amplification of the 

fungal isolates: The internal transcribed spacer (ITS) regions of the ribosomal DNA (b), and 

the translation elongation factor 1-α encoding gene (TEF1-α) (c); L: Molecular weight marker 

(100 bp-10 kb); (1, and 2): DNA or PCR product of the Trichoderma sp. T7 and its mutant 

isolate NAS107-M82, respectively. Phylogenetic relationship of Trichoderma afroharzianum 

NAS107 and its mutant of T. afroharzianum NAS107-M82 using ITS-rDNA regions and 

TEF1-α regions gene nucleotide sequence (d). 

After the extraction operation, PCR amplification was performed for the amplification of the 

internal transcribed spacer (ITS) and the translation elongation factor 1-α encoding gene 

(TEF1-α) regions gene, which was successfully amplified in two isolates and sequenced 

for Trichoderma identification with approximately 650 and 350 bp, respectively (Figure 5-b, 

5-c). Sequence analysis of the ITS-rDNA region and TEF-1α is widely used for the precise 

(c) (a) (b) 

(d) 
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reorganization of Trichoderma species [22]. The forward and reverse sequences of PCR 

products (ITS-rDNA and TEF-1α) were registered in the GenBank database at the National 

Center for Biotechnology Information (NCBI) and the accession numbers are presented in their 

phylogenetic tree. The superior isolate of Trichoderma T7 isolate and its mutant isolate of M82 

were registered in the microbial collection of Iran Biological Resources Center (IBRC) with 

accession numbers IBRC-M 30594 (T. afroharzianum NAS107), and IBRC-M 30594 (T. 

afroharzianum NAS107-M82), respectively. 

4.CONCLUSIONS 

A complex of extracellular enzymes is present in Trichoderma, which is one of the most well-

known cellular filamentous fungi for the degradation of wheat bran waste and other 

hemicellulose materials. Various organisms with different characteristics produce xylanase-

cellulase complexes that are utilized in industrial  

applications, such as in the food and baking industry. We evaluated different isolates of 

Trichoderma for their hydrolysis potential of arabinoxylan compounds and wheat bran through 

quantitative and qualitative screening and among them, Trichoderma isolate of T7 was selected 

as the best wild-type strain and was identified using ITS-rDNA and TEF1-α regions gene 

nucleotide sequence and its sequencing results were submitted in the GenBank database at the 

NCBI. Using genotypic identification, the T7 wild-type strain and its mutant isolates were 

identified as T. afroharzianum NAS107. Our results showed that, statistically significant 

changes in xylanase-cellulase production of T. afroharzianum NAS107 (or T7 isolate) after 

irradiated treatment were influenced by doses of the ray.  

The highest extracellular enzyme activity was observed in mutant isolates of T. afroharzianum 

NAS107-M82, in which their xylanase and cellulase activities were approximately 3.3 times 

higher than wild-type strain. In this mutant isolate, exo-glucanase (CBH I, cell 7A), endo-

glucanase (EG III, Cel 12A), and xylanase (Xyl I) hydrolyzed the wheat bran, synergistically.  

According to our study, mutant isolate of T. afroharzianum NAS 107-M82 can be a successful 

extracellular enzyme producer candidate for the bioconversion of wheat bran wastes into 

xylanase-cellulase enzymes. Therefore, there could be improved strains by gamma radiation-

induced mutation as a biological agent for xylanase-cellulase enzyme production. In other 

fungi, this technique can be utilized to create new mutants with various uses. 
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Abstract 

  In this study, we will perform the synthesis of a fluoro pivalic acid compound for PET imaging 

of brain glioma tumors using the fatty acid metabolic pathway and radiolabeling with an 18F 

radioisotope. Gliomas are the most common primary brain malice and are a miscellaneous 

group of central nervous system (CNS) tumors that can arise from normal glial cells, 

particularly astrocytes, oligodendrocytes, and ependymal cells.  Gliomas are broadly divided 

into four categories based on their histological characteristics. (Class I-IV). Glioma cells 

mainly use fatty acid metabolism for energy production and reproduction. 

Radiopharmaceuticals such as 11C-acetate, 18F-FAC (2-18F-fluoroacetate), [11C] choline 

([11C]Cho) or [18F] fluoroethyl-choline ([18F]FCho) and [18F]FDG have been used previously 

to study short-chain fatty acid (SCFA) metabolism.  

Methyl 2, 2- dimethyl-3-hydroxypropionate, DMAP and tosyl chloride in pyridine were 

employed for synthesis as a precursor. Under nitrogen atmosphere reaction is carried out and 

the hydroxyl group is converted to a tosylate as the leaving group the final product is used for 

labeling with 18F. The 18F isotope,  most commonly used in positron emission tomography 

(PET), is obtained by bombarding enriched water (H2
18O) with hydrogen ions in a cyclotron 

accelerator, and fluorine-18 is extracted as an 18F anion for labeling pivalic acid. After the 

synthesis of [18F] FPIA, quality control tests are performed, chemical products are 

characterized using Fourier Transform Infrared Spectroscopy (FTIR) and Nuclear Magnetic 

Resonance (NMR), and the radiochemical purity is evaluated by RTLC techniques. 

Subsequently, in vitro studies to assess the stability of the final product (at room temperature 

and in the presence of human serum at 37 degrees) will be performed. 

Keywords: [18F] flouro pivalic acid, Glioma, Fatty acid metabolism, 18F, PET. 
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Introduction 

   Glioma is the most common primary malignant brain tumor in adults and is known as grade IV 

astrocytoma, glioblastoma multiforme or glioblastoma [1-3]. Unfortunately, the prognosis and 

quality of life of  these patients is dismal, with median survival of about a year, despite 

treatment, which may include surgical resection, radiotherapy, and chemotherapy or 

acombination of these [2,1]. Positron emission tomography (PET) is used for diagnose cancers  

such as glioma, where small amount of radioactive drugs or radiotracers are used to show 

differentiation between tumor and normal tissue. Several studies have shown that fatty acid 

oxidation is highly active in number of cancers, including glioma And therefore, similar to 

glucose metabolism, which was previously mentioned for the radiopharmaceutical [18F]FDG, 

imaging of fatty acid metabolism may be possible to detect cancer cells. Since glioma cells 

primarily use fatty acid metabolism for energy production and proliferation [4-6]. In this study, 

we intend to synthesize a fatty acid-based radiopharmaceutical called [18F] fluoropivalic acid to 

image the metabolic pathway of fatty acids and then by labeling with fluorine-18 obtained from 

the cyclotron accelerator, the radiochemical purity of the compound [18F] FPIA will include 

RTLC and HPLC tests and biodistribution studies.  

Results and Discussion 

Ι. Synthesis protocol 

   In the first step and to start the synthesis, a suitable precursor called methyl 2,2-dimethyl-3-

hydroxypropionate will be used. The precursor in pyridine will be dissolved in DMAP in 

pyiridine. Under nitrogen atmosphere reaction mixture will be stirred then Tosyl chloride in 

pyridine added to the reaction  vessel. We will dilute reaction with dichloromethane and water. 

  Phases will be separated and aqueous layer will be extracted with dichloromethane. Combined 

organic layers will be washed with HCl and brine and dried over Na2SO4. The salt will be then 

filtered off, the reaction mixture concentrated in vacuo and the residue purified by 

chromatography (15% EtOAc/PE). The compound will be isolated as a white solid and taken 

forward for radiochemistry (Fig.1). 



 

 102 

 

Figure 1  

   ΙΙ. Labaling protocol 

[18F] fluoride will be carried out using with K2CO3 and kryptofix .The fluoride will be dried 

with MeCN at 120 °C. Compound in DMF will be added and reaction mixture will be heated 

for 10 min and cooled down. The reaction mixture will be quenched with water. The material 

[18F] will isolate by HPLC column, NaOH will be added and the mixture heated for 5min, 

cooled down to room temperature and neutralized with HCl .  

Ethanol will be removed under vacuum and PBS will be added, and the desired final [18F] FPIA 

product will be ready for injection (Fig.2). 

 

Figure 2 

Conclusions 

  This method allows efficient, reliable production of [18F] Fluoro-2,2-Dimethylpropionic Acid. 

In conclusion, the improved preparation of the precursor has a group of tosylate in combination 

with the labeling procedure provide the tools necessary for the investigation of the efficacy of 

[18F]FPIA for tumor detection using the fatty acid metabolic pathway by PET imaging in large 

numbers of patients  have brain glioma tumors . 
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Abstract 

Food preservation is a critical aspect of ensuring food safety and security, particularly in the 

context of increasing global food demand and the need to minimize food waste. One of the 

methods that has been explored for improving the bacteriological quality of food preservation 

is irradiation. This paper provides an overview of the current understanding of the impact of 

irradiation on improving the bacteriological quality of food preservation, exploring its potential 

benefits, challenges, and future directions. Key topics addressed include the mechanisms of 

action of irradiation on microorganisms, the impact of irradiation on the nutritional and sensory 

properties of food, the regulatory framework governing the use of irradiation in food 

preservation, and the potential role of irradiation in addressing food safety and security 

challenges.  

Keywords: Ionizing radiation, Bacteriological Quality of food, Gamma ray, X-ray, Electron 

Beam 

INTRODUCTION 

Food preservation is a critical aspect of ensuring food safety and security, particularly in the 

context of increasing global food demand and the need to minimize food waste. One of the 

methods that has been explored for improving the bacteriological quality of food preservation 

is irradiation. Irradiation involves the use of ionizing radiation to eliminate harmful 

microorganisms in food, thereby extending its shelf life and reducing the risk of foodborne 

illnesses. 

The impact of irradiation on food preservation has been a subject of extensive research and 

debate, with studies focusing on its effectiveness in reducing bacterial contamination, 

maintaining food quality, and addressing consumer perceptions and regulatory considerations. 

This paper aims to provide an overview of the current understanding of the impact of irradiation 
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on improving the bacteriological quality of food preservation, exploring its potential benefits, 

challenges, and future directions. 

Key topics to be addressed include the mechanisms of irradiation on microorganisms, the 

impacts of irradiation on the nutritional and sensory properties of food, the regulatory 

framework governing the use of irradiation in food preservation, and the potential role of 

irradiation in addressing food safety and security challenges. This paper seeks to contribute to 

a comprehensive understanding of the role of irradiation in enhancing the bacteriological 

quality of preserved foods. 

Current methods for food preservation and their limitations 

There are several methods for food preservation, each with their own advantages and 

limitations. Some  of the most common methods consist of; 1. Refrigeration and freezing: This 

method involves storing food at low temperatures to slow down the growth of bacteria and 

other microorganisms. However, this method is limited by the shelf life of the food, as well as 

the need for constant temperature control. 2. Canning: Canning involves heating food to high 

temperatures to kill bacteria and other microorganisms, and then sealing it in airtight 

containers. However, this method can alter the taste and texture of the food, and is not suitable 

for all types of food. 3. Drying: Drying involves removing the moisture from food, which 

inhibits the growth of bacteria and other microorganisms. However, this method can also alter 

the taste and texture of the food, and is not suitable for all types of food. 4. Chemical 

preservation: Chemical preservatives, such as salt, vinegar, and citric acid, can be added to 

food to inhibit the growth of bacteria and other microorganisms. However, some people are 

sensitive to these preservatives, and it may not be suitable for all types of food. 5. Irradiation: 

Irradiation involves exposing food to ionizing radiation to kill bacteria and other 

microorganisms. This method does not alter the taste or texture of the food, and is suitable for 

a wide range of food products in proper irradiation dose. 6. Packaging.  

⎯ Irradiation benefits 

Irradiation is a method of food preservation that involves exposing food to ionizing radiation, 

such as gamma rays, X-rays, or electron beams. This radiation penetrates the food and kills 

bacteria and other microorganisms that can cause spoilage and foodborne illness. Irradiation 
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has been shown to be effective in reducing bacterial contamination in a wide range of food 

products, including meat, poultry, seafood, fruits, and vegetables [1]. 

Irradiation has several advantages over other methods of food preservation. It does not alter 

the taste or texture of the food for proper dose, and it can be used to extend the shelf life of 

food without the need for refrigeration or chemical preservatives. Irradiation can also be used 

to control insect infestations in stored grains and other food products [2]. 

Despite its benefits, irradiation is not widely used in the food industry. Some consumers are 

concerned about the safety of irradiated food, and there are regulatory hurdles to overcome, 

and regulations in place to ensure that the process is carried out safely. However, the use of 

irradiation for food preservation is gaining acceptance, and it has been approved for use in 

many countries around the world [3]. As research continues to demonstrate the safety and 

effectiveness of irradiation, it is likely that more food products will be treated with this method 

in the future. 

The use of gamma ray irradiation to increase the shelf life of sodium-reduced hot dog wieners, 

has discussed in [4]. Some studies evaluated the effects of different doses of irradiation on the 

microbiological safety and quality parameters of the wieners. The results showed that 

irradiation effectively reduced microbial load without compromising the product's quality (7-

9 kGy). Higher doses of irradiation led to increased lipid oxidation but did not impair sensory 

acceptance. [4-6]. 

An overview of effects of gamma radiation on the biological, physicochemical and nutritional 

parameters of oilseeds and oils has considered in [7]. The purpose of this study was to explore 

the potential use of gamma irradiation as a method for prolonging the shelf-life of oilseeds and 

oils by inhibiting pests and microorganisms, as well as the reactions caused by enzymes. They 

found that while gamma radiation can improve the quality, stability, and safety characteristics 

of oilseeds and oils, it can also change their physicochemical and nutritive characteristics. The 

authors suggest that further research into other radiation techniques, such as x-rays and electron 

beams, may also have potential for use in this area [7-8]. 

The application of high energy electromagnetic radiations (HEERs) in reducing anti-nutritional 

factors (ANFs) from oilseeds discussed in [9]. They outline the major ANFs present in oilseeds 
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and highlights the use of HEERs such as gamma, ultraviolet, microwave, and infrared radiation 

to minimize these ANFs. The review also discusses the effects of HEERs on sensory and 

physiochemical attributes, as well as the functional properties of protein extracted from 

oilseeds. The article compares HEERs with other emerging technologies and addresses 

regulatory and safety issues related to food irradiation. Overall, the review emphasizes the 

potential of HEERs in improving the nutritional and economic value of oilseeds [9]. 

The effectiveness of gamma irradiation on fish quality and its impact on food-borne pathogens 

evaluated in [10]. The study aimed to address the health threats associated with fish 

consumption by assessing gamma radiation as a fish preservation method. The researchers 

found that gamma irradiation reduced aerobic plate count and pathogenic bacterial counts in a 

dose-dependent manner, with a complete eradication of aerobic plate count at a dose of 5 KGy. 

The study also showed that gamma irradiation had no significant effect on the proximate 

composition of fish, making it an effective and safe method for reducing microbial 

contamination of fish [10-11]. 

The process of food irradiation, its effectiveness in killing harmful bacteria and 

microorganisms, and its approval by food control authorities discussed in [12]. The study 

explores the principles of food irradiation, the sources and dosage of irradiation, and its effects 

on food-borne microbial pathogens. It also highlights the mechanisms of irradiation, its 

advantages over traditional preservation methods, and the limitations of its use in Nigeria. The 

study emphasizes the need for more irradiation facilities, cost considerations, and the 

importance of sensitization and training for farmers [12-13]. 

MATERIALS AND METHODS 

The experimental design for studying the impact of irradiation on the bacteriological quality of 

food preservation involves several key components such as; 1. Types of food products used 2. 

Irradiation parameters (Fig. 1) [14-15]. 3. Bacterial contamination. In addition to these 

components, the experimental design also involve a control group of non-irradiated food 

samples to provide a baseline for comparison [16].  
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Fig. 1. The food system under irradiation technology [14] 

Also factors such as sample size, replication, and statistical analysis to ensure the reliability 

and validity of the results, should be considered. The bacteriological analysis methods used to 

assess the impact of irradiation on food samples typically involve a series of microbiological 

and biochemical assays to evaluate the presence and viability of bacteria before and after 

irradiation [16-18].  Some of the common bacteriological analysis methods consist of: 

1. Total Bacterial Count  2. Specific Pathogen Detection, 3. Microbiological Assays  4. 

Biochemical Analysis 5. Molecular Techniques. 

 

Fig. 2. The effect of gamma irradiation on minced meat on total fungal counts of minced beef meat 

stored at 4-5oC [19] 
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These bacteriological analysis methods are crucial for evaluating the effectiveness of 

irradiation in reducing bacterial contamination in food samples and for assessing the overall 

bacteriological quality of irradiated food products (Fig. 2). 

DISCUSSION 

The presentation of data obtained from the bacteriological analysis of irradiated and non-

irradiated food samples involves the organization and visualization of the results (Fig. 3) . 

 

Fig. 3. The process of food decontamination through Irradiation [42]. 

Statistical analysis 

Statistical analysis plays a crucial role in determining the significance of the impact of 

irradiation on the bacteriological quality of food samples. When conducting statistical analysis, 

several approaches can be used to assess the significance of the differences observed between 

irradiated and non-irradiated samples. Some common statistical methods can be used are [20]; 

1. T-tests [21-22] 2. Analysis of Variance (ANOVA) [23-24] 3. Non-parametric Tests 4. Chi-

Square [25] Test 5. Regression Analysis. 

Interpreting the results of bacteriological analysis is crucial for understanding the implications 

of using irradiation in food preservation. Some key points to consider include: 1. Reduction in 

Bacterial Contamination: Significant reduction in bacterial counts or specific pathogens in 

irradiated food samples indicates the effectiveness of irradiation in reducing contamination 

[26-27]. 2. Preservation of Microbiological Quality: Assessing how irradiation preserves 
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microbiological quality by inhibiting bacterial growth supports its use as a preservation 

technique [28]. 3. Safety and Shelf-Life Extension: Reduction in foodborne pathogens and 

extension of shelf life due to irradiation enhance food safety and preservation [29-30]. 4. 

Regulatory Compliance: Meeting regulatory safety requirements with irradiated food supports 

its compliance as a preservation method [31]. 5. Consumer Acceptance: Effective reduction in 

contamination without compromising sensory or nutritional quality can boost consumer 

confidence in irradiated foods [32]. 6. Consideration of Other Factors: Understanding 

limitations like changes in food composition or the development of resistant bacteria is 

essential when evaluating the use of irradiation [33] (Table 1). 

Table 1.  Radiation resistance of selected micro-organisms.[33]  

Organism 

D10 

value 

(kGy) 

Substrate Irradiation conditions 

Campylobacter                

jejuni 

0.13-

0.19 
Raw chicken 3-4°C; air 

Clostridium     

botulinum 

(spores) 

3.45-

3.60 
Cooked beef 25°C; Type A spores 

Escherichia coli          

O157:H7 
0.28 Beef 5°C; vacuum packed 

Escherichia coli 

O157:H7 
0.44 Beef -5°C; vacuum packed 

Listeria 

monocytogenes 
0.49 Chicken 12°C; Packaged in air 

Salmonella 

Enteritidis 
0.70 

Low (3.3-

5.6%) 

fat beef 

Packaged in air 

Vibrio 

parahaemolyticu

s 

0.04-

0.06 

Shrimp 

homogenate 
Frozen 

Candida 

zeylanoides 
0.68 Chicken skin 10°C; in air; D10 value 

Penicillum 

expansum 
0.32 grain 10°C; in air;D10 value 

Fusarium 

culmorum 
8 grain 

10°C; calculated as dose required to reduce count from log 

5.5 to < than log  

1/ g. 

Coxsackie virus 6.8 Cooked beef -30 

Rotavirus 2.4 
Clams and 

oysters 
Not given 

By carefully interpreting the results and considering their broader implications, researchers and 

food industry professionals can make informed decisions regarding the use of irradiation in 

food preservation.  
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With comparing the findings of studies on the impact of irradiation on bacteriological quality 

and considering potential reasons for any discrepancies, it is crucial to focus on the following 

items; 1. Experimental Design [34], 2. Methodological Variations [35-36], 3. Sample Size and 

Statistical Power, 4. Heterogeneity of Food Products [37], 5. Microbial Strain Variability [38], 

6. Environmental Factors [37-39], 7. Evolution of Technology and Practices [40-42]. 

Table 2.  Applications of food irradiation [43-51]  

 Application 
Dose 

(kGy) 

Low dose (up 

to 1 kGy) 

Inhibit sprouting (potatoes, onions, yams, garlic) 0.06 – 0.2 

Delay in ripening (strawberries, potatoes) 0.5 – 1.0 

Prevent insect infestation (grains, cereals, coffee beans, spices, dried 

nuts, dried fruits, dried fish, mangoes, papayas) 
0.15 – 1.0 

Parasite control and inactivation (tape worm, trichina) 0.3 – 1.0 

Medium dose 

(1 kGy to 10 

kGy) 

Extend shelf-life of raw and fresh fish, seafood, fresh produce 1.0 – 5.5 

Extend shelf-life of refrigerated and frozen meat products 4.5 – 7.0 

Reduce risk of pathogenic and spoilage microbes (meat, seafood, 

spices, and poultry) 
1.0 – 7.0 

Increased juice yield, reduction in cooking time of dried vegetables 3.0 – 7.0 

High dose 

(above 10 

kGy) 

Enzymes (dehydrated) 10.0 

Sterilization of spices, dry vegetable seasonings 30.0 max 

Sterilization of packaging material 10.0 – 25.0 

Sterilization of foods (NASA and hospitals) 44.0 

By engaging in a comprehensive discussion of these potential benefits and drawbacks, 

stakeholders in the food industry, regulatory agencies, and research communities can gain a 

nuanced understanding of the implications of using irradiation for improving bacteriological 

quality in food preservation (Table 2).  

CONCLUSION 

In general, the impact of irradiation on bacteriological quality in food preservation has 

significant implications for informing best practices, guiding regulatory decisions, and 

ensuring food safety and quality. Future research should focus on strain-specific responses, 

combined preservation methods, consumer perception studies, environmental impact 

assessments, and long-term effects of irradiation. Potential applications of irradiation include 

pathogen reduction, shelf-life extension, quarantine treatment, food safety interventions, and 

emergency preparedness. By exploring these areas and considering the applications of 

https://en.wikipedia.org/wiki/NASA
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irradiation, the food industry, regulatory agencies, and research communities can advance the 

adoption of this preservation method to enhance food safety, security, and sustainability. 
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Abstract 

tases, osteoporosis, and pathologic fractures, canrelated diseases, including bone metas-Bone  

have significant impact on a patient' targeted-s quality of life. The use of bone  

is an effective approach to aid in the diagnosis such a bisphosphonates radiopharmaceuticals  

. This study focuses on the development of a noveland treatment of these diseases  

related diseases and aims to-radiopharmaceutical for the diagnosis and detection of bone 

as a bone seekingaddress this need by developing new synthesis method for HEDP compound   

agent and improving its properties using the innovative MAX chelator. The resulting 99mTc-

abeled MAXl -HEDP   compound offers the advantages of reproducibility and compatibility  

with other therapeutic modalities.  

effective and accessible methods, and a novel chelating-The HEDP is synthesized using cost 

  agent called MAX is conjugated, using the DCC-NHS and  is labeled with 99mTc. The yield of

the synthesis reaction is calculated to be 89%, and the radiolabeling of MAX-  HEDP with 99mTc  

using thin layer chromatography 98%achieves a purity of   .  

hour at room 1albumin serum. After in The stability of the final product was evaluated  

iusdegrees Cels 37hours at  6. Even after 96%temperature, the compound shows a stability of   ,

10%the compound remains stable with a decrease of less than  .  

The findings of this study contribute to the advancement of bone disease diagnosis and pave  

the way for future research in this field.  

Key word: HEDP, 99mTc, Chelate agent, Bone diseases, MAX 

Introduction 

Patients with bone metastases often experience severe and persistent pain, which may be 

accompanied by pathological fractures, spinal cord compression, hypercalcemia, and other 

complications that significantly impact their quality of life. Therefore, timely and effective 

diagnosis and treatment are essential to reduce symptoms, pain, and improve quality of life [1-
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3]. The use of bone-targeting radiopharmaceuticals is an effective method for tracking and 

assisting in the design of bone-related interventions, offering advantages such as repeatability 

and combination with other treatments [4]. 

The aim of this research is preparation of Tc-MAX-HEDP as a novel bone seeking agent to 

diagnose various bone-related diseases, such as bone metastases caused by cancer, 

osteoporosis, pathological fractures, and other bone disorders, using a novel synthesis method 

of HEDP by ultrasonic as an energy source, coupling to the innovative chelator MAX, and 

labeling of the compound with the radionuclide 99mTc. 

Methods and Materials 

Synthesis 

The synthesis of HEDP was performed using efficient and novel methods. In brief phosphorous 

trichloride was added dropwise to acetic acid and reaction was continued under ultra-sonic. 

Then the reaction was diluted with water and stirred. Finally, pH was adjusted to 1.8 with 

NaOH and recrystallization was performed with ethyl acetate. For the synthesis of the MAX 

chelator, we utilized Xanthate and chloroacetamide [5, 6]. Finally, the HEDP compound was 

combined with the MAX chelator using the DCC-NHS method and prepared for labeling. 

Radiolabeling 

MAX-HEDP  were dissolved in water, SnCl2 and ascorbic acid were added to enhance stability, 

prevent side reactions during labeling, and increase the labeling efficiency. Then, a phosphate 

buffer was added to adjust the solution's pH to 7. Technetium-99m pertechnetate was added 

and the reaction mixture was incubated for 60 minutes. Subsequently, it was passed through a 

0.22-micrometer filter.  

The radionuclide and radiochemical purity and radiolabeling efficiency were performed using 

thin-layer chromatography. Normal saline 0.9%, methanol: acetone 50:50, and H3PO4 (15%). 

The obtained results indicate a radiochemical purity and efficiency of over 98%. 

The RTLC chromatogram obtained after 30 minutes of incubation in the H3PO4 (15%) mobile 

phase at room temperature is shown in figure 1.  

 

 

 

 



 

 119 

 

 
Figure 1:Chromatogram 99mTc-MAX-HEDP   in the mobile phase of H3PO4 15% after 30 minutes at 

room temperature .  

Results and discussion  

The direct labeling of the MAX-HEDP  compound with 99mTc was performed. The 

radiolabeling purity of 99mTc was assessed using thin-layer chromatography (TLC) using 

H3PO4 15%, methanol: acetone (50:50), and normal saline 0.9% as mobile phases. The 

evaluation of the labeling efficiency of the 99mTc-MAX-HEDP compound was conducted using 

TLC technique with ITLC-SG paper (2×13 cm) and three different solvent systems: H3PO4 

15%, methanol: acetone (50:50), and normal saline 0.9%. 

The results obtained from spectral analysis indicate the percentage of radiolabeling, which 

achieved an acceptable yield of 98%. 

In the quality control and stability assessment of the synthesized 99mTc-MAX-HEDP 

compound in albumin and saline serums, after one hour at room temperature, it remained stable 

at 96%. After 6 hours at 37 degrees Celsius, it showed a stability with less than 10% decrease. 

In conclusion, this research presents a new radiopharmaceutical approach for the diagnosis 

bone-related diseases. The synthesis and radiolabeling of the 99mTc-MAX-HEDP compound 

were successfully achieved with high efficiency and purity. The stability of the compound in 

saline and albumin serums demonstrates indicates potential for further development as a 

diagnostic agent.  
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Abstract 

Prompt gamma neutron activation analysis (PGNAA) is one of the methods of measuring the 

percentage of elements in various metallic and semi-metallic compounds, which is done using 

thermal neutrons. 

The main purpose  of this article is to investigate the possibility of detecting elements and well-

logging in copper mines using fast neutrons.This article has tried using 5 Ci Am-Be  neutron 

source and CsI(Tl) detector, the possibility of well logging in the copper mines of the Sanandaj-

Sirjan region in Iran using the PGNAA and Monte Carlo simulation methods checked and 

investigated the possibility measuring of the percentage of elements in it with the above 

method. The interpretation of the simulation results of the characteristic gamma yield for the 

copper mine material and element in the copper mine, which was done by the MCNPX code, 

shows that it is possible to do logging and element well with the Am-Be neutron source in 

mines of Sanandaj-Sirjan area in Iran. The conducted investigations show that the characteristic 

gammas for measuring copper and titanium in copper mines in the above area are 1.24 and 0.34 

MeV, respectively. 

Keywords: Element Detection, Neutron, Monte Carlo, Neutron Activation, Characteristic 

Gamma, Copper Mines 

INTRODUCTION 

Nuclear well logging is one of the efficient methods for measuring underground mines [1]. In 

addition to this method, many methods have been used to identify underground mines [2]. For 

example, various nuclear and atomic methods for determining the percentage of elements in a 

sample can be mentioned, which include XRF, XRD, Pige, Pixe, PGNAA, etc [3]. Each of 

these methods has its advantages and disadvantages [4]. In XRF and XRD device, an X-ray 

tube is usually used to produce X-rays, that need a high voltage generator for operation [5]. 

The element detection devices also made using radioactive source that can measure specific 
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elements [6]. In this research, we have tried to investigate the possibility of using the PGNAA 

method using an Am-Be neutron source to measure all the elements in a compound, such as 

compounds of copper mines. The above method has been used a lot for well-logging and 

detecting elements [7]. However, in determining the gamma spectrum of the elements in a 

sample, there are not many reports that try to check this process using MCNPX. The MCNPX 

code is a nuclear atomic code based on Carlo's principles, which can be used to track 32 nuclear 

particles [8]. In the PGNAA method, the materials in target are activated by absorbing 

irradiated neutrons and an excited nucleus is created. The excited nucleus deexcited to the 

ground state with gamma radiation, which is considered as characteristic gamma ray of each 

element. The methods of measuring the characteristic gammas as well as the borehole survey 

are described below. 

EXPERIMENTAL 

For well logging, a borehole with a diameter of 1 meter is considered in a copper mine, and 

then an Am- Be neutron source is irradiating into the body of the well.  By activating the 

elements in the sample, the characteristic gamma spectrum is measured using a CsI (Tl) 

detector. A schematic of the geometry used to perform this process is shown in Figure 1. In 

Figure 1, D represents the diameter of the well in the copper mine, 1 represents the CsI(Tl) 

detector, 2 represents the source shield and the detector, 3 represents the amercium beryllium 

source, 4 represents the copper mine body, and 5 represents the air inside the well give. 
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Fig. 1. Schematic of the geometry used for well logging Iranian in copper mines with Am-Be neutron 

source 

The percentage of elements of the copper mines of Iran and the Sanandaj- Sirjan zone have 

been extracted from reliable sources. The percentage of elements in Iran's copper mines was 

measured by the XRF method[9], but for the analysis of the copper sample of Sanandaj- Sirjan 

zone, the percentage of compounds was given, and the percentage of elements in the sample 

was calculated using that data[10,11]. The results of the percentage of elements present of 

copper mines in Iran and the Sanandaj - Sirjan zone are given in Table1 . 

Table 1. The percentage of elements in the Iran and  Sanandaj - Sirjan  zone copper mines    

The neutron spectrum of the Am-Be source (Figure 2) [12] is used as a neutron source in the 

MCNPx code. The neutron beam is perpendicular to the borehole body in Figure 1. 

 

 

 

 

 

 

Fig. 2. Neutron spectrum of Am_Be Based on energy and probability [13] 

Elements Iran Sirjan Elements Iran Sirjan 

      

K 0.0168 0 O 0.4972 0.383373 

Ca 0.0057 0.199613 Mg 0.0149 0.014474 

Ti 0.009 0.007911 Al 0.131 0.040834 

Mn 0 0.00635 Si 0.215 0.13762 

Fe 0.0809 0.160023 S 0 0.001001 

Cu 0.0092 0.0488  0.4972 0.383373 
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The elements in Table 1 are activated and excited by the X(n,γ)Y interaction, and some of the 

excited levels created by characteristic gamma radiation return to the base state. It is also 

possible to perform two and multiple neutron absorption processes, and also perform the 

neutron spallation process13, in which the created compound nucleus turns into a variety of 

secondary nuclei with a mass number smaller than the primary nucleus, and the secondary 

particles produced are also due to being in an excited state. It emits a rich spectrum of prompt 

and delay gammas. The characteristic neutron activation gamma spectrum of the elements in 

copper of Iran and the Sirjan – Sanandaj zone along with their benefits have been extracted 

from reliable sources, the results of which are shown in Figure 3. [14,15] 
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Fig. 3. The characteristic gamma spectrum of the elements in the compounds of copper mines 

The gamma detector is also a CsI (Tl) detector. For the simulation, 108 neutrons were tracked 

to reach an error below one percent. The data of the gamma spectrum emitted from the samples 

for the PGNAA method has been calculated using F2 and F8 tally, in which F8 tally calculates 
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the gamma spectrum measured in the CsI (Tl) crystal. There is also the possibility of the effect 

of secondary particles produced in the sample as a result of the spallation process with ft8 res 

command. 

Results and discussion 

First, the characteristic gamma spectrum was obtained by the PGNAA method for copper 

mines in Iran, the results of which are shown in (Figure 4(. 
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Fig. 4. Measured gamma spectrum of Iran and Sirjan – Sanandaj zone copper mines 

The characteristic gamma of each of the elements in copper compounds by comparing the 

gamma spectrum calculated in Figure 4 with the characteristic gamma spectrum of the elements 

in each of the samples in Figures 3, are extracted that energies with a higher probability are 

mentioned in Table 2. 

Table 2.  The yield (%) for useful characteristic gamma ray emission of elements in the Iran and 

Sirjan – Sanandaj zone copper mines 

                        Yield (%)  Yield (%) 

Energy 

(MeV) 

Iran Sirjan Iran Sirjan Energy 

(MeV) 

Iran Sirjan Iran Sirjan 

 MCNPX MCNPX   XRF XRF  MCNPX MCNPX XRF XRF 
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  O     Si   

0.87 2.07 4.72 0.50 0.38 1.27 1.06 2.38 0.22 0.14 

1.09 1.01 1.71 0.50 0.38 1.45 0.84 1.80 0.22 0.14 

2.19 0.36 0.85 0.50 0.38 2.1 0.93 1.50 0.22 0.14 

3.27 0.12 0.31 0.50 0.38 2.43 1.1 1.42 0.22 0.14 

4.14 0.13 0.18 0.50 0.38 3.96 0.91 0.73 0.22 0.14 

  Mg     S   

0.98 1.63 2.90 0.015 0.02 0.85 41.183 100 0 0.001 

0.99 6.13 8.08 0.015 0.02 0.91 1.287 1.95 0 0.001 

1.38 1.32 4.28 0.015 0.02 0.94 1.43 2.44 0 0.001 

1.59 1.09 1.37 0.015 0.02 1.7 1.26 1.61 0 0.001 

1.68 0.85 1.40 0.015 0.02 2.23 2.22 0.77 0 0.001 

  Al     Ca   

0.98 1.63 2.90 0.131 0.04 1.15 0.81 1.59 0.01 0.20 

1.17 1.25 2.30 0.131 0.04 1.39 1.05 1.86 0.01 0.20 

1.7 1.26 1.60 0.131 0.04 1.67 0.72 1.39 0.01 0.20 

3.21 3.65 4.41 0.131 0.04 2.01 0.88 1.23 0.01 0.20 

4.24 1.57 1.87 0.131 0.04 2.61 1.26 2.69 0.01 0.20 

  Ti     Cu   

0.34 4.84 8.41 0.009 0.01 1.24 6.55 18.49 0.01 0.05 

0.91 1.28 1.94 0.009 0.01 1.32 1.38 2.35 0.01 0.05 

1.33 1.53 3.37 0.009 0.01 2.84 6.48 6.49 0.01 0.05 

1.36 1.16 2.31 0.009 0.01 2.99 4.7 3.64 0.01 0.05 

2.84 6.48 6.49 0.009 0.01 4.5 2.22 2.33 0.01 0.05 

  Mn     Fe   

0.03 2.45 5.78 0 0.01 1 1.38 2.32 0.01 0.16 

2.28 1.91 4.57 0 0.01 1.05 1.7 2.99 0.01 0.16 

2.74 2.04 1.40 0 0.01 1.23 1.62 7.50 0.01 0.16 

2.99 4.7 3.64 0 0.01 2.53 1.57 3.70 0.01 0.16 

3.86 2.13 2.86 0 0.01 6.12 37.7 0.03 0.01 0.16 

  K        

0.25 0 14.5 0 0.02      

0.77 0 4.92 0 0.02      

1.16 0 3.96 0 0.02      

1.61 0 7.2 0 0.02      
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3.74 0 17.8 0 0.02      

This data is obtained with the comparison of the radiation lines of the sample and the 

characteristic gamma lines of that element. By removing the common characteristic gamma 

line between the different elements in Table 1, the useful characteristic gamma line of each 

element is obtained. From these useful characteristic gammas, the characteristic gammas that 

are more sensitive to the change in the percentage of elements in the two copper samples of 

Iran and the Sanandaj –Sirjan zone have been selected the results are given in Table 3. 

Table 3. The yield (%) for important characteristic gammas of elements in the Iran and Sirjan – 

Sanandaj zone copper mines 

 Yield (%)                              Yield (%) 

Energy 

(MeV) 

Iran Sirjan Iran Sirjan Energy 

(MeV) 

Iran Sirjan Iran Sirjan 

 MCNPX MCNPX XRF XRF  MCNPX MCNPX XRF XRF 

       O           Si   

0.87 2.07 4.72 0.50 0.38 1.27 1.06 2.38 0.22 0.14 

     3.96 0.91 0.73 0.22 0.14 

  Mg     S   

0.99 6.13 8.08 0.02 0.014 0.85 41.183 100 0 0.001 

  Al     Ca   

3.21 3.65 4.41 0.13 0.041 1.15 0.81 1.59 0.01 0.20 

     2.61 1.26 2.69 0.01 0.20 

  Ti     Cu   

0.34 4.84 8.41 0.01 0.01 1.24 6.55 18.49 0.01 0.05 

  Mn     Fe   

3.86 2.13 2.86 0 0.01 1.23 1.62 7.50 0.08 0.16 

     6.12 37.7 0.03 0.08 0.16 

  K        

0.25 0 14.5 0 0.02      

3.74 0 17.8 0 0.02      

As a result, the characteristic gamma data listed in Table 3 can be used to measure the 

percentage of elements in each copper mine sample. 
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Conclusions 

In this article, using the PGNAA method, the well-logging of Iran's copper mines has been 

carried out using the Am-Be neutron source. Its results show that it is possible to use this 

method for well logging and copper mine detection. By comparing the radiation gamma 

spectrum of the elements present in Iran's copper mine and the mines of the Sanandaj-Sirjan 

zone copper mine with the specific gamma values of the elements present in the composition, 

the useful characteristic gamma line for measuring each element in the composition of copper 

mines was extracted. Its results show that 0.87, 0.99, 3.21, 0.34, 3.86, 3.74, 1.27, 0.85, 2.61, 

1.24, 1.23 MeV gammas line is proper for measuring the O, Mg, Al, Ti, Mn, K, Si, S, Ca, Cu 

and Fe elements respectively in copper mines.  The sensitive characteristic Gamma line for 

each element was obtained by comparing the simulated data related to the gamma spectrum 

with the values of the percentage of elements in copper compounds, which was obtained from 

the specific gamma lines of each element. So far, the PGNAA  method has been used to 

determine the percentage of copper in different mines. J.Charbucinsiki et al have used the 

PGNAA method to determine the grade of copper in the Chuquicamata mine. They have used 

252Cf source as neutron source, and Bismuth Germanate Scintillator (BGO) detector as 

characteristic gamma ray detector. The difference between the result of this research and 

J.Charbucinsiki et al is the Am-Be source and the CsI (TI) detector were used as the neutron 

source and characteristic gamma ray detector respectively. 

J.Charbucinsiki et al show that characteristic gamma ray is 7.91 MeV for copper detection and 

is 6.02 MeV for Fe detection. But the results of this research show that the characteristic gamma 

can be 1–  6.12 MeV for Fe detection and 1.24 – 4.5 MeV for copper detection, that result for 

Fe is near in two researches but for copper is different[16]. The results show that the percentage 

of sensitivity in the PGNAA method with Am-Be neutron source depends on the composition 

of the elements in the sample, also the 1.24 MeV gamma line is proper for detecting the copper 

element present in the copper mine sample. 
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Abstract 

Glass-based materials are one of the most common shielding materials. Phosphate glasses have 

unique properties that make them useful for some technical and industrial applications. The 

mass attenuation coefficients (µm) and effective atomic cross sections (σa) of phosphate glasses 

containing different concentrations of Bi2O3, PbO, and BaO (30–70% by weight) have been 

determined in the energy range of 10 keV–10 MeV. To calculate these parameters, XCOM and 

XMuDat computer programs have been used. The results of XCOM and XMuDat programs 

were in good agreement. It was found that the µm and σa parameters decrease as the photon 

energy increase. Also, the σa values improve by increasing the Bi2O3, PbO and BaO contents, 

while increasing these contents to the same fraction has no significant effect on µm in the energy 

range of 0.4–4 MeV, where the Compton Effect takes over as dominant process. The results 

presented in this study indicates that the chosen computer programs may be useful to calculate 

the gamma-ray shielding characteristics of different glass systems. 

Keywords: Mass attenuation coefficient, Effective atomic cross section, Phosphate glass, 

XCOM, XMuDat. 

INTRODUCTION 

Nowadays with the extensive application of radiation sources and radioactive materials in 

various fields, utilization of gamma-ray sources with care and safety is essential [1]. Concrete, 

a common construction material, is widely used as radiation-shielding material; however, 

concrete has many disadvantages such as no transparency, bacterial corrosion, leaching, 

immobility, and so on, [2, 3]. 

Glass containing the functions of being transparency to visible light, simplicity to manufacture, 

100% recyclability, and easy property modification through composition and preparation 

techniques provides an appropriate radiation shielding material against gamma rays and 

neutrons [4]. 
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Various types of glasses have been used in different nuclear applications. The mass attenuation 

coefficients and effective atomic numbers of silicate glasses containing Bi2O3, PbO, and BaO 

metal oxides, were experimentally investigated by Kirdsiri et al. [4], at 662-keV gamma-ray 

energy. Bagheri et al. [5] studied gamma-ray shielding properties of silicate glasses containing 

Bi2O3, PbO, and BaO metal oxides using MCNP-4C code, XCOM and XMuDat programs. 

Also they theoretically determined gamma ray shielding properties of barium bismuth 

borosilicate glasses for 662, 1.173 and 1.332 keV gamma ray energies [6].  

During the last decades, silicate, borate and phosphate glasses have been investigated 

extensively; however, the reports of phosphate glass in radiation shielding glass are very 

limited. Arbuzov et al. [7] investigated the spectral, optical, physicochemical, radiative, and 

radiation-shielding properties of glasses in the PbO:P2O5:RmOn system (where RmOn stands for 

Group I–V element oxides). In addition, the spectral, radiation-optical and shielding properties 

of phosphate glasses with high lead content (up to 40% by mol.) were studied by Arbuzov et 

al. [8] in other work. Mass attenuation coefficients and effective atomic numbers of phosphate 

glass containing Bi2O3, PbO and BaO metal oxides were calculated by Kaewkhao and 

Limsuwan [9], using WinXCom program at 662 keV photon energy. Salem et al. [10], 

experimentally investigated the electrical transport properties and gamma-ray attenuation 

coefficient of phosphate glasses containing by-pass cement dust. Radiation shielding 

parameters of BaO-Nb2O5-P2O5 glass system was evaluated by Sayyed et al. [11], using 

MCNP5 code and XCOM software. 

Phosphate glasses have unique attributes such as low melting temperature, excellent 

transmission of visible light, high refractive index and high thermal expansion coefficient that 

make them useful for industrial applications [12]. Adding metal oxides to glass systems 

improves the physical and chemical as well as radiation shielding properties of the glass 

systems. Lead (Pb) is a pollutant with environmental toxicity properties; hence, bismuth (Bi) 

and barium (Ba) are the two alternatives that are most extensively used in the radiation 

shielding field [4]. 

In this work, three phosphate glass systems, namely xBi2O3:(100-x)P2O5, xPbO:(100-x)P2O5, 

and xBaO:(100-x)P2O5 glasses, where x is expressed in terms of weight% (x is 30, 40, 50, 60, 

and 70) were considered. The mass attenuation coefficients (µm) and effective atomic cross 

sections (σa) of these phosphate glass systems are calculated in the energy range of 10 keV–10 

MeV. To calculate these parameters XCOM, and XMuDat computer programs are used. 
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EXPERIMENTAL 

Programs 

The theoretical values of mass attenuation coefficients over wide photon energy range were 

tabulated by Hubbell and Seltzer [13] and Boone and Chavez [14], for different elements, 

compounds, and mixtures. From these tables and computerized programs such as WinXCom 

(or its predecessor, XCOM) and XMuDat programs, mass attenuation coefficients are 

calculated at energies 1 keV to 100 GeV [15, 16]. XCOM program applies Hubbell and Seltzer 

database while XMuDat program is able to produce a mass attenuation coefficient values on 

the base of both Hubbell and Seltzer and Boone and Chavez data. In this research, we applied 

Boone and Chaves database for XMuDat program. The percentages by weight of the elements 

in the glass samples are presented in Table 1. 

Table 1. Percentage composition of glass samples 
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Theory  

The mass attenuation coefficients of glass samples were calculated using XCOM and XMuDat 

programs data with equation (1), in which wi and µm,I are the percentage by weight and mass 

attenuation coefficient of the ith element in the sample, respectively [17]: 

µm = ∑ 𝑤𝑖 × µ𝑚,𝑖
𝑛
𝑖=1              (1) 

The effective atomic cross sections (σa) of materials are calculated from the following 

relationship [17]: 
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σa = 
1

𝑁𝐴
∑ 𝑓𝑖𝐴𝑖 µ𝑚,𝑖            (2) 

where Ai is the atomic mass of the ith element and NA is the Avogadro’s number. Also fi holds 

out the fractional abundance of the ith element with respect to the number of atoms such that 

f1+f2+f3+…+fi = 1. 

RESULTS AND DISCUSSION 

Mass attenuation coefficients of glasses 

Calculated values of mass attenuation coefficients are given in Figures 1-3 for the studied 

gamma-ray energies of glass samples. A good agreement was observed between XCOM and 

XMuDat results. It is obvious from Figures 1-3 that the µm values decrease as the photon energy 

increases which beyond 1 MeV photon energy, these variations reduce and an extended smooth 

region appears. Multiple discontinuous peaks are observed in the low photon energy region 

(0.01 to 0.1 MeV) of Figures 1-3. These peaks are K–, L– and M–photoelectric absorption 

edges of Ba, Bi and Pb elements, respectively. The energies of absorption edges are given in 

Table 2. As seen in Table 2 and Figures 2-4, Ba, Pb and Bi elements have 1 (K edge), 4 (K, 

L1, L2 and L3 edges) and 4 (K, L1, L2 and L3 edges) absorption edges in this energy region 

respectively. These sudden increases in the mass attenuation coefficients of glasses are due to 

photoelectric absorptions which occur at energies just above the binding energy of the K and 

L shell electrons of the Ba, Bi and Pb elements. 

Table 2. Energies (in keV) of absorption edges for Pb, Bi and Ba elements above 1 keV 

 

Element Z M5 M4 M3 M2 M1 L3 L2 L1 K 

Pb 82 2.484 2.586 3.066 3.554 3.851 13.035 15.200 15.861 88.005 

Bi 83 2.580 2.688 3.177 3.696 3.999 13.419 15.711 16.388 90.526 

Ba 56 --- --- 1.062 1.137 1.293 5.247 5.624 5.989 37.441 

Also, dependency of µm values of xRmOn:(100-x)P2O5 glasses on percentage by weight of BaO, 

Bi2O3, and PbO metal oxides were shown in Figures 1-3. The µm values of the glasses improve 

with increasing Bi2O3, PbO and BaO concentrations, excluding the energy range of 0.4–4 MeV, 

where the Compton Effect is revealed as dominant process. 
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Fig. 1. Mass attenuation coefficients of xBaO:(100-x)P2O5 glass system, where x is the 

composition by weight (30, 40, 50, 60, and 70) 
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Fig. 2. Mass attenuation coefficients of xBi2O3:(100-x)P2O5 glass system, where x is the 

composition by weight (30, 40, 50, 60, and 70) 
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Fig. 3. Mass attenuation coefficients of xPbO:(100-x)P2O5 glass system, where x is the 

composition by weight (30, 40, 50, 60, and 70) 
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Effective atomic cross section of glasses 

Using equation (2), the effective atomic cross sections (σa) of glasses are shown in Figure 4. It 

was found for all glass samples, that the σa decreases as the photon energy increases. Figure 4 

depicts that in the energy region of interest, the σa values of glasses improve by increasing their 

Bi2O3, PbO and BaO concentrations. 

For photon energies above 0.1 MeV, of all the glass samples, the σa values of BaO glass is the 

lowest ones, while those of the Bi2O3 and PbO glasses are approximately in the same order of 

magnitude (see Figure 5). This could be due to the presence of high atomic numbers of bismuth 

and lead elements (83 and 82, respectively) compared with barium element (56) in related 

glasses. It should be noted that, the weight fractions of high atomic number elements (Bi, Pb, 

and Ba) are approximately identical at all concentrations (see Table 1). 

At low and high energy regions, the probabilities of photoelectric and pair production 

interactions are great for high atomic number absorbers. It is seen that at energies which 

Compton Effect gradually appears as the main interaction process (approximately 0.4 to 4 

MeV), the σa values are almost independent of the atomic number of the constituent elements. 

The σa curve of barium phosphate glass shows a disorder at 37.44 keV photon energy and 

temporarily stands above lead and bismuth phosphate glasses curves. This is due to 

photoelectric absorption at K edge of barium in this energy. 
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Fig. 4. Effective atomic cross sections (σa) of glasses 
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Fig. 5. Effective atomic cross sections of 40RmOn:60P2O5 glass systems at 60% concentration 

of metal oxides 

It is noteworthy that some observed differences in the results of XCOM and XMuDat programs 

could be because of the some differences in the physical and mathematical models, 

uncertainties in the nuclear/atomic data, differences in the techniques and databases used in 

each program, etc. 

CONCLUSIONS 

In the present work, the gamma-ray shielding properties of phosphate glasses containing BaO, 

Bi2O3, and PbO metal oxides in different rates were calculated using the XCOM and XMuDat 

computer programs at the 10 keV–10 MeV gamma-ray energies. This study shows that after 

mentioned programs provide reliable values of the photon interactions properties for various 

compositions of phosphate glasses. It was found that the µm and σa parameters decrease as the 

photon energy increase. The σa values of the glasses increased with increasing the Bi2O3, PbO 

and BaO concentrations. Most probably the results presented in this study indicates that the 

chosen computer programs may be useful to calculate the gamma-ray shielding characteristics 

of different glass systems, particularly in cases without available experimental data. 
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Abstract 

Water and soil fertility are the two main factors in developing agriculture and food 

production. The construction of biocompatible and biodegradable systems for the controlled 

release of water and fertilizer can play an important role in improving the agricultural 

industry. Herein, a humic acid-gelatin (HA-Gel) hydrogel, a gallic acid-xanthan gum (GA-

XG) hydrogel, a hybrid hydrogel, and HA-Gel/GA- XG/polyacrylamide (PAM) as the 

superabsorbent polymer (SAP) were synthesized using the electron beam irradiation 

method. The capability of the synthesized hydrogels as the sorbents in the loading and 

controlled release of fulvic acid (FA) was studied. The chemical and physical structure of 

the sorbents was confirmed by FTIR and XRD. The effect of irradiation dose on mechanical 

properties, gel content, swelling, and absorbency under load (AUL) of the sorbents was 

investigated. By changing the hydrogel structures into the SAP form, its swelling capacity 

was increased from 37 to 320 g/g. In comparison to the hydrogels, the SAP showed a slower-

release performance. The significant improvement in the growth of fodder corn treated with 

FA-loaded SAP in the greenhouse media in comparison to the control groups showed the 

effective performance of the designed SAP, favoring its practical applications. 

Keywords: Electron beam irradiation, Water/fertilizer slow-release, Superabsorbent 

polymer, Plant growth 

INTRODUCTION 

In the last few decades, new irrigation methods based on smart materials have been 

developed to solve the global problem of water shortage. Creating a new material or method 

that can reduce the loss of water and fertilizer in the soil as well as increase the yield and 

durability of these two vital elements in plant roots can revolutionize the agricultural 

industry [1]. Superabsorbent polymers (SAPs) are among the smart materials that can 

increase the quantity and quality of agricultural products by improving water retention 
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capacity and release of fertilizers [2]. SAPs are hydrogels with polymer networks formed 

through the cross-linking of superhydrophilic polymer chains and can absorb large amounts 

of water and chemicals (such as fertilizer). Recently, the design and green synthesis of 

hydrogels or superabsorbents based on biodegradable and biocompatible natural materials 

with the ability to slow-release fertilizer has attracted a lot of attention [3]. 

Biopolymers are good candidates for hydrogel and SAP production due to their abundance, 

availability, non-toxicity, and low price. In this regard, in this project, two biopolymers of 

gelatin (Gel) and xanthan gum  (XG), commonly used in the food, pharmaceutical, and 

cosmetic industries [4], are selected for the synthesis of hydrogels. Among the chemical 

methods, irradiation with high-energy rays of gamma, electron beam, or X-ray is more 

attractive in the production of clean and sterile polymers with biomedicine or environmental 

applications because they need no organic solvents or chemical reagents. [5]. It should be 

noted that within the irradiation methods, electron beam irradiation (EBI) is more popular 

due to the high speed of production at room temperature and the clarity of the direction of 

the beam path. However, as the molecular weight of biopolymers is lower than synthetic 

polymers, irradiation of biopolymers with a high-energy beam resulted in chain breaking 

rather than crosslinking reactions. To solve these limitations, we take a new approach that 

involves the grafting of natural polyphenols on biopolymers before the irradiation [6]. 

Irradiation of biopolymers grafted with polyphenols in the aqueous media causes the 

formation of polyphenoxy macroradicals, that act as a quasi-crosslinker, resulting in the 

crosslinking reactions through the recombination of polyphenoxy macroradicals. Thus, for 

the synthesis of suitable hydrogels for loading and controlled release of fertilizer, in this 

project, humic acid (HA) and epicatechin gallate (ECG) that are useful for soil were selected 

as the polyphenolic reagents and grafted on Gel and XG, respectively. Also, fulvic acid (FA), 

the light derivative of HA [7] was selected as the model fertilizer. In addition, the effect of 

hybrid SAP containing FA on the qualitative and quantitative performance of the growth of 

fodder corn as the most important and widely consumed source of animal feed production 

was studied in the greenhouse environment. 

EXPERIMENTAL 

Reagents and instrumentation 

All reagents and chemicals with analytical grade were prepared from Merck (Darmstadt, 

Germany). The amount of FA and other species in the solution was determined by a dual-
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beam spectrophotometer (model PC 2501, Shimadzu Company, Japan) with a wavelength 

range of 200 to 800 nm. For the preparation of the sorbents, a high-energy Rhodotron 

industrial electron accelerator device, model TT200, with energies of 10 MeV (located in 

Yazd, Iran), was used. Irradiation dosimetry was done by cellulose triacetate film. The 

irradiation dose rate was 7.5 kGy s-1 and the electron beam current was 5.0 mA 

Grafting humic acid with gelatin (HA-Gel) and gallic acid with xanthan gum (GA-XG) 

1.0 g of Gel and 0.2 g of potassium humate were added to 50 mL of distilled water. To 

improve the solubility of humate salt, the pH of the mixture was adjusted to 8.0 using NaOH 

solution and with high-intensity stirring; the mixture was refluxed for 24 hours at 60 ºC. 

After the completion of the homogenous aminolysis reaction of the aldehyde groups of HA 

and grafting on the Gel, 100 mL of ethanol was added to the above solution. The mixture 

was stirred by a mechanical stirrer at room temperature to remove unreacted HA, and the 

brownish cream HA-Gel particle sediments. The suspension was placed in an ice water 

bath and gently stirred for 1 hour until the HA-Gel deposition process was completed. The 

resulting sediments were separated by centrifuging the suspension for 5 minutes at a speed 

of 5000 rpm. Then, the HA-Gel deposits were washed three times with ethanol and dried 

at room temperature. 1.0 g of XG and 0.2 g of ECG were added to 50 mL of distilled 

water. The pH of the mixture was adjusted higher than the pKa of XG (~pH 7) using NaOH 

solution, and the mixture was refluxed for 10 hours at 70 ºC with continuous stirring. 100 

mL of dimethylformamide (DMF) was added to the above solution and stirred by a 

mechanical stirrer at room temperature to remove unreacted ECGs. In this stage, the GA-

XG particles appear as white deposits. The suspension was then placed in an ice water bath 

and gently stirred for 2 hours to complete the deposition process of GA-XG. The resulting 

sediments were separated by centrifuging the suspension for 5 minutes at 5000 rpm. Then 

XG-GA sediments were washed three times with methanol and dried at room temperature. 

Preparation of HA-Gel, GA-XG and hybrid hydrogels/superabsorbent polymer 

0.3 g of the grafted HA-Gel or GA-XG was added to 100 mL of distilled water and the 

mixtures were stirred at room temperature with a mechanical stirrer for 2 hours until a 

homogeneous gel was obtained. Then, to prevent water evaporation, each gel solution was 

transferred into a plastic package and, exposed to EBI in the range of 10-40 kGy. In this 

stage, the gels were converted into an elastic hydrogel. The unreacted biopolymers or 
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biopolymers formed with low molecular weight were then, removed by washing the 

resulting mixture several times with distilled water, and the hydrogels were dried in a 

vacuum oven at 60 °C for two days. Finally, the dried hydrogels were converted into fine 

granules (200-350 microns) by a hammer mill and kept in a desiccator before use. For the 

preparation of hybrid hydrogel, 1.5 g of HA-Gel along with 1.5 g of GA-XG was added to 

100 mL of distilled water and the mixture was stirred by a mechanical stirrer for 2 hours 

until a homogeneous pasty gel was obtained at room temperature. The resulting gels were 

transferred into the plastic package and treated according to the above procedure for the 

preparation of hydrogels. The fine granules of the prepared HA-Gel/GA-XG hybrid 

hydrogel were saved in a desiccator for further use. The superabsorbent polymer of HA-

Gel/GA-XG/PAM hybrid was synthesized by adding 1.0 g of PAM along with 1.5 g of HA-

Gel and, 1.5 g of GA-XG into 100 mL of distilled water and the mixture was stirred at room 

temperature by a mechanical stirrer for 4 hours to obtain a homogeneous composite paste 

gel. Then, the obtained gel was transferred into the plastic package, and SAP of HA-

Gel/GA-XG/PAM was prepared according to the mentioned method for the preparation of 

HA-Gel or GA-XG biopolymer hydrogels. 

Plant growth treated with FA-loaded SAP 

To provide a preliminary comparison and to see the effect of FA-loaded SAP performance 

on plant growth traits, plant growth studies were done on fodder corn seed as the model plant 

in a greenhouse (located in Yazd) from the time of planting to yield. The greenhouse area 

was divided into the sections of negative control (A), positive control (B), and study area 

(C). The study area of C (soil and FA-loaded SAP) was prepared by uniformly distributing 

200 g m-2 of the FA-loaded SAP on the surface of the greenhouse soil (30 m2), plowed, and 

buried at a depth of approximately 20 cm. After one flood irrigation, fodder corn seeds were 

planted in four rows at equal intervals at a depth of 15 cm. In the positive control area of B 

having soil and fertilizer, 0.8 g m-2 of pure FA equivalent to the amount of fertilizer used in 

section C was poured on the surface of the greenhouse soil (10 m2), irrigated and, buried like 

area C. The fodder corn seeds were then, planted in two rows. For the negative control area 

of A (20 m2) containing only soil, after plowing and one flood irrigation, fodder corn seeds 

were planted at the same intervals at a depth of 15 cm in three rows. All three areas were 

irrigated with the same flow rate once every four days (30 minutes for C area and 30 minutes 
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for areas A and B). To see the effect of water deficit conditions, after the first 3 periods of 

irrigation, the irrigation of all areas was reduced to every eight-day cycle. Plant growth 

indices including plant height, stem and leaves width, number of leaves, germination speed, 

and number of fruit flowers in each row were accurately recorded in different periods. 

Results and discussion 

Mechanism of production 

In early experiments, it was observed that when an aqueous solution of HA and Gel in a 

neutral pH (above the pKa of gelatin, 4.6) is refluxed, the HA grafted with Gel through the 

Schiff-base reaction of amine groups of Gel with the aldehyde groups of HA (Fig. 1a). In the 

preliminary experiments, it was observed that when EGC is refluxed with XG in an alkaline 

medium (with a pH of ~10, higher than the pKa of the primary alcohol group of XG) the GA 

part of the EGC molecule grafted with XG through the nucleophilic attack of the anionic 

groups of primary alcohol of XG with the ester groups of EGC as demonstrated in Fig.  

1b. About 9.5% and 11.1% (w/w) of HA and GA were grafted with Gel and XG, 

respectively. Then, the aqueous solutions of HA-Gel, GA-XG, and their mixture were 

separately subjected to EBI, leading to the formation of poly phenoxy-free macroradicals 

on the molecular chains of Gel or XG. Subsequently, the hydrogels with a variety of 

homogeneous and heterogeneous IPNs (Fig. 2) were formed through random recombination 

of macroradicals by covalent cross-linking of C-C and C-O bonds of biopolymer chains. To 

improve the mechanical properties and AUL of the hybrid hydrogel, the linear synthetic 

polymer of PAM with a large number of hydrophilic amide functional groups, commonly 

used in the manufacture of commercial agricultural SAP, was added to the mixture of HA-

Gel and GA-XG. The aqueous solution containing PAM, HA-Gel, and GA-XG was then 

subjected to EBI, and a hydrogel with superabsorbent properties called SAP was formed. 

By changing the HA-Gel hydrogel structures into the HA-Gel/GA-XG/PAM SAP form, its 

swelling capacity was increased from 37 to 320 g/g. 

Characterizations of synthesized hydrogels, hybrid hydrogel, and SAP 

The successful synthesis of hybrid hydrogel and SAP (synthesized in a EBI dose of 30 kGy) 

were confirmed by considering their FTIR spectra along with the spectra of their 

components (Fig. 3). The reduction of the primary N-H bending band of the Gel at 1586 cm-

1, the appearance of C=C aromatic stretching band of HA at 1520 cm-1 and also the increase 
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in the intensity and width of the band at 1647 cm-1 that is due to the overlap of the new C=N 

band and C=O amide groups of the Gel in the HA-Gel hydrogel spectrum compared to the 

Gel spectra indicate the successful grafting of HA on the Gel. Similarly, the presence of 

the specific C=C aromatic band of phenolic rings of GA at 1517 cm-1 in the spectrum 

of GA-XG hydrogel compared to the spectrum of raw XG indicates the successful grafting 

of the GA part of ECG on XG. The appearance of the C-N stretching band at 1150 cm-1 and 

N- H bending at 1158 cm-1 in the hybrid hydrogel spectrum compared to the GA-XG 

hydrogel spectrum indicates the presence of HA-Gel chains in the hybrid hydrogel network 

structure. Comparing the SAP and hybrid hydrogel spectra, the increase in the intensity of 

the amide of the C=O stretching band at 1664 cm-1 and the increase in the intensity and 

broadening of the N-H stretching peak at 3394 cm-1 resulted from its overlap with the O-H 

stretching peaks of biopolymers indicates the presence of PAM in the SAP structure 

  

 

 
 

Fig. 1. Scheme of the reaction of HA grafting on Gel (a) and GA grafting on XG (b). 
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Fig. 2. Formation mechanism of the biopolymeric hybrid hydrogel. 
 

 

Fig. 3. FTIR spectra of hybrid hydrogel, SAP and their components. 
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The XRD pattern of Gel, XG, hydrogels, as well as SAP synthesized in a EBI dose of 30 

kGy in the 2θ range of 10-80° was recorded (Fig. 4). The presence of a common sharp 

diffraction peak around 2θ of 20° in the XRD pattern of Gel and XG biopolymers, due to 

the quasi-crystalline nature of most biopolymers [8]. This can be attributed to the formation 

of inter/intramolecular hydrogen bonds between the chains of Gel or XG. In the XRD 

patterns of hydrogels and SAP, this crystalline peak is shifted to 2θ of 23° and its 

appearance is changed to a broad peak that confirms the formation of the irregular 

amorphous network structure. This is because EBI causes the intermolecular hydrogen 

bonds to break, whereas, the random cross-linking between chains of HA-Gel, GA-XG, 

and PAM to predominate. In the XRD pattern of the SAP compared to the XRD patterns 

of the HA-Gel and GA-XG hydrogels, the sharp decrease in peak at the 2θ of 23° is due to 

the intensification of the random cross-linking process by the PAM chains. Thus, SAP has 

higher disorder and more amorphous structure than other prepared hydrogels. 

The mechanical properties and gel content of the sorbents prepared with different doses of 

EBI were investigated and the results are presented in Fig. 5a-d. Based on the results the 

tensile strength and gel content of all hydrogels increased with increasing EBI doses up to 

30 kGy. While from HA-Gel hydrogel  

structure to the SAP structure these trends continued to increase up to 40 kGy. This behavior 

is due to the formation of a higher amount of free polyphenoxy radicals on biopolymeric 

chains at higher EBI doses, increasing the crosslinking density. Swelling and AUL of 

sorbent prepared with different doses of EBI were studied. The results (Fig. 5e) show that 

the swelling of both sorbents decreases with increasing the EBI dose. This is because of the 

formation of more free polyphenoxy radicals on the polymer chains in higher doses of EBI, 

increasing the crosslinking density. While AUL changes is opposite to the trend of changes 

in swelling. Thus, increasing the crosslinking density by the increased EBI dose, increased 

the AUL of the sorbents. 
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Investigating the release of fertilizer from SAP and hybrid hydrogel in soil 

The release profile of FA from the hybrid samples loaded with FA in the sandy soils is 

provided in Fig. 6. In general, FA release from the soil containing FA in pure formulation, 

or FA loaded hybrid hydrogel or SAP significantly is slower than its release in aqueous 

media. This behavior is because of the less mobility of FA molecules in the soil as well as 

insufficient water molecules in the soil for its complete dissolution. Furthermore, the rate of 

the release of FA from the soil treated with FA loaded on either hybrid hydrogel or SAP is 

slower than its rate from the soil treated with pure FA. Thus, on the first day, 97% of the 

FA was released from the soil treated with pure FA, whereas, from the soil containing FA 

loaded hybrid hydrogel or SAP, 86% and 81% of FA were released within 15, and 30 days, 

respectively. The slower release of the FA from the SAP compared to the hybrid hydrogel 

is due to the higher density of crosslinking between the biopolymer and PAM chains, which 

leads to the harder penetration and transfer of FA molecules from the depth of the polymer 

to the soil. The higher FA loading capacity and swelling, as well as the slower release of the 

FA from the SAP compared to the hybrid hydrogel, make it more suitable for practical 

applications. 

Fig. 4. XRD patterns for raw Gel, raw XG, HA-Gel hydrogel, GA-XG 

hydrogel, and SAP. 
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Fig. 6. The mechanical properties and gel percentage of HA-Gel hydrogel (a), GA-XG hydrogel (b), 

hybrid hydrogel (c), and SAP (d) in different doses of EBI. The effect of EBI dose on the swelling 

and AUL (by applying a pressure of 0.7 psi) of hybrid hydrogel and SAP in distilled water (e). 
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Fig. 6. Release profile of FA as pure formulation and loaded in hybrid hydrogel 

and SAP in soil. 

Evaluation of the effect of FA-loaded SAP on the growth of fodder corn 

The results of the investigation of the effectiveness of FA-loaded HA-Gel/GA-XG/PAM 

(SAP synthesized in a EBI dose of 30 kGy) on the growth of fodder corn in different periods 

are provided in Fig. 7. As the results show, the germination speed of the plant in the soil 

treated with FA-loaded SAP in the study area of C is higher area of A and B. Thus, after 3 

days, the average height of fodder corn sprouts in the study area of C was equal to 6.4 cm 

while in the areas of A and B were 3.7 and 4.4 cm, respectively. In all periods, the freshness 

and the considered growth indicators of the plants in the area of C were significantly higher 

compared to plant growth in areas A and B. The first flowers of group C were ripened after 

57 days whereas for group A it happens after 75 days. Furthermore, over time the number 

of flowers produced in group C increased compared to groups A and B, resulting in a 

quantitative increase in the yield of corn planting in soil treated with FA-loaded SAP. The 

increase in considered growth indicators for group B compared to group A is due to the 

presence of pure FA in the soil. It was also observed that a reduction of the amount of water 

consumption to half, after the first 3 periods of irrigation has no disturbance effect on the 

growth of fodder corn in region C, while it caused the growth of plants in areas A and B to 

be slower and weaker (especially from the 25th day onwards). These performances can 

greatly alleviate the problem of the limitation of water resources in dry areas and ultimately 

increase the economic benefit of greenhouse production. 

Conclusions 
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In this study, two hydrogels, a hybrid hydrogel, and SAP were prepared based on Gel, XG, 

HA, GA  

biopolymers, and PAM by the EBI method. Preparation with the clean and sterile method of 

electron irradiation, rather than toxic and allergenic chemicals, commonly used in 

polymerization processes, improves the biocompatibility of the synthesized hydrogel/SAP 

for soil and plants. Compared to the hybrid hydrogel, SAP showed a higher capacity for 

fertilizer loading, slower FA release, and a higher ability in water absorption. The addition 

of FA-loaded SAP, as the miniature storage source of water and fertilizer, to the soil, 

significantly improved plant growth performance because of the increased soil moisture,  

as well as longer water and fertilizer availability to the roots because of the gradual and 

slow release 

 
 

Fig. 6. Digital photographs of the growth process of fodder corn 
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Abstract 

In the present work, hemostatic powder based on starch (St) biopolymer was 

synthesized using a new and innovative production method with the help of electron 

beam irradiation (EBI). Compared to common chemical methods, the Irradiation 

methods have advantages such as high production speed (suitable for industrial scale 

production), no use of common chemicals in polymerization processes (such as 

initiators or crosslinkers), sterilization and production at the same time, no waste 

generation and performing the reaction at room temperature. In the first stage, by 

using and introducing a new method (chlorination and amination of starch and 

subsequent grafting of plant polyphenols on starch), crosslinking reactions prevailed 

over chain breaking reactions (under high-energy electron beam irradiation). The 

chemical and physical structure of the product was studied by FTIR, SEM, EDX, 

XRD, TGA. The effect of electron beam irradiation dose on swelling, gel percentage 

and mechanical properties of hemostat product was studied. Considering the higher 

swelling and appropriate mechanical properties of hemostatic samples synthesized at 

15 kGy irradiation dose, this dose was selected for product synthesis. Fortunately, the 

absorption rate and capacity of hemostatic powder synthesized by irradiation method 

was higher than commercial samples. 

 

Keywords: Electron beam irradiation, Hemostatic powder, Modified biopolymers, 

Starch 

 
INTRODUCTION 

One of the main concerns of surgeons during surgery is maintaining blood flow 

in the body and minimizing blood loss, because in many cases the bleeding is a threat 

to the patient's life. Therefore, it is very necessary to prepare a suitable hemostatic 

agent with high blood coagulation efficiency in order to achieve the desired surgical 

results. Often, surgeons' first choice to control bleeding is to apply direct pressure or 

compact the bleeding site, however compression or other mechanical methods may 
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not be appropriate in all surgical procedures. For example, if the place of bleeding is 

unidentifiable (or scattered) or the patient has an inherent coagulation disorder, these 

methods cannot be used to control bleeding. Recently, thermal methods such as lasers 

have become suitable surgical options to reduce bleeding. However, since the frequent 

use of burning and other thermal methods can cause problems, the use of this method 

is limited [1, 2]. 

Hemostatic powders (can be used in all types of bleeding) are among the most 

common, fastest, easiest, and most accessible methods for surgeons to stop bleeding. 

These hydrophilic polymer powders with a network structure, by absorbing blood 

plasma, cause concentration and accumulation of platelets and blood coagulation 

factors at the bleeding site. In addition, after these substances come into contact with 

blood, they quickly create a gel matrix and create a mechanical barrier by 

connecting to  the blood tissue. Hemostatic powders are usually used as an absorbable 

(degradable) powder in heart, vascular, orthopedic, spinal, nerve surgeries to prevent 

bleeding from capillary, venous or vessels under pressure. These powders are also 

used in wars for soldiers and war casualties, accidents and general injuries that lead 

to bleeding [3]. 

Hemostatic powder products are mainly made on natural biopolymers or synthetic 

polymers (polycyanoacrylate, polyacrylate, polyalkyne oxides). The use of 

biopolymers compared to all kinds of synthetic polymers in the manufacture of the 

mentioned product has advantages such as not causing sensitivity or toxicity to the 

body, more similar to the molecular structure of body tissues, biocompatibility and 

degradability (faster absorption in the body) [1-4]. In addition, their production 

resources are cheap and available. Since hemostatic powders will remain in the body 

for a considerable period of time, they must show very good biocompatibility so as 

not to lead to immune or chronic inflammatory responses, tissue adhesion or infection. 

Therefore, the best choice of raw materials to make them are biopolymers such as 

starch. However, so far no study has been done for the synthesis of homeostatic 

compounds based on biopolymers, especially starch modified (chlorinated and 

aminated) with polyphenols using EBI method, and the present design is based on a 

new formulation and an innovative production method with suitable innovation for 

production of hemostatic powder. 
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EXPERIMENTAL 

Reagents and instrumentation 

All reagents and chemicals with analytical grade were prepared from Sigma-

Aldrich (St. Louis, MO, USA). For the preparation of the sorbents, a high-energy 

Rhodotron industrial electron accelerator device, model TT200, with energies of 10 

MeV (located in Yazd, Iran), was used. Irradiation dosimetry was done by cellulose 

triacetate film. The irradiation dose rate was 7.5 kGy s-1 and the electron beam current 

was 5.0 mA. 

Chlorination and amination of raw starch 

For starch chlorination (St-Cl), 0.2 g of raw starch was added to 100 mL of 

alkaline ethanol mixture and it was made into a suspension. Then 10 mL of 

epichlorohydrin (ECH) was added to the suspension mixture and refluxed for 6 hours. 

At this stage, ECH was attached to the surface of St. Then the starch deposits were 

separated with filter paper and washed with ethanol 3 times to remove unreacted 

reagents and finally dried at room temperature. To amination starch, 0.2 g of St-Cl 

was added to 50.0 mL of water/ethylene diamine (EDA) mixture (1:1 v/v) and then it 

was stirred at 55°C for 4 hours by a magnetic stirrer. After the completion of the St-

Cl aminolysis reaction, 200 mL of ethanol was added to the solution and stirred by a 

mechanical stirrer at room temperature to remove unreacted EDAs. The resulting St-

N deposits appeared in the form of a white suspension, which was gently stirred in an 

ice water bath for 2 hours to complete the St-N deposition process. Then the resulting 

mixture was centrifuged at 5000 rpm for 5 minutes. Finally, the St-N precipitates were 

separated, washed three times with ethanol and air-dried at room temperature. 

Grafting of caffeic acid (CA) on St-N 

0.2 g of St-N and 0.6 g of chlorogenic acid (CGA) were added to 100 mL of 

distilled water. The pH of the mixture was adjusted to 7 using NaOH solution, and the 

mixture was refluxed at 60 ºC for 6 hours while vigorously stirring. After the 

completion of the aminolysis reaction of CGA ester groups and the capture of the CA 

part of CGA on St-N, 200 mL of ethanol was added to the above solution and stirred 

by a mechanical stirrer at room temperature to remove unreacted CGAs with St-N and 

St-N- CA particles appear as yellow deposits. The resulting suspension was placed in 
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an ice water bath and gently stirred for 2 hours to complete the deposition process of 

St-N-CA. The resulting sediments were separated by centrifuging the suspension for 

5 minutes at 5000 rpm. Then the St-N-CA deposits were washed three times with 

ethanol and dried at room temperature. 

Preparation of hemostatic powder based on St-N-CA by crosslinking process through 

EBI 

0.2 g of St-N-CA was added to 50 mL of distilled water and the mixture was 

stirred for 2 hours at room temperature by a mechanical stirrer until it was completely 

dissolved. Then 20 mL of the gel solution was transferred to a Petri dish and covered 

with plastic film to prevent water evaporation and subjected to EBI in the range of 5-

20 kGy. The resulting crosslinked biopolymers were washed several times with 

distilled water to remove unreacted biopolymers or biopolymers formed with low 

molecular mass, and then dried in a vacuum oven at 50 °C for 2 days. Finally, the 

dried film was converted into fine granules (below 100 microns) by hammer mill and 

stored in a desiccator before use. 

Results and discussion 

Mechanism of production 

In this project, by using and introducing a new method (chlorination and 

amination of St and subsequent grafting of plant polyphenols on St such as CGA, 

cross-linking reactions prevailed over chain breakage reactions (under high-energy 

EBI) [5, 6]. It is not possible to graft polyphenolic reagents on starch to create suitable 

sites for radiation crosslinking reactions by raw starch biopolymer chains. Therefore, 

before carrying out polyphenol grafting and radiation crosslinking, modification 

reactions such as chlorination and amination of raw starch must be done. In the first 

step, to chlorinate raw starch, St was chlorinated by ECH during a heterogeneous 

chemical reaction (Fig. 1a). Here, ECH can react as a cross-linker with the hydroxyl 

groups of St, and it can also be attached and stabilized on the surface of St. The use 

of ethanol solvent mixture reduces more cross-linking ractions and causes more ECH 

binding on the St surface. First, ECH is attached to the St surface through the attack 

of St hydroxyl groups on the epoxy ring of ECH and its opening. A summary of the 

mentioned chlorination reaction for St is shown schematically in Figure 1a. In the 
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second step, in order to amination the St-Cl, EDA is added to the St-Cl aqueous 

solution and refluxed. EDA, through the anionic attack of its amine groups on the 

residual chloride end of ECH immobilized on St, removes chlorine and binds to the 

St surface. A summary of the starch amination mechanism and St-N preparation is 

shown in Figure 1b. The grafting of the phenolic part of CGA (CA) on St-N takes 

place through the nucleophilic attack of the amino groups of St-N on the ester groups 

of CGA (Figure 1c) and thus the CA part of the CGA molecule is grafted on the St-

N. The color change of St to yellow indicates the successful grafting of CA on St. In 

the last step (Fig. 2), St-N-CA in the aqueous media and exposed to EBI leads to the 

production of stable and non-destructive polyphenoxy macroradicals, which as soon 

as the biopolymeric chains come close to each other, the macroradicals are connected 

together and thus cause the crosslinking of the biopolymeric chains (made of covalent 

bonds, C-C or C-O). 

Fig .1. View of St chlorination reaction (a), St-Cl amination (b) and CA grafting on 

St-N (c). 
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Fig. 2. Schematic of crosslinking mechanism of St-N-CA biopolymeric chains 

due to electron irradiation and synthesis of the final product of hemostatic. 

Characterizations of synthesized hemostatic powder 

FTIR analysis was performed to confirm the amination of St and also grafting of 

CA on St-N (Fig. 3). The appearance of amine bands in spectrum St-N and the 

appearance of amide bands in spectrum St-N-CA (C=O stretching peaks at 1652 cm-

1, C-N stretching at 1150 cm-1, N-H stretching at 3095 cm-1 and N-H bending at 1534 

cm-1) respectively, confirming the St amination reaction and the successful grafting 

of the CA part of CGA on St-N. The presence of C=C aromatic stretching peaks of 

the benzene ring of the CA part of CGA at 1601 cm-1 and also the increase in the 

intensity of the peak at 1652 cm-1 due to the overlapping of the CA vinyl group and 
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the newly formed amide C=O groups in the spectrum of St- N-CA compared to the 

pure St spectrum also indicates the successful grafting of the CA part of CGA on St-

N. 

Fig. 3. FTIR spectra of components of hemostatic powder. 

The surface morphology of freeze-drying sample of St-N-CA before and after EBI 

(15 kGy) was examined by SEM images (Fig. 4a, b). The different appearance of 

morphology, porosity and uneven surface created in the material before (Fig. 4a) and 

after (Fig. 4b) EBI indicates the formation of a 3-D network polymer structure (which 

is distributed heterogeneously) in hemostatic powder. The open and porous structure  

 

Fig. 4. SEM images of St-N-CA samples before (a) and after (b) EBI. 
 

related to the created networks polymer increases the permeability and easier transfer  

of the molecules of the aqueous media of the blood (during the swelling phenomenon) to 

the depth of the network structure of hemostatic powder and thus increases its absorption 

capacity and rate. 

EDA immobilized to the structure of hemostatic was also investigated by EDX analyzes 

(Fig. 5). The presence of the nitrogen signal and the disappearance of the chlorine peak in 

the St-N and St-N- CA spectra indicate the successful stabilization of EDA with St-Cl 

through the removal of chlorine. 
 

The thermal stability of raw St, St-N-CA before and after EBI (15 kGy) was 

investigated by TGA analysis (Fig. 6). As can be seen, the thermal stability of St-N-CA is 

reduced compared to raw St. This behavior can be due to breakage of starch caused by the 

successive process of chlorination, aminolysis and grafting. The thermal stability of 

hemostatic powder based on cross-linked St-N-CA compared to raw St is clearly 
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improved. For example, the residual weight of raw St at 350 ºC is equal to 32%, which is 

less than the residual weight of hemostatic powder (42.5%) at the same temperature. In 

general, the thermogram of hemostatic powder shows a gradual decrease in weight with 

less intense weight loss at different temperatures compared to the thermograms of raw 

St and St-N-CA. This improvement in thermal stability is due to the random crosslinking 

between St-N-CA chains through EBI, which can act as a thermal barrier (Because of the 

hydrophilic network structure of the samples). 

Fig. 5. EDX spectra of St-Cl, St-N and St-N-CA 
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Fig. 6. TGA graphs of St and St-N-CA before and after EBI. 
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Raw St usually has a granular structure with 15 to 45% crystallinity, which belongs 

to its type A structure, which can be recognized by the sharp peaks at the positions of 

15.5º, 17.1º, 18.3º and 23.4º (Fig. 7). The XRD patterns of raw St, St-N-CA before and 

after the cross-linking process using EBI (15 kGy) are shown in Fig. 7. However, when St 

is subjected to the successive reactions of chlorination, aminolysis and polyphenolic 

grafting, the crystal structure changes. The created amine or polyphenolic groups play an 

important role in the order and stabilization of linear starch amylose molecules and 

minimizing retrogression. The reduction and disappearance of some crystal peaks for St- 

N-CA before EBI and only the observation of 2 peaks at the positions of 17.0º and 20.1º 

indicate the change in the nature of part of the St crystallinity due to the mentioned 

reactions. However, the intensity of these crystal peaks in the XRD pattern of St-N-CA 

hemostatic powder has been greatly reduced or disappeared due to the random crosslinking 

process with EBI and the formation of an amorphous structure. 

 

Fig. 7. XRD patterns of raw St (a), St-N-CA before (b) and after (c) the cross-linking 

process using EBI. 

Effect of EBI dose on swelling, gel percentage and mechanical properties of synthesized 

hemostatic powder 

As can be seen from the results of Fig. 8, swelling of hemostatic powder has 

decreased with increasing EBI dose. These observations can be related to the 

production of more free macroradicals of polyphenoxy grafted on St followed by the 

increase of cross-linking density at higher EBI doses. Because as a result of this 
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process, the mobility of biopolymer chains is reduced and water molecules hardly 

penetrate into the hemostatic networks. Also, the effect of EBI on the mechanical 

properties of hemostat hydrogel films (before the drying and grinding processes) was 

investigated. With increasing EBI dose, gel percentage and mechanical properties 

(compressive and tensile strength, Fig. 8b) of hemostatic samples increased due to the 

formation of polyphenoxy free macroradicals and as a result of increasing the density 

of crosslinking between St biopolymer chains. The compressive strength of more than 

60% for samples of synthesized at EBI dose values higher than 10 kGy indicates the 

appropriate hardness of the prepared hemostatic powder for practical applications. 

Considering more economical in production with lower irradiation doses, the higher 

swelling and also appropriate mechanical properties of hemostatic samples  

 

synthesized at 15 kGy irradiation dose, this dose was used for product synthesis 

and further studies. 

 

Fig. 8. Effect of EBI dose on swelling, gel percentage and mechanical properties of 

hemostatic powder. 

Study and comparison of absorption rate of synthesized hemostatic powder with other 

commercial products 
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In general, the mechanism of action of hemostatic products in stopping 

bleeding is through the absorption of the aqueous media of blood plasma and as a 

result the concentration of blood coagulation factors, which accelerates the process of 

stopping bleeding. To check and compare the effectiveness of the synthesized product 

(at 15 kGy) as a hemostatic agent, the results of the time profile of blood absorption 

capacity by commercial hemostatic powders (Perclot, Celox, Arista and Chitohem) 

and the synthesized hemostatic product are shown in Fig. 9. As it is known, the 

synthesized product has a better absorption capacity and rate (less time) than the 

introduced commercial products, which is caused by the synergistic effect of EBI in 

creating porosity (to carry out the crosslinking reaction in the aqueous media and the 

confinement of water molecules in polymer networks and finally the exit of water in 

the drying stage) in nano and micro dimensions during the crosslinking reaction of 

the biopolymer chains. For example, the synthesized product reaches the maximum 

swelling capacity of 33 g/g in 35 seconds, while the Perclot and Chitohem products 

(in this time) reach swelling values of 18 and 7 g/g, respectively. Also, the Celox 

product reaches the maximum swelling capacity of 15 g/g in 55 seconds, and the 

Arista product reaches the swelling value of 16 g/g in 60 seconds. 

 

Fig. 9. A comparison of the time profile of absorption capacity of commercial 

hemostat powders and synthesized product in the blood media. 

Conclusions 

In this work, hemostatic powder was prepared by introducing a new 

production method based on modified starch biopolymers using the EBI method. 
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Production with the clean and sterile method of EBI, rather than toxic and allergenic 

chemicals, commonly used in polymerization processes, improves the 

biocompatibility of the synthesized hemostatic powder for human body. The chemical 

and physical structure of the product was confirmed by FTIR, SEM, EDX, XRD, 

TGA. With increasing EBI dose, gel percentage and mechanical properties of 

hemostatic samples increased. Considering the higher swelling and appropriate 

mechanical properties of hemostatic samples synthesized at 15 kGy irradiation dose, 

this dose was selected for product synthesis. The absorption rate and capacity of 

hemostatic powder synthesized by irradiation method was higher than commercial 

samples. Full compatibility with green chemistry production processes, no waste 

generation, high production speed, reaction at room temperature and pressure are 

among the advantages of this synthesis method for hemostatic products. 
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Abstract 

In order to ascertain the lifespans of fuel elements in reactors, determine the safety 

thresholds for reactor operation, or simulate fuel performance, it is imperative to 

acquire a more comprehensive understanding of the mechanical interactions 

between metallic fuels and cladding. In this investigation, the feasibility of 

mechanical testing fuel clad samples under KHRR conditions was evaluated at 

the Tehran Research Reactor. In order to determine the high flux position, the 

TRR core's irradiation positions have been studied. Through the implementation 

of a novel fuel assembly arrangement referred to as compact-core, the placement 

of high-flux radiation, C6, was successfully achieved by using MCNPX v2.7 

code. The fuel clad sample was simulated with two mechanical tests of rings and 

rectangular tension due to the presence of IPS in C6 and the space constraint of 

approximately 14 mm. The neutronic parameters of the core were calculated both 

in the presence and absence of the mechanical test cladding sample. The sample's 

radiation dose rate was also computed. The results indicate that the Tehran 

Research Reactor offers a good chance of being used for fuel clad mechanical 

testing. Additionally, the estimated dose rate computed from the fuel clad sample 

may be helpful in determining the permissible dose for sample transportation 

following irradiation. 

Keywords: Fuel clad sample, fast flux, mechanical prototype testing, dose, 

MCNPX v2.7 

1 INTRODUCTION 

In a nuclear reactor, investigation of the radiation effect on the  structure material 

performance has a crucial role in the fuel loading process at the new research 

https://www.google.com/search?rlz=1C1GCEA_enIR905IR905&sxsrf=AOaemvLm8ELTOinUd3E5orQjQDdYpA37dQ:1634730557765&q=crucial&spell=1&sa=X&ved=2ahUKEwjOtMvx9djzAhWO_KQKHcDwDd0QkeECKAB6BAgBEC4
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reactor design [1, 2]. As metallic fuels are exposed to radiation, they undergo a 

swelling process until reaching a burnup of 1-2 at. %, at which point they come 

into contact with the cladding [3]. In regions of the fuel- 

cladding interface where there is sufficient contact, there is a possibility of 

interdiffusion occurring between the fuel, fission products, and cladding 

constituents. This chemical interaction between the fuel and cladding can give 

rise to the formation of interaction zones along the inner surface of the cladding. 

These interaction zones can have an impact on the performance of a fuel element. 

They can be brittle, leading to the initiation of cracks that can compromise the 

mechanical integrity of the cladding [4, 5]. Therefore, To find the fuel 

element lifetimes in reactors, calculate the safety limits for reactor operation, 

or model fuel performance, a deeper comprehension of the 

mechanical interactions between metallic fuels and different kinds of cladding is 

necessary [4]. Tehran Research Reactor (TRR) as Material Testing Reactor 

(MTR) can be used to evaluate the performance of structural materials in the new 

reactor design. This article investigates the use of the TRR for the fuel clad 

mechanical test samples and their dose during 1-cycle operation of the Khondab 

Research Reactor (KHRR) under radiation conditions (the required fluence is 

6.2×1020 (n/cm2)). 

2. Material and method  

2.1 Simulation of at TRR’s compact core 

TRR is a pool type and light water moderated research reactor with a 5 MW 

nominal power. The water is used for reflecting, cooling and biological shielding. 

Its solid fuel assemblies include low enriched uranium fuel plates in the form of 

U3O8Al alloy [6]. To make a high flux radiation position in the core of TRR the 

new fuel assemblies’ arrangement, compact-core, has been considered. The 

compact-core contains 19 Standard Fuel Element (SFE), 5 Control Fuel Element 

(CFE) and 6 irradiation positions. In order to estimate high neutron flux, the 

position of the fuel assemblies of the compact-core has been modeled using 

MCNPX v2.7 code [7] (illustrated in fig. 1). It is notable that, the MCNPX code 
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which was applied in this study has been verified by ref [8]. Furthermore, the first 

core of TRR has been simulated using MCNPX v2.7 and compared with FSAR 

in order to verify the results of these computations. 

2.2 Mechanical testing of fuel clad sample 

The ASTM E 453 standard lists several mechanical test methods for fuel 

clad samples, such as rings, rectangular, tensile tests and  etc. [9]. Due to the 

insufficient space (~14mm) available for irradiating test samples, the radiation 

testing of fuel clad sample will focus on the rectangular and ring tension tests [9]. 

The fuel clad of the KHRR reactor is composed of 99 % Zr and 1% Nb. Since 

zirconium alloys have a very low thermal neutron absorption cross-section, they 

are frequently used as fuel rod cladding [10]. Due to the high flux of neutron in 

C6 and presence of an In-pile section in the center of the C6 irradiation position, 

the KHRR fuel clad sample is simulated in the corners of it using MCNPX v2.7 

code. This samples are visualized in fig2. Calculations were also made for some 

fundamental parameters of the TRR such as multiplication factor (Keff) and power 

with and without fuel clad sample. In order to make operation condition of the 

KHRR, the fluence is considered 6.2×1020 (n/cm2). The fast neutron flux (En≥ 

1MeV) along the C6 at points A and B has been calculated using the MCNPX 

Tmesh card (see fig 2), to estimate the appropriate irradiation time for the sample 

of fuel cladding. To identify another suitable palace for the mechanical test of the 

fuel cladding sample, the vertical fast neutron flux in the channels F9, F6, F4, A9, 

and A3 has also been calculated. 

2.3 Calculation of fuel clad sample dose 

The ORIGEN code [11], which was used as a gamma source in the MCNPX v2.7 

code input for the gamma dose rate calculations, was utilized to calculate the 

uranium oxide fuel assembly gamma-emission rates. In the computational 

simulation the detector dimension (2.25*18 cm2) was applied.  The source's 

gamma particle transport distribution in the axial and radial directions in the clad 

is depicted in Figures 3a. The detector simulation at a distance of 50 cm from the 

clad surface is depicted in Fig3b.  
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The gamma dose rates were determined by applying the DE/DF flux to dose 

conversion factors and using the F4 tally of the MCNPX v2.7 code. At a distance 

of 0, 50 and 100 cm from the clad surface, the gamma dose rates in water and air 

were computed.  

 

 

 

 

 

 

 

Fig. 1. Top view of TRR core simulation input of MCNPX v2.7 code taken by Visual Editor ver.x-

22s. 

 

 

 

 

Fig. 2. Top and side view of the fuel clad sample taken by the Visual Editor ver.x-22s. 

 

 

 

 

 

Fig. 3a. the axial and radial view of gamma source, 
3b. detector simulation at a distance of 50 cm from the clad 

 

 detector 

clad 
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3. Result and discussion  

Table 1 presents the calculated values of average fast neutron flux for the 

situation (A) and (B) of C6 and other irradiation positions of the TRR core. The 

radiation required time to overtake the considered fluence 6.2×1020 (n/cm2) of 

KHRR, are indicated in table1. Since position C6 has a higher average fast 

neutron flux than the other irradiation positions, it takes less time for irradiation 

to reach the KHRR's fluence conditions. So, for the purpose of continuing to 

examine the mechanical test samples of the clad, irradiation position C6 was 

selected. The calculated multiplication factor (Keff) and power during the 

presence or absence of the ring and rectangular fuel clad sample are reported in 

table 2. The results in Table 2 demonstrate that the TRR core's safe operation is 

unaffected by the presence of clad mechanical test samples on the sample surface 

at 0, 50, and 100 cm away, fuel clad sample test dose rate in (mSv/h) units 

at different cooling times is shown in Tables 3 and 4 respectively. Figures 4, 5, 

and 6 present a comparison of the dose rate computed in the air and water 

at various cooling times and at 0, 50, and 100 cm from the clad surface. 

Conclusion 

Using the MCNPX v2.7 code, the average of fast neutron flux and radiation time 

required have been calculated for two points in C6 and the other irradiation 

positions of the TRR core. Multiplication factor and power during the presence 

or absence of KHRR fuel clad sample in the TRR core have been reported in table 

1.  The obtained results show that, the C6 irradiation position of the TRR core is 

useful for mechanical test of fuel clad sample and structural materials under 

KHRR conditions. Furthermore, the other irradiation positions of TRR core can 

be useful in long-term TRR core operation. The dose of fuel clad sample was also 

computed at various cooling times in order to produce information that was 

helpful from the perspective of transportation following irradiation. 

Table1. Average Fast neutron flux and required irradiation time in the corner of C6 

irradiation position and other irradiation positions 

 

                                   

 

point ( A) 

in C6  

 

point ( B) 

in C6  

 

A3 A9 F4 F6 F9 A3 
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Table2. safety parameters of TRR core 

 
Safety parameters 

 

 Keff  

( pcm) 
∆k Power(kW) %∆p(kW) 

With the  

sample in TRR 

core 

1.00257 

±0.0006 

127 

25.1 

3.3 
Without the  

sample in TRR 

core 

1.00384 

±0.0006 
25.9 

 

Table3. dose in water from the surface of the clad 

 
Dose in the air 

(mSv/h) 

 

 from the clad 

surface 

 Time of cooling 

(day) 

100m 50cm 0cm  

3.55E+02 1.39E+03 1.47E+05 0 

2.59E+02 1.01E+03 1.07E+05 10 

2.23E+02 8.70E+02 9.21E+04 20 

1.92E+02 7.50E+02 7.94E+04 30 

1.66E+02 6.47E+02 6.85E+04 40 

1.43E+02 5.59E+02 5.92E+04 50 

1.23E+02 4.82E+02 5.10E+04 60 

 

 

Table4. dose in the air  from the surface of the clad 

 
Dose in the water 

(mSv/h) 

 

 from the clad 

surface 

 Time of cooling 

(day) 

Fast 

Neutron Flux  

×1013(n/cm2.s) 

5.83 

 

2.96 

 

0.51 0.48 0.69 0.86 0.29 0.51 

time for irradiation 

(Days) 
120 235 1400 1505 1047 834 2459 1400 
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100m 50cm 0cm  

2.34E+00 2.40E+02 1.70E+05 0 

1.55E+00 1.70E+02 1.24E+05 10 

1.33E+00 1.47E+02 1.07E+05 20 

1.14E+00 1.27E+02 9.21E+04 30 

1.03E+00 1.10E+02 7.94E+04 40 

8.91E-01 9.58E+01 6.86E+04 50 

7.85E-01 8.31E+01 5.90E+04 60 

 

 

 

 

 

Fig. 4. comparison of the sample clad dose rate  in the air and water from 0 cm of the surface 

clad 

 

 

 

 

 

Fig. 5. comparison of the sample clad dose rate in the air and water from 50 cm of the surface 

clad 

0 (cm) from the clad 

surface 

50 (cm) from the 

clad 
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Fig. 6. comparison of the sample clad dose rate in the air and water from 100 cm of the 

surface clad 
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Abstract 

Almost more than 80% of superabsorbent polymers are used in the production 

of baby diapers. In the present project, hygienic superabsorbent polymers 

(SAP) based on neutral polyacrylamide polymer were created and synthesized 

in aqueous medium using a new production method with the help of sodium 

dodecyl sulfate micelles and clean and sterile electron beam irradiation 

method. The use of high-energy irradiation processing methods is a suitable 

alternative for making sanitary polymer products (especially in biomedical 

applications) compared to traditional and common chemical methods. By 

creating a porous structure in the SAP, the swelling increased from 46 to 58 

g/g. Also, according to the increase of irradiation dose from 10 to 40 kGy, the 

swelling of the porous SAP decreased from 68 to 54 g/g and its absorbency 

under load (AUL) increased from 14 to 28 g/g. The porous SAP designed in 

order to improve the AUL properties and non-blocking of the gel was surface 

modified with the help of the new reagent 1, 6-hexanediol in the next step. By 

performing this surface modification process, AUL of the porous SAP was 

improved from 22 to 28 g/g. The chemical and physical structure of the 

product was studied and confirmed by SEM, BET, EDX, XRD and gel 

percentage. The effect of electron beam irradiation dose on swelling 

properties and AUL of the product was studied. Fortunately, by using the 

HPLC method, the amount of residual monomer in the final product was 

obtained with the present method much less than the permissible limit 

declared in scientific references. 

Keywords: Electron beam irradiation, Superabsorbent polymers, Hygienic 

purposes, Polyacrylamide, Porous polymer 
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INTRODUCTION 

Super absorbent polymers (SAP) were first produced in the late 1960s in 

USA, and their commercial types were introduced to the USA market in the 

early 1970s. The main use of this product was initially in agriculture and 

horticulture, where it was used as a hydrogel to maintain soil moisture during 

the growth stages of plants [1]. With the passage of time, the range of SAPs 

used in the production of other polymer products also increased, and in this 

way, hygienic industries benefited more than other sectors from the 

characteristics and properties of SAPs. So that in 1982, Japan was able to 

revolutionize the baby diaper production industry and introduce 

superabsorbent diapers to the market [2]. Hygienic SAP can be formed in pure 

or composite form of highly hydrophilic polymeric materials that have high 

water absorption speed and capacity. These polymers are able to quickly 

absorb the aqueous media up to 100 of times their weight, which are 

usually made of neutralized acrylic acid and are converted into polymer 

networks by crosslinking linear polymer chains. In hygienic products, these 

polymers quickly absorb and store biological fluids and prevent further 

leakage and penetration of these fluids into different areas of the skin. As a 

result, skin inflammations and infections are greatly reduced [3]. 

The common chemical method for the production of SAPs in several phases 

of petrochemical centers starts from the extraction of sea gas and in the later 

stages it is converted into propylene, propylene oxide, acrylic acid and sodium 

polyacrylate [1-3]. Due to the lack of petrochemical facilities required for the 

production of acrylic acid raw material and its expensive supply through 

imports to the country, in the current proposed method, the neutral 

polyacrylamide (PAM) is used instead of acrylic acid and also the electron 

beam irradiation (EBI) system is used instead of petrochemical facilities. 

Considering the polymerization reactions in the aqueous solvent media and at 

room temperature and pressure for the EBI method as well as the removal of 

toxic and expensive chemical reagents (such as catalysts, initiators and 

crosslinkers) common in petrochemical processes, the proposed method can 

be a suitable method for producing hygienic SAP products [4, 5]. 
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Increasing the rate of absorption is one of the most important quality 

parameters of sanitary superabsorbent products. One of the ways to increase 

the speed of water absorption in superabsorbent SAPs is to create 

interconnected pores in the polymer tissue, which accelerates the water 

absorption process. Since in this project we use viscous polymer solution to 

make sanitary SAP, therefore applying porosity by foaming chemical 

reagents in them is not as easy as monomeric polymerization processes. 

Surfactants (in addition to having antimicrobial properties) by forming a self-

assembled structure in the aqueous media, create a suitable template for the 

formation of holes in the polymer tissue in the polymerization process [6]. 

Therefore, in this project, the ability to form a micellar self- assembly 

structure of an anionic surfactant (sodium dodecyl sulfate) can be used to 

improve the porosity of the SAP structure. In order to prevent the 

phenomenon of gel blocking and also to improve AUL in this project, by the 

method of partial surface modification of hydrophobicity (in order to partially 

increase the surface hydrophobicity) of SAP granules with the help of a new 

diol reagent (1,6- hexanediol) in an anti-solvent media with the help of 

thermal reactions 

EXPERIMENTAL 

Reagents and instrumentation 

All reagents and chemicals with analytical grade were prepared from Merck 

(Darmstadt, Germany). For the preparation of the sorbents, a high-energy 

Rhodotron industrial electron accelerator device, model TT200, with energies 

of 10 MeV (located in Yazd, Iran), was used. Irradiation dosimetry was done 

by cellulose triacetate film. The irradiation dose rate was 7.5 kGy s-1 and the 

electron beam current was 5.0 mA. 

Preparation of porous and non-porous SAP by EBI method 

To prepare porous SAP, 3.0 g of PAM with 0.1 g of sodium dodecyl sulfate 

(SDS) was added to 50 mL of 4.0% w/v sodium chloride solution and then 

stirred for 2 hours at room temperature with a magnetic stirrer. 20 mL of 
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the resulting gel solution was transferred to a Petri dish and covered with a 

thin plastic sheet to prevent water evaporation, and then subjected to electron 

irradiation in the range of 10 to 40 kGy. The resulting SAPs were washed 

several times with distilled water to remove unreacted polymers or polymers 

with lower molecular mass. Finally, to remove the SDS micelles trapped in 

the polymer networks, the SAPs were washed several times with ethanol-

water mixture (8:2 v/v) and the prepared porous SAPs were dried for 2 days 

at 45 ºC. The dried porous SAPs were converted into granules in the range of 

250-700 microns using a hammer mill and stored in a sealed polyethylene bag 

for further use. Non-porous SAP was prepared as above but without adding 

SDS and NaCl salt. 

Surface modification of porous SAP particles with 1,6-hexanediol 

5.0 g of the porous SAPs milled in the previous step were added to a flask 

containing 200 cc of ethanol/1,6-hexanediol two-part solution (1:3 ratio) and 

the resulting suspension was refluxed for 4 hours at 65 °C. After performing 

partial stabilization reaction of diol reagent on the surface of PAM hydrophilic 

amide functional groups and coating some of them (increasing surface 

hydrophobicity), the resulting porous SAP sediments were separated with filter 

paper and three times with ethanol and then once with distilled water (to 

remove unreacted diols) was washed using a magnetic stirrer. After completing 

the washing process, SAP granules were dried again in the oven. 

Results and discussion 

Mechanism of production 

The use of EBI method to perform polymerization and cross-linking of 

polymers is a suitable and environmentally friendly method that eliminates all 

the disadvantages of traditional chemical methods and does not require the use 

of toxic and dangerous chemical solvents or reagents, as well as time-

consuming processes common in chemical polymerization methods. In 

addition, EBI methods have advantages such as high speed of production 

(suitable for production in industrial dimensions), sterilization and product 
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production at the same time, no waste generation, and reaction at room 

temperature (less energy and fuel consumption). In this work, the aqueous 

PAM solution was subjected to electron beam irradiation, which  

results in the formation of free radicals on the PAM polymer chain and the 

subsequent recombination of these macroradicals, the process of inter-chain 

crosslinking occurs. Also, in this study, the ability to form the self-assembly 

structure of SDS micelles in aqueous media was used to improve the porosity 

of the SAP structure (Fig. 1). As can be seen, in the process of network 

formation, SDS micelles enclosed in the polymer network act as a template to 

create holes. In addition, the hydrophobic interactions between the R-alkyl 

SDS chains can reduce the hydrogen bonds between the chains of PAM 

molecules, resulting in the expansion and stability of the cavity. Also, adding 

NaCl salt to the mixture of polymer and surfactant before the irradiation stage 

due to the reduction of the repulsive force between the charged heads of SDS 

causes the formation of larger and more stable micelles and finally the 

formation of larger pores in the SAP structure. Finally, the micelles trapped in 

the polymer network can be removed by washing with water and ethanol, and 

a SAP with a porous structure can be obtained. 

Conducting the surface modification reaction by 1,6-hexanediol in anti-solvent 

media is due to the non-penetration of the surface modification reaction in the 

depth of the SAP networks and limiting the reaction on the surface of the SAP 

particles. This covering effect (partial hydrophobicity) of the diol surrounding 

the 6-carbon chain on the hydrophilic functional groups of the SAP is possible 

through the hydrogen bonds of the alcohol groups at the two ends of the 1,6-

hexanediol with the hydrophilic amide functional groups of PAM. A view of 

the proposed reaction is shown schematically in Fig. 2. 1,6-Hexanediol has less 

toxicity than other surface modifying chemical reagents (such as dihalides, 

silane derivatives, aldehyde derivatives, vinyl reagents, etc.) and is generally 

considered safe. So far, there have been no reports of skin irritation for this 

diol reagent. 
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Fig. 1. View of the formation of SAP structure by EBI method and creation 

of porosity in SAP tissue by SDS micelles. 

 

 

Fig. 2. View of the surface modification process of porous SAP with 1-6 

hexanediol reagent 
 

Characterizations of porous and non-porous SAP 

For SEM studies, porous and non-porous SAP were prepared by freeze drying 

method. SEM images of the surface of samples (Fig. 3) clearly show that the 

preparation of SAP in the presence of SDS (as micellar template) has 

significantly increased the porosity of the SAP and the pores are distributed 
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heterogeneously in the three-dimensional network structure of the polymer. 

The porous structure with open and interconnected holes is suitable for 

increasing the permeability of water molecules and makes it easier to transfer 

the aqueous solution to the depth of the SAP network structure, which 

increases the absorption capacity of the porous SAP compared to the non-

porous SAP. 

 

Fig. 3. SEM images of non-porous SAP surface (a) and porous SAP (b) 

 

The effect of the presence and absence of SDS micelles in the porous SAP 

structure was investigated by EDX analysis (Fig. 4). The disappearance of 

the S peak and the strong reduction of Na and Cl signals in the porous SAP 

after the washing step confirm the correct removal of micelles and NaCl from 

the porous polymer structure. 

 

Fig. 4. EDX spectrum of porous SAP before (a) and after (b) micellar and NaCl 

washing. 

Based on the analysis of the BET results of freeze-dried samples of porous 

and non-porous SAP (Fig. 5), the specific surface area, cumulative volume, 

and size distribution of the pores in the non- porous SAP are 0.608 m2/g, 

295.10 mm3/g and 215-609 nm, respectively, and in the porous SAP are 0.931 

m2/g, 899.23 mm3/g and 298-810 nm, respectively. An increase in the values 
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of the mentioned parameters indicates an increase in the porosity in the 

structure of the porous SAP compared to the non-porous SAP, which can 

lead to an increase in the capacity and rate of absorption of the SAP. 

 

Fig. 5. Results of the BET analysis of non-porous SAP surface (a) and porous SAP (b ( 

 
The XRD patterns of pure PAM, porous and non-porous SAP (prepared in 

EBI dose 30 kGy) show that the pure polymer has special peaks of quasi-

crystalline structure (19.5º) due to the formation of inter/intra molecular 

hydrogen bonds between the chain of PAM molecules and is similar to XRD 

pattern of crystal structure (Fig. 6). The elimination of these crystalline peaks 

and the appearance of a broad peak at 23º in the XRD pattern of porous (with 

lower intensity) and non-porous (with higher intensity) SAP is due to the 

process of random cross-linking with EBI and the formation of SAP with an 

amorphous structure. In other words, the breaking of intermolecular hydrogen 

bonds in PAM, followed by the formation of a networked and porous structure 

of the polymer, has reduced the interactions between PAM chains and, as a 

result, reduced its quasi-crystalline nature. The greater decrease in the 

intensity of the 23º peak in the porous SAP is due to the additional process of 

porosification by the micelles (compared to the non-porous SAP). 
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Fig. 6. XRD patterns of pure PAM (a), non-porous SAP (b) and porous SAP 

(c). 

Effect of EBI dose on SAP swelling and AUL 

The rapid swelling in the initial times can be attributed to the presence of 

many hydrophilic amide functional groups of PAM polymer in the SAP 

networks, as well as hydrogen bonding between these chains and water 

molecules (Fig. 7a). The increase in the capacity and swelling rate of the 

porous SAP sample (58 g/g) compared to the non-porous SAP (46 g/g) is also 

caused by the additional porosities and subsequently the easier mass transfer 

of water molecules to the depth of the polymer network. EBI dose is one of 

the important parameters affecting the properties of equilibrium swelling and 

AUL of SAP samples. Swelling capacity and AUL of porous and non-porous 

SAP prepared in the irradiation dose range of 10-40 kGy were studied. The 

results of this study (Fig. 7b) show that with increasing irradiation dose, the 

amount of swelling of both porous and non-porous samples decreases. The 

reason for observing this phenomenon can be related to the formation of more 

free macroradicals on the polymer chains and as a result of increasing the 

crosslinking density in higher doses of irradiation, which causes the networks 

of the polymer sample to become tighter and the penetration of water into the 

depth of the polymer network more difficult. As can be seen, the trend of 

changes in AUL (by applying a pressure of 0.7 psi) is completely opposite to 
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the trend of changes in the swelling, and with the increase in the crosslinking 

density caused by the increase in irradiation dose, the AUL has also increased. 

This behavior can be related to the increase in the mechanical strength of the 

samples due to the increase in the surface and depth crosslinking density in 

higher irradiation doses. To continue the studies, the irradiation dose of 30 

kGy was chosen in order to achieve the most suitable amount of swelling and 

AUL for SAP in saline solution media. 

 
 

Fig. 6. Time profile of swelling of porous and non-porous SAP in 0.9 wt% salt 

solution (a). The effect of EBI dose on the swelling and AUL (0.7 psi) 

of porous and non-porous SAP in 0.9 wt% salt solution (b). 

Investigating the surface modification of SAP particles with hexanediol on its 

properties 

The role of this modification process in improving the AUL and gel 

percentage of different SAP samples prepared at an irradiation dose of 30 

kGy is clearly defined in Table 1. The slight reduction of swelling in surface-

modified SAPs compared to surface-unmodified SAPs is due to the additional 

process of connections or surface crosslinking on the surface of SAP particles, 

which is due to the intensification of crosslinking on the polymer surface 

(compared to the depth of the polymer). Therefore, the penetration of water 

molecules into the depth of the internal networks of the polymer becomes 

more difficult. According to the observation of this behavior, it is quite 

reasonable to increase the gel percentage and AUL of surface-modified SAPs 

compared to surface-unmodified SAPs. The goal of introducing the new 
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process of porosity was to increase the capacity and rate of swelling. As 

shown in Fig. 6a, the non-porous SAP reaches the maximum equilibrium 

swelling capacity (46 g/g) after 250 seconds, while the porous SAP reaches 

the maximum equilibrium swelling capacity (58 g/g) after 150 seconds. 

However, the amount of AUL of the porous SAP was reduced due to the loss 

of mechanical properties (22 g/g). Therefore, to compensate for this decrease 

in AUL value, the introduced surface-modification process was used and its 

value was improved to 28 g/g. But at the same time, the surface-modified 

porous SAP has better swelling properties than surface- modified/unmodified 

non-porous SAP. 

Table 1. Investigating the process of surface modification of SAPs on its properties. 
 

 

Sample Gel% AUL (0.7 psi) in saline 
solution (g/g) 

Swelling in saline 
solution (g/g) 

Surface non-modified non-porous SAP 92 31 46 

Surface modified non-porous SAP 96 35 44 

Surface non-modified porous SAP 90 22 58 

Surface modified porous SAP 95 28 56 

 

Measurement of the remaining monomer in the SAP by HPLC method 

Acrylamide monomer was measured in sanitary porous SAP samples 

synthesized by EBI method with HPLC method with UV-Vis detector [7]. 

Briefly, 5 g of porous superabsorbent was added to 100 mL of methanol-water  
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Fig. 7. HPLC spectra of a standard sample of acrylamide in the 

concentration range of 20 to 500 ppm (a). HPLC spectrum of acrylamide in 

porous SAP (b). 

mixed solvent (at a ratio of 2:8) and it was stirred for 4 hours by a magnetic 

stirrer. Then 20 µL of its supernatant solution was introduced into the 

chromatography column with an injection rate of 0.2 in/min. Distilled water 

was used as a washing solvent. The HPLC spectra of the standard samples of 

acrylamide to achieve the calibration curve (in the concentration range of 20 

to 500 ppm) as well as the HPLC spectrum of the acrylamide present in the 

porous SAP sample are shown in Fig. 7a and 7b, respectively. According to 

the scientific reference [8] announcing the permissible limit of acrylamide in 

cosmetic products and the results obtained, it is clear that the amount of 

residual monomer is much less than the permissible limit of acrylamide 

(0.01% or 100 ppm) in hygenic products. 
 

Conclusions 

In this study, a hygienic SAP based on a neutral polymer was synthesized in an 

aqueous solvent environment without the presence of chemical initiators, crosslinkers 

and organic solvents using a clean and sterile method of EBI. Therefore, the product 

of this work, due to the absence of the mentioned chemicals and its neutrality, can 

lead to less skin sensitivity and inflammation for the use of sanitary diapers for 

babies. The introduced production method is compatible with green chemistry 

production methods due to the use of electron irradiation method and the creation of 

minimal waste. The introduced production method is compatible with green chemistry 

production methods due to the use of electron irradiation method, performing 

reactions at room temperature and pressure, simultaneous production and sterilization, 

and also creating minimal waste. The chemical and physical structure of the product 

was confirmed by SEM, BET, EDX, XRD analysis. By creating a porous structure in 

the SAP, the swelling increased from 46 to 58 g/g. Also, according to the increase of 

irradiation dose from 10 to 40 kGy, the swelling of the porous SAP decreased 54 g/g 

and its absorbency under load (AUL) increased from 28 g/g. By performing this 

surface-modification process, AUL of the porous SAP was improved from 22 to 28 

g/g. By using the HPLC method, the amount of residual monomer in the final product 
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was obtained with the present method much less than the permissible limit declared in 

scientific references. 
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Abstrat 

   The doping technique can used for direct radiolabeling of several radiopharmaceuticals with 

high efficiency and reliability.  Calcium phosphate-based ceramic materials such as 

hydroxyapatite (HA) are promising molecules as a drug-delivery system for bone therapy 

applications since they possess a chemical composition similar to that of bones. In this research, 

177Lu-doped calcium phosphate-based ceramic material has been investigated as a theranostic 

agent for bone and joint disorders due to its excellent properties including biocompatibility, 

bioactivity, and affinity for bone tissues. The ceramic-based carrier molecule was successfully 

synthesized and characterized using different techniques to elucidate its chemical structure and 

physiochemical properties. The prepared carrier molecule was then radiolabeled via doping 

technique and quality control tests, i.e., radiochemical purity, stability, and biodistribution 

studies were performed on the resultant radiopharmaceutical. In the work reported herein, HA 

could be radiolabeled with 177Lu through the dopping technique in high radiochemical purity 

(>99%). In vitro studies showed <5% loss of 177Lu activity in normal saline and <10% in human 

serum for 7 days. The biodistribution studies in rats revealed complete retention of activity 

within the knee cavity with no measurable radioactivity leaching out of the joints over 96 hours, 

indicating excellent in vivo stability of the final product. These results demonstrated that the 

prepared radiopharmaceutical can be potentially used as diagnostic imaging, therapeutic agents 

or even theranostic combinations. 

Keywords: Radiopharmaceutical, Radiosynovectomy, Calcium phosphate, 177Lu  

INTRODUCTION 

Rheumatic disorders are conditions that affect the joints, tendons, muscles, ligaments, and 

bones. Bone tissue engineering has attracted great interest in the last few years, as the frequency  
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of tissue-damaging or degenerative diseases has increased exponentially [1]. The need for 

bioactive and non-toxic biomaterials is on high demand in tissue engineering applications 

nowadays. To obtain an ideal treatment solution, researchers have focused on the development 

of optimum biomaterials to be applied for the enhancement of bioactivity and the regeneration 

process, which are necessary to support the proper healing process of osseous tissues.  Having 

unique physical and chemical properties, calcium phosphate-based ceramic materials such as 

hydroxyapatite become the center of interest for their potential uses in bone tissue engineering 

[2]. Hydroxyapatite which has a chemical formula of (HA, Ca10(PO4)6(OH)2) has similar 

physical and chemical characteristics to bone. This ceramic material displays favorable 

properties such as biodegradability, bioactivity, biocompatibility, slow-degradation, 

osteoconduction, osteointegration, and osteoinduction [3].  Its porous structure resembles 

native bone. The mentioned properties make it extensively useful in biomedical applications. 

One of the major challenges with using HA in engineering applications is its brittleness [4]. To 

overcome this problem, it’s important to react to it with a material that can enhance its fragility. 

Several studies have reported that doping of hydroxyapatite with suitable cations can ultimately 

enhance its mechanical properties [5]. One of the applications of hydroxyapatite is in the 

radiosynovectomy procedure [6].  Radiosynovectomy is a therapy that relieves pain and 

inflammation from rheumatoid arthritis and related diseases. The biochemical aspects of ideal 

radiopharmaceutical used in this process include in-vivo stability, toxicity, target uptake, 

spatial and temporal distribution, retention, metabolism, clearance, and excretion within the 

body [7].  A radiosynovectomy agent contains a beta emitter radionuclide with sufficient 

penetrating power and appropriate half-life such as 90Y, 153Sm, 186,188Re, 165Dy, 166Ho, 

and 177Lu [8-11]. Several colloid materials were used as radionuclide carriers in the 

radiosynovectomy agents [12]. Among the biomaterials used as radionuclide carriers during 

the preparation of, radiosynovectomy agents hydroxyapatite has several advantages because of 

its excellent biocompatibility, bioactivity, and biodegradability. Several methods have been 

used for the radiolabeling of hydroxyapatite with radionuclides including the substitution of 

radionuclides with Ca2+ in HA structure and the incorporation of radionuclides into the 

structure of HA at the synthesis process and the doping [13, 14]. During the doping technique, 

the radionuclide is replaced with specific functional groups in the carrier molecule which leads 

to the production of radiopharmaceuticals with high efficiency, purity, and stability. In the 
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present research, we used the doping method for radiolabeling hydroxyapatite with 177Lu as a 

novel radiopharmaceutical for use in the radiosynovectomy process.  

EXPERIMENTAL 

Materials and methods 

  Ca(NO3)2.4H2O and (NH4)2HPO4 were of analytic grade and were purchased from Sigma-

Aldrich. Acetic acid (HAc, 99.8%) was obtained from Merck. All other chemical reagents were 

purchased from Merck (Darmstadt, Germany). 153LuCl3 solution was obtained from Pars Isotope 

Co., Iran. Chromatography paper, Whatman No. 2 was obtained from Whatman (Maidstone, 

UK). Radio-chromatography was performed by using a Bioscan AR-2000 radio TLC scanner 

instrument (Bioscan, Paris, France). A high-purity germanium (HPGe) detector coupled with a 

Canberra™ (model GC1020-7500SL) multichannel analyzer and a dose calibrator ISOMED 

1010 (Dresden, Germany) were used for counting distributed activity in mice organs. All rats 

purchased from NSTRI weighing 180-220 g (n=5) were kept at routine day/night light program 

and were kept under common rodent diet pellets. Quantitative gamma counting was performed 

on an ORTEC Model 4001M γ-system well counter. The mean size distribution of the samples 

was analyzed using Zeta Sizer 3000HS (Malvern, UK). 

Radiolabeling process of HA particles with 177Lu 

   Lutetium-177-labeled HA particles were prepared using an HA cold kit. For the preparation of 

the HA Cold kit of HA, firstly HA particles were prepared by the co-precipitation method. For 

this purpose, 0.3 M calcium nitrate tetrahydrate [Ca(NO3)2·4H2O] solution (A) and diammonium 

hydrogen phosphate [(NH4)2HPO4] solution (B) were prepared separately in such an amount to 

keep the molar ratio of Ca/P at 1.67 (Table 1). 

Table 1. Molarity and molar ratio of elements present in HA synthesis. 

Molarity (g.mol-1) Molar ratio 

Ca2+ PO4
3- Ca/P 

0.5 0.3 1.67 

   After that, B was added gradually to A, which was followed by the formation of a white 

precipitate. Subsequently, the pH was set by NH4OH (25%) solution to 10 and the mixture was 

stirred for 1 h at room temperature. Finally, the precipitate was collected by centrifugation at 
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2000 rpm for 5 min. After the supernatant was removed, the precipitate was washed 3–4 times 

with distilled water through vortexing and centrifuging. The HA Cold kit was obtained after 

freeze-drying. The particle size distribution of the as-synthesized sample was determined by 

Zetasizer. For this purpose, 0.01mg of sample was added to 20 ml of water and sonicated 2 ml 

of solution. The sample was transferred to a disposable cuvette for size measurement at room 

temperature. The result of the particle size distribution analysis of the sample is shown in Fig. 

1. As it can be seen the sample has a particle size distribution between 5 and 10 μm with an 

average particle size of 7 μm which is desirable for radiosynovectomy applications [6].  

  

Fig. 1. Particle size distribution of as-synthesized hydroxyapatite. 

   For radiolabeling with 177Lu, 1 mL of sterile normal saline solution was added to the prepared 

kit vial containing 5.0 ± 0.2 mg of HA particles resulting in a suspension of HA particles in a 

buffer solution of pH ~ 7.5, and vortex mixing was performed for 30 min at room temperature.  

The radiolabeling with 177Lu was conducted by the addition of ~ 0.37 GBq (10 mCi) of 177Lu 

activity as a 177LuCl3 solution to the reaction vial. The vial was sealed and then  shaking was 

continued for 30 min. The pH of the reaction mixture was found to be ~ 7–8 which resulted in 

the formulation of the 177Lu-HA with high radiochemical purity. The resulting suspension  was 

centrifuged at 3000 rpm for 5 min. Subsequently, the supernatant was carefully separated from 

the precipitated 177Lu-labeled HA particulates. The radiolabeled HA particles obtained as 

precipitate were subjected to further washing using 1 mL of sterile, pyrogen-free normal saline 

to ensure the removal of free 177Lu activity. The washing step was repeated twice with 1 ml of 

saline and the washings were collected and counted for any leakage of radioactivity. The 
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radiolabeling efficiency was calculated as the fraction of radioactivity associated with the 

precipitate to the total radioactivity. Finally, the radiolabeled particulates with a specific activity 

of 2 mCi/mg were resuspended in sterile normal saline, autoclaved, and used for animal studies. 

The radiochemical purity of the 177Lu-labeled HA particles was determined by following the 

procedure already reported [10]. 

Assessment of radiochemical purity  

   For measuring radiochemical purity, 1 μl of the prepared 177Lu-HA was spotted on a 

chromatography paper (Whatman No. 2) and developed in 5 mM DTPA solution as a mobile 

phase. A similar test was carried out with 177LuCl3 as blank. It was observed that 177Lu-HA 

remained at its origin (Rf = 0.1), whereas unreacted 177LuCl3 moved towards the solvent front 

(Rf = 0.8), due to the formation of 177Lu-DTPA complex. 

 

Figure 1. ITLC chromatograms of 177LuCl3 solution (a) 177Lu-HA (b) on Whatman no. 2 paper using 

5 mM DTPA solution. 

Assessment of in-vitro stability  

   In-vitro stability of 177Lu-labeled HA particles was studied in normal saline as well as in human 

serum. For this, an amount of 5 mg of the radiolabeled particles was suspended in 1 mL of normal 

saline and freshly isolated human serum. The suspensions were stored at 37°C for 21 days (>3 

half‑lives of 177Lu). At the end of different time intervals, the radiochemical purities of the 

suspended 177Lu-HA particles were determined by following the reported procedure [13].  



 

 196 

 

Figure 2. In vitro stability of 177Lu-HA in saline and human serum. 

Assessment of biodistribution  

   The biological behavior of 177Lu-HA particles was ascertained by carrying out biodistribution 

and imaging studies in rats. All animal studies were performed in compliance with approved 

protocols by the Animal Care and Use Committee at the Nuclear Science and Technology 

Research Institute (NSTRI). To determine the accumulation of prepared radiopharmaceutical in 

the intraarticular cavity, Doses of 100 ± 2 μCi /0.1 mL of final 177Lu-HA suspension were 

injected intra-articularly in one joint knee was injected intraarticularly into one knee joint of 

wild-type rats, each weighing 200–300 g (n = 4). 

The animals were sacrificed 4-, 24-, 48-, and 96 hours post-injection. Different organs and the 

injected knee were excised and counted. The uptake by different organs/tissues was calculated  

from these data and expressed as a percentage injected dose per gram (%ID/g) to determine the 

retention and leakage of the activity from the knee (synovium). (Fig. 3). 
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Fig.3. Percentage of injected dose per gram of tissues (ID/g %) at 4, 24, 48, and 96 hours after 

injection of 177Lu-HA in wild-type rats (n=4 animals per time point). All values were expressed as 

mean±standard deviation (mean±SD). 

Results and discussion 

   In the present study hydroxyapatite as a calcium phosphate-based ceramic material was 

successfully radiolabeled with 177Lu through a simple and efficient method with a labeling 

yield of 98%. The radiochemical purity of 177Lu-HA colloid was further ascertained by 

employing the ITLC technique on Whatman No. 2 paper using 5 mM DTPA solution as a 

mobile phase. As expected, the Rf values of 177Lu-HA and free 177LuCl3 in the solvent system 

were 0.0–0.2 and 0.7–0.9, respectively [15]. The paper chromatography patterns of 177LuCl3 

(blank) and 177Lu-HA are shown in Fig. 1(a) and Fig. 1(b), respectively. The calculated 

radiochemical purity was over 98%. 

   The in-vitro stability of radiolabeled HA was studied over 21 days. It was found that 97% and 

95% of activity remained bound to particles incubated in normal saline and human serum, 

respectively (Fig. 2). This finding confirmed excellent in vitro stability of the prepared 

radiopharmaceutical in saline and human serum up to 21 days (>3 half‑lives of 177Lu), at 37°C.  

Fig. 3 shows selected organ or tissue activity distribution, after 4, 24, 48, and 96 hours of 177Lu-

HA intraarticular administration to wild-type rats. The results of the biodistribution studies 
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showed retention of 80% of the injected activity within the joint cavity even after 96 hours and 

negligible activity was detected in blood and other organs/tissues indicating the adequate 

intra‑articular distribution of the radiopharmaceutical (Fig. 3). The blood activity content at all 

time intervals confirms removal of activity in the circulation. while the activity of the lung, 

heart, stomach, thyroid, muscle, bond, and tail is low at all time intervals. In the case of the 

kidney, a gradual increase in activity was observed which suggests the urinary elimination of 

the radiopharmaceutical. Gradual increases in activity content over time were also observed in 

the intestine which indicates the elimination of the compound from the digestive tract. It can 

be seen from the results that almost all the injected activity remained at the site of injection 

even after 96 h post-injection and minimal leakage from the synovial membrane which 

confirms the excellent in-vivo stability of the radiopharmaceutical. These results demonstrated 

the superior efficacy of this compound compared to other similar radiosynovectomy agents. 

The advantages of this agent are firstly related to the 177Lu radioisotope that emits gamma rays 

with moderate energy and sufficient abundance to enable direct imaging while avoiding 

radiation exposure of personnel. Another advantage of 177Lu over the other beta emitters 

includes decreased damage to non-target tissues owing to the shorter beta particle range and 

the potential for reduced marrow toxicity coupled with increased energy deposition to target 

because of the better match between physical half-life and biological half-life of the 

radiolabeled particles. On the other hand, in the present study, 177Lu-HA radiopharmaceutical 

was prepared through the doping method, in which 177Lu can be stably and effectively 

incorporated into the HA particles leading to the preparation of a compound with high 

efficiency, purity, and stability. [6-10]. 

Conclusions 

   In this study, 177Lu-HA as a new possible agent for radiosynovectomy has been designed and 

prepared through an efficient and reliable method with high radiolabeling yield (98%) and  

characterized using different methods for evaluation of its physicochemical characteristics. The 

prepared radiopharmaceutical demonstrates high radiochemical purity (99.6%) and high in 

vitro stability in either saline or human serum up to three half-lives of the radionuclide. The 

Biodistribution experiments showed good localization in the synovium revealing no leaching 

of the activity from the synovial joints over three days and consequently high in-vivo stability  

of the prepared radiopharmaceutical. These studies demonstrated that the prepared 177Lu-HA 

offers potential as a therapeutic radiopharmaceutical for use in radiosynovectomy procedures. 



 

 199 

References 

[1] Valesan, L. F., Da-Cas, C. D., Réus, J. C., Denardin, A. C. S., Garanhani, R. R., Bonotto, 

D., de Souza, B. D. M. (2021). Prevalence of temporomandibular joint disorders: a systematic 

review and meta-analysis. Clinical Oral Investigations, 25(2), 441-453.  

[2] Mondal, S., Park, S., Choi, J., Vu, T. T. H., Doan, V. H. M., Vo, T. T., Oh, J. (2023). 

Hydroxyapatite: A journey from biomaterials to advanced functional materials. Advances in 

Colloid and Interface Science, 321, 103013.  

[3] Attar Nosrati, S., Alizadeh, R., Ahmadi, S. J., & Erfani, M. (2020). Optimized precipitation 

process for efficient and size-controlled synthesis of hydroxyapatite–chitosan nanocomposite. 

Journal of the Korean Ceramic Society, 57(6), 632-644.  

[4] Ofudje, E. A., Akande, J. A., Sodiya, E. F., Ajayi, G. O., Ademoyegun, A. J., Al-Sehemi, 

A. G., Bakheet, A. M. (2023). Bioactivity properties of hydroxyapatite/clay nanocomposites. 

Scientific Reports, 13(1), 19896.  

[5] Ratha, I., Datta, P., Balla, V. K., Nandi, S. K., & Kundu, B. (2021). Effect of doping in 

hydroxyapatite as coating material on biomedical implants by plasma spraying method: A 

review. Ceramics International, 47(4), 4426-4445.  

[6] Davarpanah, M. R., Khoshhosn, H. A., Harati, M., Attar Nosrati, S., Zoghi, M., Mazidi, M. 

R., & Ghannadi Maragheh, M. (2014). Optimization of fundamental parameters in routine 

production of 90Y-hydroxyapatite for radiosynovectomy. Journal of Radioanalytical and 

Nuclear Chemistry, 302, 69-77.  

[7] Chojnowski, M. M., Owczarczak, D., Płazińska, M. T., Dedecjus, M., & Królicki, L. 

(2023). Radiosynovectomy of the hip joint - preliminary experience. Reumatologia, 61(3), 186-

190.  

[8] Markou, P., & Chatzopoulos, D. (2009). Yttrium-90 silicate radiosynovectomy treatment 

of painful synovitis in knee osteoarthritis. Results after 6 months. Hellenic journal of nuclear 

medicine, 12, 33-36.  

[9] Shamim, S., Kumar, R., Halanaik, D., Kumar, A., Shandal, V., Shukla, J., Malhotra, A. 

(2010). Role of rhenium-188 tin colloid radiosynovectomy in patients with inflammatory knee 

joint conditions refractory to conventional therapy. Nuclear medicine communications, 31, 

814-820.  



 

 200 

[10] Attar Nosrati, S., Alizadeh, R., Ahmadi, S. J., & Erfani, M. (2020). Design, synthesis and 

characterization of hydroxyapatite-chitosan nanocomposite radiolabelled with 153Sm as 

radiopharmaceutical for use in radiosynovectomy. Radiochimica acta, 108(1), 57-65. 

[11] Vimalnath, K. V., Chakraborty, S., Rajeswari, A., Sharma, K. S., Sarma, H. D., 

Ningthoujam, R. S., Dash, A. (2017). Formulation, Characterization and Bio-evaluation of 

Holmium-166 labeled Agglomerated Iron Oxide Nanoparticles for Treatment of Arthritis of 

Knee Joints. Materials Today: Proceedings, 4(2, Part C), 4329-4338.  

[12] Liepe, K. (2015). Radiosynovectomy in the Therapeutic Management of Arthritis. World 

Journal of Nuclear Medicine, 14, 10.  

[13] Baskaran, T., Mohammad, N. F., Shuhadah, S., Mohd Nasir, N., & Diana, F. (2021). 

Synthesis Methods of Doped Hydroxyapatite: A Brief Review. Journal of Physics: Conference 

Series, 2071, 012008.  

[14] Piecuch, A., Targońska, S., Rewak-Sorczyńska, J., Ogórek, R., & Wiglusz, R. J. (2023). 

New silicate-substituted hydroxyapatite materials doped with silver ions as potential antifungal 

agents. BMC Microbiology, 23(1), 193.  

[15] Li, J., Zhang, L., Li, W., Lei, C., Cao, Y., Wang, Y., . . . Pang, H. (2020). Preparation and 

SPECT/CT Imaging of 177Lu-Labeled Peptide Nucleic Acid (PNA) Targeting CITED1: 

Therapeutic Evaluation in Tumor-Bearing Nude Mice. OncoTargets and Therapy, 13(null), 

487-496.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 201 

The Response Surface Modeling (RSM) Optimization of the Radiolabeling 

Process of 177Lu-hydroxyapatite as a Potential Radiosynovectomy Agent 

(Paper ID : 1099) 

M.R. Aboudzadeh*, M. Salahinejad, S. Attar Nosrati, A. Roozbahani 

Nuclear Science and Technology Research Institue, Tehran, Iran 
Corresponding author: E-mail: mraboudzadeh@aeoi,org,ir, Fax/Tel: +982188221119 

Abstract 

  177Lu labeled hydroxyapatite is a potential substance for use in radiosynovectomy of tiny 

joints. The radiochemical yield (RCY) and, consequently, the quality of the final product is 

directly impacted by the parameters of the radiolabeling process during the design and 

production of radiopharmaceuticals, necessitating exact optimization. In this study, response 

surface methodology (RSM)-based Box-Behnken design (BBD) is utilized to develop 

prediction models and examine the impact of critical factors in the radiolabeling of 

hydroxyapatite (HA) using 177Lu radionuclide. The initial 177Lu radionuclide concentration 

(0.12-0.32), pH (3-9), radiolabeling reaction time (10-25), and temperature (20-40) were the 

factors that directly impacted the labeling reaction. At the starting concentration of 177Lu 

radionuclide = 0.132 (GBq), pH = 6.4, and temperature = 39.5 (oC), the greatest radiochemical 

yield (>98%) is determined by carrying out the RSM.  

Keywords: Radiolabeling, Radiochemical yield, 177Lu-hydroxyapatite, Response surface 

methodology (RSM) 

INTRODUCTION 

   Radiosynovectomy, a new method of treating various acute and chronic inflammatory joint 

diseases, is one of the therapeutic uses of radiopharmaceuticals by injecting beta-emitting 

particles into the joint. Radiosynovectomy has provided a safe, rapid, and patient-friendly 

reconstructive option for the treatment of various types of joint diseases [1-3]. Among the 

various particles used in radiosynovectomy, hydroxyapatite biomaterial has several 

advantages, such as biocompatibility, biodegradability, bioactivity, relatively simple synthesis 

protocol, and easy functionality [4-6]. Hydroxyapatite (HA) can be appropriately radiolabeled 

with lanthanide radionuclides by an ion exchange mechanism [7]. 
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    The radionuclide 177Lu can be used as a suitable beta-emitting radionuclide for the development 

of radiosynovectomy agents due to its favorable degradation and easy radiolabeling properties 

[8]. In arrange to plan a high-quality radiopharmaceutical, careful control and validation of the 

radiolabeling process is required, which is the foremost basic step in radiopharmaceutical 

manufacturing [9]. The development and production of radiopharmaceuticals always requires 

a high radiochemical yield (RCY), which directly reflects radiochemical purity.  

   Response surface methodology (RSM) is a multivariate method that estimates the relationship 

between independent variables and responses through empirical modeling using a variety of 

appropriate mathematical and statistical procedures [10]. RSM methods have attracted great 

interest in both research and industry due to its advantages of requiring fewer tests, less time 

and overhead to generate experimental information, to identify ideal conditions for important 

preparation variables, and to to accurately predict the observed responses [11, 12]. A widely 

used RSM method for the optimization of many phenomena is the Box-Behnken design (BBD) 

method, a class of rotation or near-rotation quadratic designs based on three-level incomplete 

factorial designs [13, 14].  

    In this study, several experiments were performed based on the Box-Behnken design-response 

surface methodology (BBD-RSM) to collect the output variables such as radioactive 

concentration of radionuclide, pH, reaction time, and reaction temperature as a function of 

radiochemical yield (RCY) during radiolabeling process of 177Lu-hydroxyapatite 

radiopharmaceutical preparation.  

RESEARCH THEORIES 

EXPERIMENTAL DESIGN OPTIMIZATION  

The aim of this study was to utilize the BBD-RSM method as a statistical tool to determine the 

optimal values for radiolabeling parameters in order to achieve an effective and optimized 

process of radiolabeling hydroxyapatite with 177Lu-radionuclide. The Box-Behnken designs 

are rotatable or nearly rotatable and require 3 levels for each factor. However, they have limited 

capability for orthogonal blocking compared to central composite designs [15]. 

A four-factor three-level BBD with four center points was adopted to conduct 29 experiments 

taking into consideration given parameters. The response obtained from the BBD is used to 

construct the best second-order polynomial quadratic regression equation given in Equation 1: 
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𝑌 = 𝛽0 + ∑ 𝛽𝑖𝑋𝑖
𝑛
𝑖=1 + ∑ 𝛽𝑖𝑖𝑋𝑖

2𝑛
𝑖=1 + ∑ ∑ 𝛽𝑖𝑗𝑋𝑖𝑋𝑗 + 𝜀𝑛

𝑗>1
𝑛
𝑖=1                  (1) 

Here, Y is the dependent variable (RCY,%), β0 is a constant coefficient, βij is the coefficient of 

the linear terms indicating the interaction of the variables, and βii represents the quadratic 

coefficients. The X terms are coded values that represent independent variables, namely 

radionuclide concentration (GBq), pH, time (min), and temperature (°C).  

The influence of the parameters and their interaction on the answer was examined using 

significance tests and analysis of variance (ANOVA) on each response to ensure the model's  

Table 1. Experimental design matrix for the four-factor three-level BBD. 

goodness of fit. The regression analysis of the experimental data, response surfaces, and 

contour plot at the ideal condition were all plotted with Minitab (Minitab Inc., State College, 

USA). Table 1 shows the anticipated values for each independent variable, as well as the 

experimental value for the only response variable, radiochemical yield. 

 

 

No Radionuclide concentration pH Temperature Time RCY-Exp RCY--Pred 

1 0.287 3 20 10 72.81 75.85 

2 0.287 9 20 10 78.13 79.01 

3 0.204 9 40 15 82.37 79.58 

4* 0.204 6 30 25 98.03 98.11 

5 0.12 9 20 20 94.22 94.51 

6 0.287 3 40 20 67.35 68.92 

7 0.204 6 40 15 98.1 98.11 

8 0.12 9 40 20 93.07 94.08 

9 0.204 3 40 15 81.87 76.11 

10* 0.204 6 30 25 98.7 98.11 

11 0.12 9 40 10 89.17 89.59 

12* 0.204 6 40 15 97.7 98.11 

13 0.287 3 20 20 76.37 80.29 

14 0.12 9 20 10 92.55 95.02 

15 0.12 3 20 20 93.9 94.5 

16 0.204 6 20 15 92.29 91.39 

17 0.12 3 40 20 90.21 93.78 

18* 0.204 6 30 25 98.6 98.11 

19 0.204 6 40 5 90.83 86.18 

20 0.204 6 40 15 97.23 98.11 

21* 0.204 6 30 25 98.2 98.11 

22 0.204 6 40 25 99.01 95.11 

23 0.12 3 20 10 91.88 90.96 

24 0.287 9 40 20 62.95 68.33 

25 0.287 9 20 20 79.4 79.4 

26 0.287 3 40 10 55.35 59.48 

27 0.12 3 40 10 81.15 85.23 

28 0.204 6 40 15 82.28 74.59 

29 0.287 9 40 10 59.44 62.93 

*center point   
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MODEL VALIDATION 

The accuracy of fitted linear and nonlinear models is evaluated using coefficients of 

determination (R2), coefficients of determination for prediction (R2
pred), relative standard error 

of prediction (REP), root mean square error of prediction (RMSEP), and mean square error 

(MSE). The F-test was employed to confirm the statistical significance [16, 17]. The 95% 

confidence interval's probability value (P-value) was used to assess the significant model terms.  

EXPERIMENTAL 

Acetic acid (HAc, 99.8%) obtained from Merck. All the chemicals used were of analytical 

grade and obtained from Merck (Darmstadt, Germany). 177LuCl3 solution obtained from Pars 

Isotope Co. Hydroxyapatite particles used in this research were synthesized in our laboratory 

according to the procedure reported earlier [5]. Radio-chromatography was performed by using 

a Bioscan AR-2000 radio TLC scanner instrument (Bioscan, Paris, France). Quantitative 

gamma counting was performed on an ORTEC Model 4001M γ-system well counter. 

The radiolabeling of hydroxyapatite with 177Lu was carried out based on previous work [18]. 

A reaction vial was prepared by transferring 40 mg of hydroxyapatite precursor and dissolving 

it in 1 ml of normal saline solution. The mixture was stirred vigorously for 5 minutes at room 

temperature to ensure complete dispersion of hydroxyapatite particles. The desired volume of 

177LuCl3 solution, containing the required activity of 177Lu radionuclide, was then added to the 

reaction vial to determine the optimal quantity for the labeling procedure. The pH of the 

mixture was adjusted using 0.1 M HCl and 0.1 M NaOH solutions. The vial was sealed and 

continuously stirred for different time intervals to determine the optimum time for the 

radiolabeling procedure. The effect of reaction temperature on radiolabeling yield was also 

investigated by applying different temperatures during stirring. The 177Lu-labeled 

hydroxyapatite particles were separated by centrifuging the suspension at 3000 rpm for 5 

minutes. The radiochemical yield was calculated as a percentage of the radioactivity (GBq) 

associated with the precipitate to the initial radioactivity (GBq) used in the process. 

RESULTS AND DISCUSSION 

The first and most essential output data of the radiolabeling process is the yield, which 

measures the operation's quality and efficacy [19]. The "radiochemical yield" is the ability of 
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a radiopharmaceutical vector to form a radionuclide complex and according to nomenclature 

guidelines, the RCY [%] was calculated by dividing the product activity (AP) by the initial 

beginning activity (Ai). Thus, the following equation was used to compute the radiochemical 

yield: 

𝑅𝐶𝑌 = 𝐴𝑝 𝐴𝑖⁄ × 100                             (2) 

Ap is the amount of activity in the product, Ai starting activity used in the synthesis process.  

It has been found that during radiolabeling process, different reaction parameters directly affect 

the final RCY [18, 20]. The parameters which can notably affect the radiolabeling efficiency 

are the initial radioactivity of the radionuclide, pH, time and temperature of radiolabeling 

reaction [21].  

BBD Optimization, ANOVA AND COEFFICIENT ESTIMATION  

The experimental conditions for optimization of 177Lu-hydroxyapatite radiolabeling was 

carried out according to the four-factor three-level BBD in which radionuclide concentration, 

pH, temperature and reaction time were used as variable parameters. The experimental runs 

are mentioned in Table 1.  

To determine the importance of the model coefficients, 29 BBD experiments were conducted 

to analyze the coefficients of each model using linear and quadratic regression analysis with 

ANOVA. The P-values demonstrate the significance of each coefficient, as well as the intensity 

of the interaction between the independent variables. Table 1 presents the analysis of variance 

(ANOVA) for the suggested second-order model and coefficients for significant terms for the 

%RCY of 177Lu-hydroxyapatite process. The coefficient of determination (R2) for the model 

was 0.944, indicating that 94% of the response variability could be explained by the model. 

Agreeing to the model, Crad, pH, and temperature all had a noteworthy affect on RCY (p=0.00), 

but response time had a negligible affect (p=0.29>p=0.05). Each of these components impacts 

RCY favorably and appear a positive impact on RCY. Quadratic terms for temperature, pH, 

and Crad too had a noteworthy affect (p= 0.00) on RCY and illustrated a negative relationship 

with RCY. Time's square term had no recognizable affect (p=0.05). In any case, as it were the 

Crad×Temp term appeared a noteworthy impact (p=0.03< p=0.05) among the interaction terms 

(Crad×pH, Crad ×Time, pH×Temp, and Temp×Time) and uncovered a negative affect on 

RCY.  



 

 206 

The response surface plots shown in Figure 1 provide a clear visual representation of the impact 

of key factors and their interactions with each other on RCY. Visual inspection of the surfaces 

shows how the following performance factors interact with each other: Crad×pH, Crad×Temp, 

and pH×Temp. It is clear that increasing the radionuclide concentration, pH and temperature 

leads to an increase in the RCY ratio. pH is an important factor that greatly influences the ionic 

strength, solubility, and participation of radiometals in radiolabeling reactions [7]. The results 

show that the initial radioactivity of the radionuclide is an important factor influencing the 

radiolabeling process of 177Lu-hydroxyapatite [22]. 

This emerges from explanations that support the overall findings that pH plays a critical role 

in the radiolabeling of hydroxyapatite with 177Lu [23]. It can be assumed that increasing the 

temperature leads to a higher effective collision rate between HA molecules and the 177Lu 

isotope, thus increasing the efficiency of the reaction [20]. The maximum radiochemical yield 

is found at the initial concentration of radionuclide= 0.128 (GBq), pH=6.4 and 

temperature=38.9 (oC). 

RESPONSE SURFACE PLOTS 

The response surface plots shown in Figure 1 provide a clear visual representation of the impact 

of key factors and their interactions with each other on RCY. Visual inspection of the surfaces 

shows how the following performance factors interact with each other: Crad×pH, Crad×Temp, 

and pH×Temp. It is clear that increasing the radionuclide concentration, pH and temperature 

leads to an increase in the RCY ratio. pH is an important factor that greatly influences the ionic 

strength, solubility, and participation of radiometals in radiolabeling reactions [7]. The results 

show that the initial radioactivity of the radionuclide is an important factor influencing the 

radiolabeling process of 177Lu-hydroxyapatite [22]. 

This emerges from explanations that support the overall findings that pH plays a critical role 

in the radiolabeling of hydroxyapatite with 177Lu [23]. It can be assumed that increasing the 

temperature leads to a higher effective collision rate between HA molecules and the 177Lu 

isotope, thus increasing the efficiency of the reaction [20].  

Table 1. Analysis of variance (ANOVA) for the suggested second-order model and 

coefficients for significant terms for the %RCY of 177Lu-hydroxyapatite process. 
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To ensure model adequacy, the difference between experimental and predicted responses was 

calculated using a residual analysis. Model adequacy requires that the relationship between the 

residual and observation order do not follow a regular pattern. Figure 2 shows a very strong 

convergence between anticipated and experimental results. It is worth noting that the plot 

displays both the consistency of the variance analysis and the regression model's validity. The 

scatter plot of experimental versus calculated values, which are predicted by RSM model, of  

radiochemical yield (RCY) displays in Figure 2C. 

 
 

 

Source Df Seq SS    MS F P Coefficient ±SE T 

Regression 14 4878.05 4878.05 17.43 0.002   

Linear 4 3066.22 612.14 7.66 0.003   

       Crad 1 2505.13 222.53 11.13 0.002 368.00±110.28 3.34 

       pH 1 18.03 398.34 19.93 0.001 29.73±6.66 4.47 

       Temp 1 423.36 249.95 12.51 0.002 5.15±1.46 3.54 

       Time 1 119.71 23.72 1.19 0.29   

Square 4 1655.29 1655.29 20.71 0.005   

Crad×Crad 1 586.66 835.60 41.81 0.008 -779.97±120.62 -6.47 

pH×pH 1 597.74 734.52 36.75 0.011 -2.25±0.37 -6.06 

Temp×Temp 1 371.09 408.73 20.45 0.008 -0.07±0.02 -4.52 

Time×Time 1 99.80 99.80 4.99 0.058   

Interaction 6 156.53 156.53 1.31 0.31   

Crad×pH 1 0.81 0.81 0.04 0.84   

Crad×Temp 1 113.42 113.42 5.68 0.03   

Crad×Time 1 0.81 0.81 0.04 0.84   

pH×Temp 1 0.09 0.09 0.00 0.95   

pH×Time 1 16.40 16.40 0.82 0.38   

Temp×Time 1 25.00 25.00 1.25 0.28   

Residual Error 16 319.76 319.76     

Lack-of-Fit 10 318.13 318.13 117.21 0.32   

Pure Error 6 1.63 1.63     

Total 30 5197.81 4878.05 17.43 0.00   

R2=0.944,  R2
pred= 0.674,  REP= 4.470,  RMSEP= 13.45, MSE= 12.36 
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Figure 1. Response surface plot 

and a contour-lines map 

displaying: (A) the effects of Crad, 

pH, and their mutual effect on the 

radiochemical yield while the 

Temp and Time are at center 

level; (B) the effect of Crad, 

Temp, and their mutual effect on 

the RCY while pH and Time are 

at center level; (C) the effect of 

pH and Temp,  and their mutual 

effect on the RCY while Crad and 

Time are at center level.  

 

 

 

 

 

 

 

 

 

  

Figure 2. The normal probability plot of (A) residuals, (B) residuals vs predicted response, and (C) 

predicted versus experimental values for radiochemical yield (RCY).  

CONCLUSIONS 

The study utilized a Box-Behnken design (BBD) based on response surface methodology 

(RSM) to create prediction models and examine the impact of critical variables in the 

radiolabeling of hydroxyapatite (HA) with the 177Lu radionuclide. One of the key advantages 
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of using multivariate optimization methods over traditional methods in radiation-related 

activities, such as the production of radiopharmaceuticals, is the ability to generate more data 

with fewer experiments, leading to improved optimization and production. This is particularly 

important for ensuring worker safety and health. 
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Abstract 

Due to their unique properties, gold nanoparticles (GNPs) are used for a wide range of 

applications such as improvement of radiotherapeutic performance. Our previous reports 

emphasize the importance of accurate modeling of the distribution of GNPs in the tissue on the 

results since the experimental documents show that the injected nanoparticles tend to 

heterogenetically disperse in the medium and accumulate around the cell nucleus. The present 

study is devoted to investigating the importance of considering GNPs around the cells 

(including the nucleus and cytoplasm) of the tissues surrounding the tumor in radiotherapy 

performance, which has been neglected so far. To this aim, the MCNPX code was used to 

simulate a three-layer phantom containing sets of various concentrations with ratios of 

1:0.5:0.25 of 50/100 nm GNPs irradiated by 10-100 keV photons. The results show that the 

presence of GNPs in the non-target layers considerably changes the criterion parameter by 

about 14% to 330%.         

Keywords: Gold Nanoparticles, Radiotherapy, DEF, Monte Carlo simulation, cytoplasm 

INTRODUCTION 

Gold nanoparticles (GNPs) have been proposed for use for a wide range of medical 

applications, including providing better penetration ability for substances used for therapy and 

diagnosis with lower risk compared to conventional drugs. As another case, in photon radiation 

therapy, due to the dominance of the photoelectric interaction between kilovoltage photons and 

high-Z constituent atoms of GNPs, the produced secondary electrons cause the increment in 

the energy deposited to the target and improve the radiotherapeutic performance. This issue 

has been investigated by in-vivo and in-vitro experiments, as well as simulation studies [1-4]. 

These results have brought targeted GNP therapy a step closer to clinical use [5-6], though 

there are yet challenges to fulfilling accurate dosimetry in the presence of GNPs, especially in 

simulation-based works. 
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Regarding the images reported in experimental documents, it can be found that the injected 

nanoparticles tend to accumulate around the cell nucleus [7-8]. In previous studies, we have 

shown that in  simulation-based works, considering nanoparticles as a gold-water (or gold-

tissue) mixture or as the homogeneously distributed GNP spheres in the medium leads to 

different results from those of considering the fact of tendency of GNPs to heterogenetically 

disperse in the medium, mostly in the cytoplasm around the nucleus [9-11]. The results 

obtained emphasize the significance of accurate modeling of the distribution of GNPs in cells 

on the estimation of the dose to the medium. Nonetheless, in these works, the effect of the 

presence of heterogenetically distributed GNPs in healthy tissues that surround the tumor has 

been neglected. However, since the injection of the drugs containing GNPs is intravenous, the 

neighboring tissues also receive the drug in a lower concentration, reported in the experimental 

works, have the potential to absorb the radiation. Considering that paying attention to minimal 

damage to healthy tissue is one of the important factors in determining the quality of the 

treatment, these concentrations may influence the treatment procedure by forcing in reduction 

of the treatment time. Therefore, considering the effect of the presence of the neighboring tissue 

on the dose delivered to the area under irradiation and the performance of the treatment is vital. 

While being a worthy of attention subject, to our knowledge there is not research devoted to 

study differences in dose enhancement arisen from using GNPs in both the tumor and healthy 

organs. The present study aims to examine this issue using Monte Carlo simulations. The dose 

enhancement factor (DEF), defined as the ratio of the absorbed dose to the desired volume in 

the presence of GNPs to the absorbed dose in the same volume in the absence of nanoparticles, 

has been considered the criterion to assess the dose enhancement. 

The paper has been organized as follows: The cell model, including the nucleus and cytoplasm, 

is been introduced. A typical phantom, containing the tumor volume and the surrounding 

healthy tissue, filled with these cells is designed. The physical DEF in the nuclei due to the 

irradiation of 10 to 100 keV photons to the GNPs that have localized in the cytoplasm in various 

sets of concentrations is estimated. The effect of the presence of GNPs in the neighboring 

tissue, their concentration, and size on the dose enhancement is inquired.  

METHODS 

Simulations and particle tracking have been carried out using the Monte Carlo N-Particle 

eXtended code (MCNPX), version 2.6. In order to examine the dose enhancement in the 
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presence of GNPs in the designed geometries, we used dose enhancement factor (DEF) 

notation, defined as the ratio of the dose to the target of interest in the presence of GNPs to that 

in the absence of these particles. Because the biological outcomes cannot be directly simulated, 

the dose enhancement values reported in this work are actually physical DEFs. To reach the 

acceptable relative errors, 1109 histories have been considered. 

A cubic water phantom of 4×4×4 cm3 was designed. This phantom contains three layers: The 

first one is a hemisphere of 0.5 cm radius, centered on the surface of the phantom, which has 

been considered as the tumor and contains the highest concentration of GNPs. The second and 

third layers are concentric hemispheres of 0.7 and 0.9 cm radius respectively and have been 

designed so that cover the tumor layer. The rest of the phantom is considered as water. The 

mentioned layers, depending on the concentration of GNPs, are filled with several cells, each 

modeled as described in our previous work [9]:  an ellipsoid with a semi-major axis of 18 μm 

and two equal semi-minor axes of 10 μm with a centrally located sphere of 7 μm radius as the 

nucleus. The volume delimited between this ellipsoid and the nucleus is named the cytoplasm. 

Monoenergetic photons of 10 to 100 keV have been emitted from a point source located at a 1 

cm distance from the surface of the phantom. A control phantom, i.e. without GNPs, has been 

used to test the dose enhancement due to the presence of GNPs in three layers. The physical 

doses due to the irradiation of the photons in either the presence or absence of GNPs were 

scored in the nucleus of each cell. The data were averaged over all the nuclei of the cells located 

in the layers, without dealing with the calculation of either the dose or damage delivered to the 

DNA and subcellular structures of a single nucleus. Figure 1 shows a schematic view of the 

designed phantom, containing three layers. The figure also presents the simulated cells in the 

boundary of two layers with various concentrations of GNPs in the cytoplasm. It is worthy to 

mention that given that MCNP is a general-purpose Monte Carlo code, using MCNP tallies for 

scoring quantities in a nano-scale cell may be of concern. Nevertheless, in the present work, 

we have evaluated the dose deposited in the cell nucleus, which is considerably larger than 

nanometer dimensions, making the simulations carried out reliable 
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Fig. 1. A schematic cross-sectional view of the 

designed phantom containing three layers, the 

dimensions, and the source position. Each layer is 

filled with cells with different GNP concentrations. 

The cells in the boundary of two layers with GNPs 

localized in the cytoplasm are also shown. The 

medium, the nucleus, and the free space between the 

GNPs are filled with water. 

To show the concentration of gold nanoparticles 

per gram of water, the notation of mgAu/gwater has 

been used. Three various concentrations of 7, 15, 

and 30 mgAu/gwater have been considered for GNPs 

in the tumor, and the ratio of the concentration in 

the tumor:second layer:third layer is 1:0.5:0.25. 

To investigate the effect of the presence of GNPs in the healthy tissues, the sets of 7:0:0, 15:0:0, 

and 30:0:0 have also been simulated. Based on the given concentration, the number of GNPs 

and cells is determined. Each GNP has been simulated as a sphere of pure gold of either 50 or 

100 nm in diameter. To fill the volumes with cells, the repeated-structures by using the FILL, 

UNIVERSE, and LAT cards in the MCNPX code have been simulated. 

RESULTS AND DISCUSSION 

Figure 2 reports the DEFs calculated in the nuclei of the cells in each layer for a typical 

concentration of 30 mgAu/gwater of 100 nm GNPs in the tumor irradiated by 10 to 100 keV 

photons. This concentration has been considered to be 15 and 7.5 mgAu/gwater in other layers 

taking into account the ratio of 1:0.5:0.25 mentioned before. This figure also presents the 

results of 30:0:0 concentrations for the layers, i.e. in the absence of GNPs in the healthy tissue. 

As can be seen, the dose in the tumor is not affected by the presence of the tumor in healthy 

tissue. Strictly speaking, the DEFs for the concentration set of 30:15:7.5 deviate from those of 

30:0:0 concentration set between about 0.01% to 0.6%. However, there is distinct differences 

between the DEFs calculated for these sets in the surrounding healthy layers so that this 
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deviation ranges between about 14.8% and 436.7%, and about 5.4% and 338.7% for the second 

and third layers, respectively. For both layers, the minimum and maximum deviations 

correspond to 10 keV and 30 keV photons, respectively. 

 

Fig. 2. The values of DEF calculated in the nuclei of a) tumor, b) the second layer, and c) the third 

layer, exposed to irradiation of monoenergetic photons of 10 to 100 keV. The curves correspond to 

the typical concentration of 30 mgAu/gwater (diameter: 100 nm) in the tumor, and 15 and 7.5 mgAu/gwater 

in the second and third layers, respectively (30:15:7.5). The data have been compared with those in 
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the absence of GNPs in the second and third layers (30:0:0). Error bars indicate the relative 

uncertainties. 

A similar investigation has been made for 100 nm GNPs of 15 and 7 mgAu/gwater concentration 

in the tumor, with the ratio of 1:0.5:0.25 for the concentration in the tumor:second layer:third 

layer. For the purpose of this study, the calculated DEFs have been compared with those of the 

absence of GNPs in healthy tissues. Figure 3 shows the deviations in detail for three layers for 

the tested energies. As can be seen, the deviations are negligible in the tumor. For other two 

layers, in a given concentration, approximately follow the same behavior for various primary 

energies though their corresponding values significantly differ. Furthermore, it can be found 

that the deviations get the largest value in the second layer which is caused by being closer to 

the tumor and thus receiving a larger amount of the injected nanoparticles. The figure also 

shows that these deviations in both the healthy layers are highly dependent on the energies of 

the irradiated photons and peak around 30 keV. The results highlight the importance of paying 

attention to the penetration of GNPs in surrounding healthy tissues.  

In order to assess the effect of GNP size on the results, the other typical diameter of 50 nm has 

been investigated. Figure 4 shows the DEFs for the concentration set of 30:15:7.5 mgAu/gwater 

of 50 nm GNPs versus both the layer number and the irradiated energy. To reach a more precise 

on the effect of the size on the DEFs (Figs. 2 and 4), the deviation between the results of the 

typical concentration of 30:15:7.5 mgAu/gwater for 50 nm GNPs and the same set of 

concentration in the same layer for 100 nm GNPs has been caclulated. The results can be found 

in Table 1. By keeping the concentration of GNPs constant, it was found that dose enhancement 

do not change significantly by size variation for the incident energies tested and while dose 

enhancements are energy-dependent, they show a small change, on the order of a few percent, 

by changing the GNPs’ size. For the constant concentration mentioned, these variations range 

between about 0.01% and 3.5% for the tumor, about 0.12% to 7.6% for the second layer, and 

about 0.31% to 6.6% for the third layer. It is worth noting that the sizes investigated in this 

work are not necessarily advantageous in clinical works and other parameters such as 

performance of the GNPs in delivery to the target and intracellular uptake play influential roles. 

 



 

 218 

 

Fig. 3. Deviations (in percent) between the DEFs calculated in the nuclei of a) tumor, b) the second 

layer, c) the third layer, for three sets of 30:15:7.5, 15:7.5:3.75, and 7:3.5:1.75 mgAu/gwater  as 

tumor:second layer:third layer and those of 30:0:0, 15:0:0, and 7:0:0 mgAu/gwater , respectively.   
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Fig. 4. 3-D presentation of the DEFs calculated in the nuclei of three layers of the phantom exposed to 

irradiation of monoenergetic photons of 10 to 100 keV. The curves correspond to the concentration 

set of 30:7.5:3.75 mgAu/gwater of 50 nm GNPs. 

Table 1.  Deviation from the values of DEF in the nuclei of three layers for 50 nm GNPs of 

30:15:7.5 mgAu/gwater of those corresponding to the same set of concentration of 100 nm GNPs for 

various primary photon energies.  

Energy 

(keV) 

Deviation from DEF50 nm of DEF100 nm (%) 

Layer 1 Layer 2 Layer 3 

10 -0.79 -1.50 -0.31 

20 1.16 -0.12 -0.40 

30 0.01 5.83 2.91 

40 2.92 7.57 4.09 

50 -0.25 2.64 5.27 

60 -1.08 1.20 6.61 

70 3.51 0.13 2.03 

80 -0.90 1.65 0.10 

90 1.34 1.22 6.34 

100 1.20 2.83 2.57 
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Conclusions 

This work presents a simulation study to make clear the importance of detailed modeling for 

the distribution of GNPs in non-target tissues in the computation of dose enhancement in 

radiation therapy. To this aim, a model considering the widely documented observation of 

GNPs' trend to heterogenetically distribute around the nucleus (in the cytoplasm) was 

investigated. The simulated cells were employed to fill the tumor, and its surrounding healthy 

tissue as well. The concentration was decreased by getting more distance from the tumor with 

a ratio of 1:0.5:0.25. The results show that for 100 nm GNPs, the DEFs for the concentration 

set of 30:15:7.5 deviate from those of 30:0:0 concentration set by about 0.6%, 436.7%, and 

338.7% for the tumor, the second layer, and the third layer, respectively. Similar results were 

obtained for 15:7.5:3.75, and 7:3.5:1.75 concentration sets. Performing the same calculations 

for different GNP size show that the dose enhancement is not significantly sensitive to the size 

of GNPs, leading to a small change, on the order of a few percent. 

The results show that not only the subcellular location of GNPs strongly governs the dose 

enhancement and the prediction of its behavior depends highly on the modeling of 

nanoparticles, but also the penetration of the GNPs toward the non-target healthy tissues 

increases the dose delivered to these volumes and, therefore, influences the treatment 

procedure. This claim can be supported by the fact that the allowable dose to the healthy tissue 

is the most common criterion for determining the duration time of the treatment in radiation 

therapies. As an example, for eye plaque brachytherapy purposes, a dose ranging between 30 

and 60 Gy is suggested to avoid damage to critical structures such as the optic nerve. By the 

presence of the GNPs in healthy neighboring tissues and absorbing the radiation accordingly, 

this allowed dose value can be achieved in a shorter time and, therefore, the duration of time 

that the patient will need to wear the plaque decreases.  Hence, a longer treatment period may 

be required to deliver the same dose to the tumor. Taking into account that precise simulations 

are required so that can be used for pre-clinical tests, our work emphasizes the significance of 

accurate modeling of the distribution of GNPs in the medium, both the tumor and healthy 

tissues, to demonstrate the more precise potential of GNPs in improving radiotherapy 

treatments. It is worthy to mention that changing in geometry of the models used would clearly 

affect the values calculated for DEF. Our values reported hence are not absolute. However, 
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owing that these simulations leads to better understand the effects of distribution of GNPs in 

the non-target organs on dose enhancements, these calculations are worthwhile.      
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Abstract 

Radiation pressure acceleration (RPA) and target normal sheath acceleration (TNSA) are the 

most important methods of Laser-accelerated proton beams (LAP) planning systems. LAP has 

inspired novel applications that can benefit from proton bunch properties different from 

conventionally accelerated proton beams. 

The secondary neutron and photon produced in the collision of protons with beamline 

components are of the important concern in proton therapy. Various published Monte Carlo 

researches evaluated the beamline and shielding considerations for TNSA method but there is 

no studies directly address secondary neutron and photon production from RPA method in 

LAP. The purpose of this study is to calculate the flux distribution of neutron and photon 

secondary radiations on the first area of LAP and to determine the optimize thickness and radius 

of the energy selector in a LAP planning system based on RPA method. Also, we present the 

Monte Carlo calculations to determine the appropriate beam pipe for shielding a LAP planning 

system. The GEANT4 Monte Carlo toolkit has been used to simulate a secondary radiation 

production in LAP. A section of new multifunctional LAP beamline has been proposed, based 

on the pulsed power solenoid scheme as a GEANT4 toolkit. 

The results show that the energy selector is the most important source of neutron and photon 

secondary particles in LAP beamline. According to the calculations, the pure Tungsten energy 

selector not be proper case and using of Tungsten+Polyethylene or Tungsten+Graphite 

composite selectors will reduce the production of neutron and photon intensities by 

approximately ~10% and ~25% respectively. Also the optimal radiuses of energy selectors 

were found to be ~4 cm and ~6 cm for a 3 degree and 5 degree proton deviation angles 

respectively. 

KEYWORDS: Neutron, photon, flux distribution, energy selector, GEANT4 toolkit. 
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1.Introduction 

Conventional proton cyclotrons have a diameter of about 4 m and a weight of 200 t. Due to the 

size and cost of beam therapy systems, more compact facilities are desired and different 

technologies are under investigation. An attractive approach is the use of laser plasma 

acceleration for proton therapy [1–3]. The use of this technology has different mechanisms.  

Nowadays, the target normal sheath acceleration method (TNSA) dominates the laser-plasma 

interaction at laser intensities above 1020 W/cm2 and is thus accessible with existing laser 

systems [4]. The TNSA regime produces non thermal equilibrium plasma in the rear side of 

the laser irradiated target [5]. Future generation laser systems based on the radiation pressure 

acceleration method (RPA) promise a narrower energy spread and a more efficient conversion 

of laser energy to proton energy [4]. In comparison to the TNSA, the conversion efficiency 

with the RPA scheme is estimated to be more than 40 times higher [6, 7]. 

Commonly in LAP, two different Particle-in-cell (PIC) and envelope tracking groups of 

computer codes are used for beam transport simulations. Some of them are: TRACE2D, GPT, 

TRACK, TRACEWIN [8] and etc. The transport beamline has to ensure the beam parameters 

such as intensity, energy spectrum and field size. In a LAP facility only a very small part of 

the laser accelerated protons is used and transported to the irradiation site. The codes mentioned 

above, cannot evaluate the real effects of transportation such as secondary radiation production 

resulting from dumping the large portion of unused protons. In order to design a transport 

beamline which considers all experimental conditions, the use of Monte Carlo codes (such as 

GEANT4, Fluka and etc.) is crucial.  

Although proton therapy is regarded as one of the most effective forms of radiotherapy in terms 

of secondary radiation dose, but small amounts of radiation will inevitably be deposited outside 

the path of the primary beam. Secondary photons, neutrons, protons, and heavier recoils may 

deposit their energy outside beamline [9-12]. Neutrons are the major contribution to the dose 

equivalent outside the treatment volume because of their high-relative biological effectiveness 

[13]. The production of secondary particles increases inside the beam modifier material such 

as collimator, energy selector and etc. Also range modulator wheel (RMW) and beam pipes 

employed in high-energy proton beams can also be a significant source of secondary radiation 

[14].  

Some GEANT4 and Fluka simulations and preliminary experimental tests have been already 

performed for LAP based on TNSA method [15-19]. Furthermore, GEANT4 simulation of the 
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energy selector system has been developed and reported in Ref [20]. But in RPA method, 

Monte Carlo simulation with accurate details of proton transport beamline consisting of pulsed 

magnet, energy selector and etc. before the design and construction of the device has never 

been developed. Secondary radiation calculations have not been carried out in RPA method up 

to now. Our GEANT4 calculations make it possible to study the production of secondary 

particles inside the LAP beamline. In this work, our purpose is developed a compact particle 

selection and beam collimating system using the GEANT4 package. As an important step, the 

GEANT4 proposed design is capable of investigating the production of secondary particles. 

The shape of magnetic field and energy selection process applied here is based on theoretical 

model of the work of Refs [21-23] which are used DYNAMION [24] and TRACEWIN [25] 

ready codes.  

2.Material and methods 

2.1 Simulation of geometry and proton source  

We have used the GEANT4 Monte Carlo toolkit [26], which is one of the most powerful and 

widespread codes for beam transport and focusing of particles. GEANT4 is a C++ object-

oriented and open source code authorizing the simulation of particle interactions with matter. 

It initially developed for high energy physics experiments simulation and it is now used also 

for low energy medical physics applications, such as ion therapy. Schematic demonstration of 

the compact particle selection and beam collimating components are drawn in Fig 1. Our 

GEANT4 simulations setup is based on configuration of Ref [27]. The first part of the beamline 

consists of proton beam source, first pulsed solenoid, energy selector and beam pipe as main 

components. 
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Fig. 1. (a) The schematic layout of design based on pulsed power solenoids and (b) GEANT4 

simulation of pulsed power solenoid system, beam pipe and energy selection target. 

 

In The RPA method, transport properties of the proton beam can be evaluated by definition of 

the spectral yield of protons as function of energy E and production cone angle Ω [21-23, 

28,29]:  

1dN(E, )
(MeV )

dE

−
                                                                                 (1)  

which determined the number of protons in an energy interval dE and within a cone angle ± Ω. 

The proton energy spectrum is quasi-monoenergetic with a peak at about 220 MeV. To 

introduce the RPA proton source into our GEANT4 simulations, we take a bi-Gaussian 

approximation [22]: 

2 2E 220 E 150
N(E) 1.1 exp[ ( ) ] 0.4 exp[ ( ) ]

30 100

− −
= − + −                                        (2) 

Ignoring the relatively weak dependence on Ω according to Ref [21] this continues energy 

spectrum is evaluated at about 120 points and plotted in Fig 2 (a).  

In the GEANT4 toolkit, the General Particle Source (GPS) class allows to specify the spectral, 

spatial and angular distribution of the primary source particles. The users can use the GPS class 

to define their arbitrary sources. We apply the GPS class in our program to define the proton 

source in the simulation process. The radius of the circle proton beam is considered to be 10 

µm [22] and the beam direction is along z axis. The distance proton source (with Gaussian 

phase space distributions of standard deviation Ω = ±87.26 mrad (± 5º)) to the initial of the 

solenoid is 4 cm. The function of the solenoid filed maps based on the conditions for 

coordinates x, y and z, is defined in a separate file. The shape of solenoid filed map versus 

distance in the z direction is shown in Fig 2 (b). It should be noted that the shape of the magnetic 

field of the solenoid are similar with approach presented in Ref [21].  
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Fig. 2. (a) Spectral energy distribution of protons (RPA spectrum) implemented in the 

GEANT4 and (b) demonstration of solenoid filed map versus distance in z direction. 

2.2  Beamline components and physics processes in the simulation 

The first part of beamline components and GEANT4 design of the pulsed power solenoid 

consist of the elements shown in Fig. 1 (b). The elements were positioned in an air tube volume 

(mother volume). The proton beam, coming from the source, enters the solenoid with 3 cm 

inner radius. The aperture with 0.5 cm radius, placed after the solenoid. The aperture is inside 

the cylindrical energy selector. By means of this aperture, protons with particular energy are 

selected and transported [23]. The material, thickness and radius of the selector and beam pipe 

are variable  and they are explained in the results section. The main body of the solenoids is 

composed of five centered cylinders (with a different inner and outer radius). Copper and 

plastic (Polyurethane) rings are made of thin layers positioned at the correct depth inside the 

solenoids (See Fig 1). In different conditions, the cylindrical selector is made of different 

materials: Tungsten (W), Tungsten+Polyethylene (WP), Tungsten+Graphite (WC) and 

Iron+Polyethylene (FeP) in which the two cylinders stick together successively.  In cases where 

the composite selector is made of two kinds of material, the first (that is closer to the solenoid) 

and the second parts have a thickness of 4 cm and 2 cm respectively. Also the beam pipe is a 

cylinder with 120 cm length along z direction. The inner and outer radiuses of the beam pipe 

are 7.8 cm and 11.8 cm respectively.  Beam pipe made of Iron+Polyethylene and polyethylene 

materials in two cases.  

The densities of air, plastic, copper, iron, polyethylene, graphite and tungsten are 0.0012 g/cm3, 

1.03 g/cm3, 8.96 g/cm3, 7.87 g/cm3, 0.96 g/cm3, 2.23 g/cm3 and 19.3 g/cm3 respectively. These 

materials are used in simulation processes. During GEANT4 simulation, many physics 

packages such as: G4EmStandardPhysics, G4HadronElasticPhysics, 

G4RadioactiveDecayPhysics, G4HadronInelasticQBBC, G4ComptonScattering and etc. were 

activated [26]. In the simulation process all particles were subjected to be tracked if their ranges 

are longer than the defined “Setcut” threshold of 0.01 mm in the simulation process.  

3. Results and discussion  

3.1 Focusing the RPA proton beam  

At the first step, we have characterized the proprieties of magnetic field, simulating a uniform 

reference proton beam as an input source. We choose the E = 220±0.01MeV as a reference 

energy for adjusting the field strengths, because it is approximately the energy of the peak of 
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the RPA spectrum (see Fig. 2 (a)). The strength of the magnetic field adjusted to create a focal 

spot at 100 cm from the proton source (z = 96 cm) (see Fig 1 (a)). To create this focal point, we 

adjust the amplitude of the magnetic field of the solenoid. The maximum magnetic field needed 

to create a focal distance for 220±0.01MeV protons was found ~15 T from z = 0 to z=30 cm in 

the center of the solenoid. The blue curve in the Fig 1 (b) is a number of proton trajectories for 

220 ± 0.01MeV protons. This part of simulation was realized with 3 × 106 events and detected 

by a transverse detector, positioned at the focal spot position. The protons typical cone angle 

is Ω = ± 5 degree. The resulting distribution is shown in Fig. 3 (a) taken at the focal spot. 

According to Fig 3 (a), approximately 1.5 mm diameter waist at the aperture region is founded. 

As previously mentioned we want to filter a maximum value of about ∆E/E of RPA full 

spectrum [23]. In all subsequent calculations the simulation is performed with RPA proton 

source. We have simulated a vertical detector after the aperture for storing the energy 

distribution outputs. The results show that for a quasi monoenergitic RPA source of Fig. 2 (a), 

the energy spread of the selected beam is ~ ±10 MeV. This result shown in Fig 3 (b) and is 

obtained by using 5 mm diameter aperture with 6 cm thickness of W selector. The energy 

distributions are normalized to theirs maximum values. In Fig 3 (b), logarithmic scale of initial 

and selected (output) proton energy spectra have been compared. As expected, the aperture 

provided a suitable energy filtering which prevented low energy protons to pass through.  

  
Fig. 3. (a) x-y 2D density plot of proton flux and corresponding profiles inside the aperture 

region. The proton energy is 220±0.01MeV and (b) Initial and selected (output) proton energy 

spectra with the GEANT4 simulation, performed with a RPA proton source. The distributions 

are normalized to theirs maximum values. 

Fig. 4 shows the proton (a) neutron (b) and (c) photon 3D and 2D flux maps per unit source 

particle. The fluxes is scored  with the box detector geometry consists of a grid containing 100 

× 100 × 200 voxels, each with dimension 0.24 × 0.24 × 0.6 cm3. In this area of the beamline, 

the maximum flux of neutron and photon both cases are located around the W energy selector. 
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As seen in Fig 4 the production of secondary neutrons and photons increases around the selector 

and the most important source of secondary radiations is energy selector. So finding the optimal 

thickness and radius for the energy selector is a fundamental investigation. The solenoid 

structures can also be a significant source of secondary radiation (see the solenoid region in 

Fig 4 (b) and (c)).   

 

 

Fig. 4. 3D view of primary and secondary flux of RPA protons from the source position (z = -

4 cm) to after the focal length (aperture position). Primary proton (a), neutron (b) and photon 

(c) flux distributions. Material, thickness and radius of the selector are W, 6 cm and 7.8 cm 

respectively. It should be noted that outputs with very small amounts are not plotted in the 

figure. 

 

3.2 Selector and beam pipe calculations  

The comparison of secondary neutron flux with respect to the different W selector depths is 

shown in Fig. 5. The radiuses of three W selectors are 7.8 cm that is equal to the outer radius 

of the solenoid plastic edges. For these calculations the detector is a cylinder of radius 3 cm 

and three different thicknesses (4 cm, 5 cm and 6 cm). The detector is sliced to 300 cells along 

z axis. It is in the vicinity of the aperture and does not include it. According to Fig. 5, using of 

three different W selectors causes stopping of useless protons but the secondary photons and 

neutrons passes through this selectors. As can be seen, using of thicker W selector will increase 

the intensity of neutrons and photon fluxes. Therefore, increasing the thickness of the tungsten 

selector is not an appropriate method to reduce the secondary radiations. It is very important to 

use a suitable shielding around this area of LAP beamline. It is obvious that  the contributions 

of primary protons were decreased when the position moved deeper into the selector. It should 
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be noted that there is considerable leakage for the secondary particles in this area of LAP 

beamline. According to Fig. 5, the simulated primary selector has a length of ~ 4 cm which can 

fully stop all the useless RPA protons. This choice prevents the production of further neutron 

and photon secondary particles. The percentage ratios of the neutron intensity to photon 

intensity are ~74%, ~75% and ~77% for 4 cm, 5 cm, and 6 cm thicknesses respectively. Also 

the results show the percentage ratio of the neutron intensity of two 4 cm and 5 cm thicknesses 

is ~23%. This ratio between 5cm and 4 cm thicknesses is equal to ~19%.  

 
Fig. 5. The comparison of proton, neutron and photon fluxes with respect to different tungsten depths 

(4 cm, 5 cm and 6 cm). Primary beam is proton RPA spectrum. The flux distributions were produced 

inside a cylinder detector positioned at the absorber and did not cover the aperture. The thickness of the 

detector and absorber is the same and the vertical axis is plotted in log scale. 

Mostly the neutrons are the major concern of shielding calculations. Polyethylene and Graphite 

are considered the proper neutron shielding materials available [18]. To study the effect of 

potential selector materials on neutron production and elimination, calculations of neutron flux 

distributions were made for WP and WC energy selectors. For calculation of figures 6 to 9, the 

detector is a cylinder of length 6 cm with radius 7.8 cm and sliced to 300 cells along z axis. It 

includes both aperture and selector. As observed in Fig 6 (a), W is indeed the material with the 

highest neutron and photon production cross sections among the W and WP selectors. The 

results show,  compared to W, the use of WP selector reduces the intensity of photons and 

neutrons by ~10% and ~25% respectively. Because Polyethylene has a large neutron capture 

cross-section and performs better. According to Fig 6 (b) there is no significant difference 

between the result of WP and WC selectors and can be concluded using of composite selector 

design (WP and WC) reduce the intensity of secondary neutrons and photons.  
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Fig. 6. Calculated primary and secondary particle flux from RPA protons, inside the W, WP and WC 

selectors. Each thick of selector here is 6 cm. The vertical axis is plotted in log scale and the vertical 

(in x=4 cm) dashed line represents the boundary between two materials. 

The secondary radiation that was recorded in the cylinder detector (after the selector) during 

the irradiation of the energy selector with RPA beam is visualized in Fig. 7. This figure shown 

logarithmically (of course the internal figures are non-logarithmic). As seen in Fig 7 (a), most 

of the neutrons produced have energies less than ~10 MeV and the distribution does not change 

significantly for larger energies with W, WP and WC selectors. According to neutron 

distribution, WP selector has a lowest intensity of low-energy neutrons. For this reason, an 

appropriate moderator like Polyethylene (or Graphite) must be mixed with tungsten to stop 

low-energy neutrons. In the photon flux distribution produced from proton interaction with 

selectors, some of the peaks correspond to exited nucleus. 

 

 
Fig. 7. Flux-energy distribution of secondary neutrons and photons scored after the energy selector, (a) 

The flux distribution of the neutrons, (b) distribution of the flux of the photons. The comparison is done 

for three W, WP and WC different selectors. The thickness of selectors is 6 cm. 

The proton, neutron and photon flux per selector depth are shown in Fig 8 (a) for the WP and 

FeP selectors both 6 cm thicknesses. As it can be seen, in comparison with FeP, WP has stopped 

a greater amount of protons because the stopping range is linearly dependent on material 

density and materials of low density will have large stopping ranges [30]. A difference of ~19% 

in proton intensities was found for WP and FeP selectors. It indicates that WP is good selector 

for stopping the primary protons while FeP does not perform well at the RPA energy range. 
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Also the secondary radiation differences (In Fig 8 (a)) are ~14% and ~70% for photons and 

neutrons respectively. As seen in Fig 8 (b), The FeP selector has less neutron distribution than 

the WP selector at energies up to ~20 MeV. This process is reversed for larger energies (of 

course much less). It indicates that WP is appropriate selector for slowing down the neutrons 

with higher energies (>20 MeV) while FeP perform well at the lower energy ranges.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

  

Fig. 8. (a) Simulation of particle flux as a function depth for WP and FeP selectors. (b) The flux 

distribution against energy of the neutrons, (c) flux-energy distribution of the photons. The comparison 

is done for three WP and FeP two selectors. The thickness of selectors is 6 cm. 

In the next step, a W selector (with thickness of 6 cm) was located against the primary protons 

with different radiuses as used in the calculation. The proton and neutron fluxes for 3 degree 

and 5 degree beam deviation angles from the different radiuses of selector are shown in Fig 9 

where the flux is plotted against the depth of the selector. In the neutron flux distributions only 

cases relative to three selected radiuses are shown. This is evident in Fig 9 (a) and Fig 9 (b) 

where the radius of the selector is increases the proton flux intensity is degreased because the 

simulated selector has a bigger cross-section in front of the RPA source. Moreover according 

to Fig 9 (a) and Fig 9 (b), if the selector radius is bigger than a certain radius, the difference 

between the intensity of the proton spectra is significantly reduced (smaller than ~0.2%). 

Indeed, this radius can be selected as optimal radius  because after this value by increasing the 
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radius, the intensity of the production of secondary radiation only increases (see the neutron 

distributions in Fig 9 (a) and Fig 9 (b)). For example the difference of neutron intensity in Fig 

9 (a) is ~4% between the curves corresponded to 6 cm and 7 cm radiuses.  The optimal radiuses 

were found to be ~4 cm and ~6 cm for a 3 degree and 5 degree proton deviation angles 

respectively.  

 

Fig. 9. Flux distribution against selector depth for a WP selector of 6 cm, for protons and neutrons at 

(a) 5 degree and (b) 3 degree beam deviation angles.  

 

When the RPA protons entering the solenoid field in the beamline will be deflected and have 

a spatial distribution due to their energy spread. So some of them are able to escape from the 

beamline path and it is essential to shield the beamline with beam pipes. As we know, neutron 

shielding requires materials rich in hydrogen, while photon shielding needs materials of high 

atomic number and density. One can use separate materials for the two purposes or materials 

that are good shields for both neutrons and photons [18]. The shielding ability of Polyethylene 

and Iron+Polyethylene beam pipes is investigated. The reason for choosing Polyethylene is 

that it has a large neutron capture cross-section and performance in the energy range up to 300 

MeV. Also, iron is an effective shielding material for secondary neutrons, which can 

significantly reduce the neutron intensity (see Fig 8 (a)). The flux profiles of primary and 

secondary particles and for two different beam pipe configurations are shown in Fig 10. For 

the primary protons, the 3D view of flux map is also plotted (see the left panel of Fig 10 (a)). 

According to Fig 10 (a), Iron+Polyethylene beam pipe represent a good choice for primary 

proton stopping. Moreover as seen in Fig 10 (c) it reduces the intensity of secondary photons 
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especially around the selector area. This is another reason for choosing the Iron+Polyethylene 

beam pipe design. Also the Polyethylene beam pipe somewhat can reduce the neutron intensity 

(Fig 10 (b)). As a solution,  the second layer materials (Polyethylene) could have larger 

thickness.   

It can be concluded to reduce the proton, photon and neutron intensity as much as possible; 

FeP was selected as a proper shielding material in the beam pipe design. It is also not a good 

choice to add a layer of tungsten (instead of iron   ( to the constructing beam pipe due to the high 

cost, heavy weight and high production of secondary neutrons. 

 
 

Fig.10. (a) Variation of proton flux along the beamline and its profile (in y=0) at the position after the 

solenoid against the x position. Lateral flux profile (in y=0) at the position after the solenoid against the 

x position for (a) neutron and (b) photon particles. 

Conclusion 

Our general purpose is to simulate the designed compact particle selection and beam 

collimating system of LAP using the GEANT4 MC toolkit. This purpose requires a step-by-

step study and simulation. We have presented pulsed power solenoid system in GEANT4 

toolkit. This pulse power solenoid is a first-generation design based on Monte Carlo results 

and later designs will be optimized. This is an ongoing work to study and develop radiation 

protection for ongoing experiments and future therapy applications. We studied the 

performance of a pulsed power solenoid designed for RPA method with respect to generation 

of secondary radiation in a compact LAP design. In order to reduce the neutron and photon 

secondary radiation different materials, thickness and radiuses for the energy selector 

construction will be studied. We found that the consideration of accurate structure of the 
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solenoid should not be ignored and it is also one of important source of secondary radiation 

production. 

From the simulations, it can be concluded the composite WP and WC energy selectors induced 

the lowest intensity of secondary radiation because the pure  tungsten induced a neutron and 

photon fluxes of approximately ~25% and ~%10 higher than the W selector. For these 

composite selectors, a length of ~ 4 cm of W can fully stop all the useless RPA protons. 

Moreover WP selector has a lowest intensity of low-energy neutrons. For this reason, an 

appropriate moderator like Polyethylene (or Graphite) must be mixed with tungsten to stop 

low-energy neutrons (< ~10 MeV) that they have largest contribution of the flux-energy 

distribution. We also calculated the optimal selector radius for two 3 degree and 5 degree 

proton deviation angles .These optimal radiuses are ~4 cm and ~6 cm respectively. It can be 

concluded to reduce the proton, photon and neutron intensity as much as possible; FeP was 

selected as a proper shielding material for the beam pipe design. In the next steps we will also 

simulate more components of the designed beamline such as beam accurate structure of 

quadrupole and etc. The presented simulation of the accurate solenoid components in this 

article can be used by interested GEANT4 users in different physics fields. 
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Abstract 

This research employs Neutron Activation Analysis (NAA) to assess cobalt concentrations in 

saffron plants and the soil of saffron farms. Given that the greater Khorasan region is 

responsible for over 90% of Iran's saffron production, and Iran itself contributes to over 90% 

of global saffron output, the study focuses on Torbat Heydarieh county, a key saffron-

producing area. The NAA results demonstrate that cobalt concentrations in both saffron corm 

and aerial parts are within ranges conducive to plant growth and remain below toxicity 

thresholds. The findings suggest that saffron does not significantly accumulate cobalt, as the 

calculated Bioaccumulation Factors (BAFs) for aerial parts consistently register below 0.5, 

indicating limited direct soil-to-organ cobalt accumulation. Furthermore, the Translocation 

Factor (TF) for cobalt from the corm to all aerial tissues is below one, implying a diminished 

uptake and accumulation of cobalt in aerial tissues compared to the saffron corm. This 

research sheds light on the nuanced dynamics of cobalt distribution within saffron plants in a 

crucial saffron-producing region. 

Keywords: Bioaccumulation Factors, Neutron Activation Analysis (NAA), Saffron (Crocus 

sativus L.)  

INTROUCTION 

The nutrient elements play a crucial role in shaping biochemical processes, ultimately 

influencing the comprehensive growth of different crops and their production efficiency. 

While these elements are not universally essential for all plants, they can have an impact on 

both plant growth and yield. The nutrient under consideration in this research is Cobalt (Co). 

Cobalt serves as a vital component of cobalamin, necessary for the functioning of numerous 

enzymes and coenzymes. It plays a crucial role in the formation of leghemoglobin, 

participating in the process of nitrogen fixation within the nodules of leguminous plants [1]. 
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By enhancing the number of nodules per plant, it also regulates both the quantity and size of 

root nodules. Cobalt has been demonstrated to be indispensable for the process of symbiotic 

nitrogen fixation in legumes. It plays a crucial role as a cofactor of cobalamin (Vitamin B12), 

functioning as a coenzyme that actively participates in both nitrogen fixation and the growth 

of nodules [2]. 

Cobalt exhibits both positive and negative effects on plants. At relatively lower 

concentrations, cobalt has been observed to enhance nodulation, leading to improved overall 

growth and yield. Conversely, higher concentrations of cobalt have been found to reduce the 

bacterial population in the rhizosphere, adversely affecting nodulation and resulting in 

decreased crop growth and yield. Detrimental effects on plant growth, including chlorosis 

and necrosis, were reported at elevated cobalt concentrations. Additionally, high cobalt levels 

were found to inhibit root growth by retarding cell division, impeding the uptake and 

translocation of nutrients and water [3]. 

Minerals undergo constant circulation between living organisms and their environment. The 

uptake and assimilation of minerals by plants constitute a pivotal step in the mineral cycle 

within the biosphere. Therefore, the expansion of the root system, particularly its capacity to 

absorb varied concentrations of soil mineral nutrients, significantly influences the nutrient 

uptake process. The movement of ions within plant tissues, involving the transfer of water from 

one cell's vacuole to another, occurs along a specific route termed the cytoplasmic pathway. 

This trajectory serves as the primary path for ion movement. It is essential to acknowledge the 

movement of ions from the cytoplasm and their entry into the cytoplasm of neighboring cells. 

Additionally, there exists an alternative route known as the extra-cytoplasmic pathway, which 

traverses the structural walls of cells and intercellular spaces. 

Saffron (Crocus sativus L.) is a perennial herbaceous plant classified as a monocot flowering 

and stemless herb within the Iridaceae family of the Asparagales order. Typically reaching a 

height of up to 35 cm, saffron is cultivated on more than 100,000 hectares of Iranian farms, 

yielding an annual saffron production of approximately 340 tons. Remarkably, Iran is 

responsible for over 90% of global saffron output [4]. Despite saffron cultivation being 

distributed across 20 provinces in Iran, the vast Khorasan region, encompassing North, South 

and Khorasan Razavi provinces, contributes to over 90% of the national saffron production. 

Within the great Khorasan region, Torbat Heydarieh County emerges as a pivotal contributor 

to the overall production of Iranian saffron [5].Selection is the cellular property through which 
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a cell selectively absorbs and stores certain elements from its environment, or conversely, 

absorbs minimal amounts of others. The penetration rate of materials into lethal fibers' cells is 

inversely proportional to the coarseness of the adsorbed particles. Cell permeability 

demonstrates variability based on mineral concentrations within the cells, even in non-root 

cells isolated from a plant tissue. Maintaining a balance between cations and anions is crucial 

within cells. The observed connections between intracellular factors and substance 

permeability in the cell establish links between metabolism and substance absorption [6]. 

The primary objective of this investigation is to assess cobalt concentrations in saffron and a 

farm, utilizing neutron activation analysis as a nuclear spectrometry method. Additionally, the 

study explores the translocation potential of cobalt in saffron through translocation indexes. 

RESEARCH THEORIES AND EXPERIMENTAL 

This study involves the collection of two distinct types of samples: (I) soil samples and (II) 

plant samples. The saffron plant's organs can be categorized into three main groups. The corm, 

situated beneath the soil surface, constitutes the initial part of the plant. Herbaceous organs 

encompass leaves, petals, and stems. The stigmas, represented by the red threads, serve as the 

final organ and are the sole edible part of the saffron plant. Consequently, saffron plant samples 

for this study comprise three primary categories: (a) corm: C sample, (b) herbaceous 

specimens: H sample, and (c) stigmas: S sample. Saffron corms are positioned at a soil depth 

of 15–30 cm. Therefore, in cultivated farms, the soil is plowed to a depth of 30 cm. However, 

beyond a depth of 30 cm, the soil becomes considerably dense, hindering easy water absorption 

[7]. As a result, soil samples were collected from two specific types: (a) topsoil (up to a depth 

of 15 cm): TS sample and (b) soil surrounding the saffron corm: CS sample (at a depth of 15–

30 cm). 

Torbat Heydarieh is situated in the Khorasan Razavi province, approximately 150 km south of 

Mashhad. The geographic coordinates for Torbat Heydarieh are a longitude of 35°:16' and a 

latitude of 59°:13'. The area of Torbat Heydarieh spans 3681 km2 [8]. Figure 1 displays maps 

of IRAN (left), Khorasan Razavi province (middle), and Torbat Heydarieh (right). 
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Fig. 1. Maps of IRAN (left), Khorasan Razavi province (middle), and Torbat Heydarieh (right). 

In this study, the stratified random sampling method was implemented. The study area was 

divided into three zones (North (N), Center (C), and South (S)), as depicted in Figure 1 (left), 

based on administrative divisions. Subsequently, four roughly equal parts were designated for 

sampling within each zone, resulting in sampled areas of approximately 300 km2 each. The 

focus was on saffron farms with the highest cultivation and production levels in each sampled 

area, and a composite sample for each type was then prepared for every farm. 

For the collection of plant and soil samples, a combination of a garden shovel, scissors, and a 

manual earth auger was employed. The plant samples underwent a washing process with 

distilled water, followed by a reduction in humidity using dry air over approximately one week. 

Following this, both soil and plant samples were initially crushed using an electric grinder and 

then finely powdered using a ceramic mortar and pestle. The final step involved sifting the 

samples through a lab sieve shaker, and the resulting material was packaged in specialized 

plastic cylinders. 

In this investigation, neutron activation analysis (NAA) was employed to ascertain the 

concentrations of cobalt in the samples. NAA is recognized as one of the most precise 

analytical methods, involving a comparison of the sample's activity with that of a standard  

sample to overcome certain practical limitations. The primary equations of relative NAA are 

outlined in Eq. 1 [6]: 

𝑅 =
𝑀

𝑇

𝐴𝑠𝑎𝑚

𝐴𝑠𝑡
          (1) 
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where R is the weight concentration of cobalt in the sample, Asam and Ast are the activities of 

cobalt in the sample and standard, respectively, T and M are the sample total mass and cobalt 

mass of standard, respectively. 

The selection of a particle or photon source is a critical aspect of spectrometry systems. Neutron 

sources can be categorized into three main groups, each with distinct applications: (I) 

radioisotope, (II) neutron generator, and (III) nuclear reactor. Among these, the nuclear reactor 

stands out as the most reliable and effective source of neutrons [9]. In the present study, the 

Tehran Research Reactor (TRR) was employed as the neutron source. 

The evaluation of phytoremediation capacity for absorbing an element from the soil often relies 

on two widely used factors. The first is the Biological Concentration Factor (BCF), which 

quantifies the translocation ability of an element from the soil to the plant root. BCF is 

calculated using Eq. 2. The  second index used to assess the translocation ability of an element 

from soil to a plant is the Biological Accumulation Factor (BAF), calculated using Eq. 3 [10]: 

𝐵𝐶𝐹 =
𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛  𝑟𝑜𝑜𝑡 

𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑠𝑜𝑖𝑙 
         (2) 

𝐵𝐴𝐹 =
𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑎𝑒𝑟𝑖𝑎𝑙 𝑝𝑎𝑟𝑡𝑠

𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑠𝑜𝑖𝑙 
        (3) 

While the BAF of a plant reflects the uptake of a specific element from all exposure paths (such 

as soil, water, and air), the plant BCF specifically denotes the element uptake from the soil. A 

plant is deemed a proficient accumulator of a trace element when BCF > 1 (or BAF for all 

exposure paths).  

Conversely, a BCF less than 1 implies a plant is a poor accumulator of a specific element from 

the soil. Additionally, the estimation of an element's translocation ability within a plant, from  

roots to aerial parts, is represented by the translocation factor (TF) value. A higher TF signifies 

increased translocation ability, and Eq. 4 is employed to calculate TF [11]: 

𝑇𝐹 =
𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑎𝑒𝑟𝑖𝑎𝑙 𝑝𝑎𝑟𝑡𝑠

𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛 𝑟𝑜𝑜𝑡 
        (4) 
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Results and discussion 

In this investigation, three standard samples sourced from the TRR reactor underwent repeated 

measurements, exceeding 10 iterations, utilizing neutron activation analysis (NAA) to evaluate 

precision and accuracy. The study involved the calculation of relative standard deviation (RSD) 

and average RSD (ARSD) specifically for cobalt, yielding an ARSD of less than 5%, signifying 

a notable level of precision. Precision is deemed satisfactory when RSD is under 20%, aligning 

with the International Atomic Energy Agency's recommendation of RSD values below 10% in 

the realms of biomedical and biophysics [6]. The accuracy of NAA results was substantiated 

through the comparison of measured and confirmed concentrations, revealing minimal 

standard deviations and relative errors, thereby establishing its suitability for discerning cobalt 

concentrations in bio-samples from saffron plants and soil. Prior research further corroborated 

NAA's elevated accuracy in determining trace elements within biological samples [12]. 

The samples and established standards underwent simultaneous exposure to the TRR reactor 

core, following which cobalt concentrations were computed using Equation 1. This process 

was iterated a minimum of three times for each sample. Figure 2 depicts the average cobalt 

concentrations and their comparison across different sites. 

 

Fig. 2. Average cobalt concentrations and their comparison across different sites. 

To assess the mobility of each mineral at different soil depths, a paired t-test was employed for 

cobalt. This involved forming statistical pairs for two distinct soil depths. The computed p-

values from the paired t-test indicated that cobalt concentrations were statistically consistent 

between the topsoil and the adjacent soil surrounding the saffron corm in all studied zones of 

North Zone Center Zone South Zone

Corm 1/27 2/65 1/23

Herbaceous 0/95 0/28 0/16

Stigmas 0/14 0/20 0/14

Soil at 0-15 cm 31/40 30/20 30/50

Soil at 15–30 cm 29/30 27/70 27/90
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Torbat Heydarieh. This finding suggests a significant translocation ability of cobalt throughout 

the soil. 

In this investigation, three parameters were employed to evaluate the pathways of cobalt 

absorption from the environment to the saffron plant, as depicted in Figure 3. 

 

Fig. 3. Bioconcentration Factor (BCF), Bioaccumulation Factor (BAF), and Translocation Ability 

(TA) of cobalt in three study zones of Torbat Heydarieh. 

Firstly, the Bioconcentration Factor (BCF) assessed metal absorption by the saffron root 

(corm). Secondly, the Bioaccumulation Factor (BAF) estimated metal intake by the aerial parts 

of the saffron plant from the soil. Lastly, the Translocation Ability (TA) of cobalt from the 

corm to the aerial parts of the saffron plant was calculated. BCF values for cobalt were  

consistently below 0.10 across all study zones, indicating that saffron cannot be categorized as 

an effective absorber of cobalt. Additionally, calculated BAFs for the aerial parts of saffron 

were all below 0.01, suggesting that these parts are poor accumulators of cobalt directly from 

the soil. The Translocation Factor (TF) index, reflecting the movement of minerals from the 

root to other plant parts, was greater than 0.05 for cobalt in all study zones, indicating a robust 

translocation ability of cobalt throughout the saffron plant. 

Conclusions 

This research utilizes Neutron Activation Analysis (NAA) to ascertain cobalt concentrations 

in saffron plants and a farm. With the greater Khorasan region contributing over 90% of Iran's 

saffron production, and Iran itself accounting for over 90% of global saffron output, Torbat 

Heydarieh county, a key saffron-producing area, was selected for sampling. NAA results reveal 

cobalt concentrations in saffron corm and aerial parts within adequate ranges for plant growth, 

with levels below toxicity thresholds. Saffron is not identified as a significant cobalt 

North Zone Center Zone South Zone

BCF 0/042 0/092 0/042

BAF 0/004 0/007 0/005

TA 0/106 0/074 0/110

0/00

0/05

0/10

0/15
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accumulator; calculated Bioaccumulation Factors (BAFs) for aerial parts are consistently 

below 0.5, indicating limited direct soil-to-organ cobalt accumulation. The Translocation 

Factor (TF) for cobalt from petals and threads to all aerial tissues is less than one, suggesting 

lower uptake and accumulation of cobalt in aerial tissues compared to the corm of the saffron 

plant. 
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Abstract 

One of the effective strategies for inactivating the SARS CoV-2 virus is using of radioactive 

radiation. In this research, after designing and simulating the Omicron variant of SARS-CoV-

2 virus, it was exposed to electron radiation up to 20 keV. The absorbed energy and absorbed 

dose in spike protein, nucleocapsid protein and envelope lipid was measured by the Geant4-

DNA toolkit in the water environment. Since the viral RNA is located inside the nucleocapsid 

protein, damaging to this area can lead to damage to the viral RNA and thus its inactivation. 

The findings in this research show that the most appropriate energy region for causing 

maximum damage occurs in the nucleocapsid region for electrons with energy of 2-3 keV, 

which has a peak at 2.5 keV. Our findings show that electron beams with an energy of 2.5 keV 

could cause a maximum absorption dose and consequently maximum damage to the 

nucleocapsid and effectively be used for inactivation virus purposes. 

Keywords: Geant4, electron radiation, SARS-CoV-2, Omicron Variant 

INTRODUCTION 

Covid-19 infections were observed from early October to mid-November 2019 in China [1]. 

The SARS-CoV-2 virus is known as the main source of the Covid-19 infections. Although 

there is no certainty about the place and time of the first SARS-CoV-2 infection cases. SARS-

CoV-2 virus consists of single-stranded RNA [2, 3]. The virus is made of enveloped, positive-

sense, and single-stranded RNA. SARS-CoV-2 has 29 proteins; 16 of them are non-structural 

and 4 are main structural proteins [4,5]. These four structural proteins play a major role in virus 

transmission and RNA packaging [6]. Four structural proteins were nucleocapsid protein (N), 

spike protein (S), envelope protein (E), and membrane protein (M). The N protein was bound 

to RNA to build up the nucleocapsid. S protein was responsible for virus binding to host cells 
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and RNA transmission. The E protein interacts with M to form a viral envelope. And M protein 

has two essential functions: central organizer of virus assembly and shape determinant of viral 

envelope [7, 8]. Spike is an essential protein for interacting with host cell receptors and then 

fusing with the host cell membrane to initiate infection [9]. Spikes of viruses are located on the 

outer surface of the membrane through which entry the host cell is carried out. 

The most recent and widespread one based on recent reports is omicron (B.1.1.529). This 

variant was detected in November 2021 in South Africa and detected in many countries in a 

short time [10]. There are several ways to inactivate viruses, including thermal methods, 

irradiation with UV, and chemical approaches. Thermal methods at 56°C for SARS-CoV and 

80°C for SARS-CoV-2 could effectively inactivate the virus [11]. UV light with energies higher 

than 0.04 J/cm2 [12] or femtosecond lasers might also inactivate SARS-CoV2 [13]. One of the 

novel methods for SARS-CoV-2 inactivation, ionization irradiation, is promising. This method 

has already been used for decades to inactivate viruses [14]. Charged particles such as proton 

and alpha radiation would also inactivate the virus completely. Monte Carlo simulations 

showed accelerated heavy ions could be an option for virus inactivation. The choice of an 

effective method is usually determined by its characteristics and response time. Radiations with 

high linear energy transfer (high-LET) were more effective in virus inactivation than low-LET 

radiations [15]. 

In this study, due to the presence of water, indirect effects play a major role. Fortunately, 

Geant4-DNA provides features to analyze water radiolysis [16]. Features of this toolkit also let 

us study excitations and charge exchange in water. This software was able to track lengths in 

the order of a few nanometers. 

RESEARCH THEORIES 

Geant4.11 version has been used in this study. This version was updated in December 2021 by 

the collaboration of CERN. Geant4-DNA provides an environment to analyze molecular 

damages caused by ionizing radiation [17]. In this toolkit, all molecules and DNA strands were 

defined by default in the water environment [18, 19]. 

 G4EmDNAPhysics.hh class was used in this simulation to investigate indirect collisions and 

study the effects of secondary ionization of particles when they collide with water molecules. 

This class is used as a standard class to investigate the collision of ionizing particles with the 
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intended target in molecular dimensions, so it is a suitable class for collecting secondary 

particles and thus the energy transferred to the target. 

EXPERIMENTAL 

To design the Omicron variant, its four coat proteins were defined as follows in the software.  

To design nucleocapsid protein a sphere with a radius of 80 nm simulated by using G4Orb 

class. Following elements with respective percentages were placed in. Nitrogen 9.52%, Oxygen 

9.86%, Carbon 31.05%, Sulfur 0.11% and hydrogen 49.46%. Total density of the designed 

sphere was 0.968 g/cm3 at the end. 

Next step, was designing of envelope. A 3D ring drew using the G4Sphere class. Inner radius 

was set to 80 nm and outer radius set to 100 nm. Constituents were following elements with 

respective percentages: Nitrogen 7.47%, Oxygen 8.38%, Carbon 32.18%, Sulfur 0.33% and 

Hydrogen 51.64%. Total density of designed envelope was 0.726 g/cm3. 

Using the G4Cons class the spike structure was designed. We chose a conical shape for spikes 

with an upper diameter of 8 nm, lower diameter 4 nm and height of 10 nm. 426 spikes were 

designed with a total density of 1.054 g/cm3. Fig 1 shows the simulated virus with each spikes. 

According to obtained sequence spikes designed to consist of 8.38% Nitrogen, 32.18% Oxygen, 

0.28% Carbon, 9.51% Sulfur and 49.65% hydrogen. Spikes were placed symmetrically and 

isotropically over envelope. To rotated spikes over envelope G4RotationMatrix class was used 

and entire surface of the virus was covered uniformly by spikes.  

Virus was placed in a cubic box with dimensions of 170 nm. The box surrounded by water and 

density of water was density of 1 g/cm3 with temperature of 293.15 K and pressure is 101.325 

kPa.  

According to the LEA Target Theory, which is one of the first interpretation methods to express 

the effect of radiation leading to cell killing, the survival fraction for a target called the Single 

Hit Single Target (SHST) model is expressed as follows [20]. 

𝑺 = 𝒆−𝑽𝑫                                                                                (1) 

Where D represents the radiation dose and V denotes the target volume.  

In the next part of this study, the effect of the electron beam on the molecular structure of the 

Omicron spike has been studied using its PDB structure implementation. 
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Results and discussion 

After running the spike of Omicron PDB file, these molecules were exposed to electron 

irradiation. Figure1 shows spike inside a box filled with water. The elements Carbon, Oxygen, 

Nitrogen, Phosphorus, and Hydrogen are denoted by gray, red, blue, yellow, and white colors,  

respectively. Figure1 displays the spike before and after collision with single-energy electron 

particles, with the left side depicting the spike before collision and the right side showing the 

spike after collision. 

 To clearly convey the shape of the molecule after collision, the figure includes 20 electron 

particles. The background color of the box is blue to better illustrate the water inside. As 

mentioned in the Materials and Methods section, the radiation electrons hit the target from the 

edges. 

Figure. 1. Displays the spike structure of the Omicron viruses in a water environment within a box 

measuring 1000 Å in dimensions. The left side of Figure 1a shows the Omicron virus spike, while the 

right side shows the same spike after being impacted by 20 electrons with an energy of 400 eV [21]. 

Figure.2a, shows the energy absorbed by the Omicron spike in terms of the energy of emitted 

electrons, in each step the number of electrons emitted from the source of electron production 

was considered 1000. Figure.2b, shows the number of electrons that have been able to interact 

with the Omicron spike and leave energy in it at each stage. 
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Figure. 2a shows absorbed energy in spike molecule versus emitted electrons energy. b shows 

interacted number of electrons with spike protein in each energy step. All number of emitted electrons 

is 1000 in each step. 

In next assumption in this study, after designing the virus, electrons were randomly emitted 

towards the box in a parallel planar beam to the z axis. Fig. 3 shows the simulation stage 

scheme. A large enough number of electrons would cover the entire cross-section of the 

simulation box and hit water and viruses. This energy was transferred from the water 

environment to the virus by secondary electrons. 

 When these electrons interact with the target, the process ends by transferring the energy of the 

electrons to the virus. In this study, the minimum energy of electrons to transfer to the virus 

was considered to be 7.4 eV, which is compatible with the elastic interaction model. 

Figure. 3. Simulation stage scheme. 

Due to the high importance of the three areas of nucleocapsid, spike and envelope, in this study, 

the effect of energy on these three areas was studied.  The spike is the virus's first line of defense 

against radiation and environmental hazards, so absorbing energy in this area can greatly affect 

the survival or non-survival of the virus. 

The nucleocapsid region includes the virus genome and its RNA, therefore energy absorption 

and dose in this region can be involved as an important parameter in the survival of the virus. 

For this reason, the amount of energy absorption in the above three areas is of particular 

importance. 
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Figure 4 shows the amount of energy absorbed by the above-mentioned three areas in the virus 

in terms of electron beam energy, and in part B, the absorbed dose is drawn in these areas. 

 

Figure. 4 a Absorbed energy in terms 

of incident electron energy for the 

spike, nucleocapsid and envelope. b 

Absorbed energy in terms of incident 

electron energy for the spike, 

nucleocapsid and envelope. 

Figure 4 shows that the amount of energy absorption in the spike and nucleocapsid regions is 

higher than the environment of the envelope, this can be due to the structures of these two 

regions. Because we know that the spike and nucleocapsid regions have protein properties, but 

the envelope has a lipid environment. But the absorbed dose in the spike area is higher than the 

other two areas. As expected, the spike area, as a defensive area against environmental hazards, 

was able to absorb a large fraction of the absorbed dose by the virus. 

Figure 4 also shows that most of the dose and energy absorption in the virus is in the area where 

the incident electron energy is around 2-3 keV. Therefore, this region of energy for incident 

electrons can be considered as the best energy region for the inactivation of this virus by 

electron beam. 

Using equation 1 and having the data of chart 4 in hand, the virus survival table can be drawn. 

In Table 1, the survival rate and probability of virus inactivation are calculated according to 

the intensity of incident electron radiation.  It should be noted that considering that damage to 

the nucleocapsid region can lead to the rupture of this region and the leakage of viral RNA 

from it, the effective dose in the nucleocapsid region has been used in the calculations of the 

table. 

Table 1. The electron numbers with various energies (Ee), survival fraction (S), and inactivation 

probabilities (P) were calculated for the Omicron variant [22]. 
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According to Table 1, it can be seen that the most appropriate energy for electron beams to 

inactivate the Omicron variant of SARS-CoV-2 is 2.5 keV. According to the information in 

Table 1, for intensity104, this value is around 72% 

Conclusions 

In conclusion, the most suitable energy for the inactivation of the Omicron variant of the 

SARS-CoV-2 virus is through the impact of electron beams with an energy of 2.5 keV. In this 

energy, according to the intensity of the electron beam, it can be expected that the variant will 

be inactivated by at least 72% to more than 90%. 
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Abstract 

The search for cleaner nuclear energy has attract an extra attention nowadays. Lanthanide-

based materials, such as complexes and metal-organic frameworks (MOFs) are versatile 

materials that can be used, for instance, as fluorescent probes for very diluted UO2
2+ in water, 

can act as scintillators when stimulated by ionizing radiation or as a trap to radioactive nuclides 

or their byproducts. Our group have been synthesizing new Ln-based materials presenting 

properties to be potentially used in the nuclear energy production chain. We have been 

concerned mainly on the description of the structure and properties of such materials aiming 

targeted applications. Here we present the XAS (X-ray absorption spectroscopy) study of some 

samples recently carried by our group in harsh conditions, e.g., high temperature. Specifically, 

we have observed the dynamics of the oxidation state of Lanthanide-complexes of luminescent 

materials with increasing the temperature up to 500 °C. 

Keywords: Lanthanides, Luminescence, Metal-organic frameworks, nuclear energy, X-ray 

absorption spectroscopy 

Introduction 

The current global efforts to gradual depletion of nonrenewable fossil-based energy production 

have turned attention to further developments of efficient and cleaner nuclear energy. Although 

the advances in the low-carbon and sustainable energy sources developed, the nuclear power 

still plays an important role in electricity generation in an increasing global demand [1]. 

Further, radionuclide for practical applications, such as in medicine or agriculture, have been 

more widespread. In this picture, an extra attention has been devoted to the harmful 

environment and biological byproducts resulted from radioactive management, such as 

radioactive wastewater or radioactive nuclides. As an example, one can number certain species  
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that either difficult to capture in the environment, such as I, Cs and Tc, or that are like common 

elements in biological environment, such as Cs+ and Sr2+, which can replace K+/Na+ and Ca2+, 

respectively [2]. On another aspect, uranium is a central character in the nuclear industry, not 

only because it represents the main mineral source of radiation that feeds the power plants, but 

also by the high toxicity for human body. Particularly, in wastewater from energy production, 

it presents under form of UO2
2+ ion. Due to its high half-life, it can enter in the human body by 

many ways [3]. Thus, monitoring uranium (also deal with the detection, separation, and 

recovery), and particularly, uranyl (UO2
2+, where U has formal oxidation state equals to 6+), 

the most common and stable form of uranium in solution, is a crucial factor when dealing with 

nuclear energy production. 

Among the methods presented to handle uranium in solution, metal-organic frameworks 

(MOFs) have been widely explored nowadays. MOFs are a class of porous-crystalline 

compounds with high specific surface area that have been developed to a huge number of 

applications due to their versatility in be tailored by changing the metal cluster, the ligands, 

and the coordination modes in the metal-ligand bridge [4]. They present one-, two-, or three-

dimensional structures in which the pores are usually used to interact with guess molecules or 

surfaces. Therefore, MOFs are of a major interest in the field of gas storage and separation, 

catalysis, or sensing small molecules, especially in the field of nuclear management [1], [5], 

[6]. In this picture, a key feature presented by MOFs is that of the design to make them tunable 

for sequestration and separation of gas-phase radionuclides as well as cationic and anionic 

radionuclide sequestration [6], [7]. Since nuclear processes, as mentioned before, occurs in 

harsh conditions, such as high-temperature or high-acidity, it is important to develop structures 

with high thermal stability, and so, keeping the ordered pores to allow the diffusion of sorbates 

toward binding sites. One of such structures is the so called UiO-66 series of metal-organic 

framework (UiO stands for Universitetet i Oslo), which is made up of [Zr6O4(OH)4] clusters 

with 1,4-benzodicarboxylic acid struts [8]. Modifications (functionalization) on the basic 

structure have been performed to tailor such structures for I2 and radioactive organic iodides 

sequestration by selecting ligands with more affinity for I2, Xe/Kr adsorption with high 

selectivity, or uranyl sequestration [6].  

As mentioned above, MOFs functionalization is done to make them more efficient for the target 

application. Concerning U(VI) adsorption by MOF-based materials, the functionalization  
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allows enhanced performance depending on the factors that influence the adsorption properties, 

named, pH value of the solution, adsorption time and temperature, ionic strength, and 

coexisting ions [9]. Particularly, concerning the UiO-66 series, the addition of a -NH2 group 

has proven to have increased selectivity for UO2
2+ and I2, which was attributed to the increasing 

of the ionic strength, and the addition of carboxyl groups (COOH) plays with the pH in the 

solution increasing the adsorption capacity [6], [9], [10]. It is also reported that 

functionalization with metals other than Zr (particularly, lanthanide substitution) can promote 

the target properties, such as the resistance to ionizing radiation, to MOFs for applications in 

nuclear processes [11], [12]. Accordingly, it seems clear that the most of the properties 

important to a good efficiency of MOFs are ruled by molecular features of the MOF itself, the 

functionalization group, and the interaction (the chemistry) of the target and the MOF.  

In this context, X-ray Absorption Spectroscopy (XAS) has been no consolidated as a strong 

tool to study the interplay between structure and material properties at molecular/atomic level, 

taking advantage to allow implementation of harsh conditions, such as temperature and 

pressure, as well as time-resolved, in situ or operando conditions. XAS has been applied to 

investigate MOFs and Ln-based materials with nuclear interest applications ([13], [14], [15], 

[16]). Thus, to get newer insights on the role played by the functionalization of Ln-based 

materials to nuclear applications, we present XAS as a tool to unravel features of such systems. 

Herein, we describe some solids we have been synthesizing with potential application to 

nuclear interest and we show results of temperature-dependent XAS studies. 

Research Theories: X-Ray Absorption Spectroscopy 

X-ray absorption Spectroscopy (XAS) spectroscopy is one of the most powerful tools we have 

for mapping local structure. In this technique, one probes a sample with x-rays that are tuned 

to the energy of a core electron shell in the element we wish to study. One may monitor how 

many x-rays are absorbed as a function of their energy. If taken with sufficient accuracy, the 

spectrum exhibits small oscillations that are the result of the local environment’s influence on 

the target element’s basic absorption probability. This turns out to be a unique signature of a 

given material; it also depends on the detailed atomic structure and electronic and vibrational 

properties of the material. From the spectrum, one can extract the distances between the 

absorber and its near-neighbor atoms, the number and type of those atoms, and the oxidation 

state of the absorbing element—all parameters that determine local structure. By selecting a 
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different x-ray energy, one can obtain this information for any element in the sample, called 

atomic selectivity. Element-specific data can be obtained over a wide range of temperatures 

(room temperature to > 1000 K), and pressures (from sub ambient to well more than 100 bar). 

Because the specimen can be investigated under such a wide range of conditions, XAS has 

become one of the most frequently applied techniques for structural characterization of 

materials. Often there is no other way to obtain the structural information provided by this 

technique that allows one to develop specific structure-activity relationships. XAS is applicable 

to a broad range of elemental concentrations (from tens of ppm to wt. % levels), and therefore 

is used to characterize both high-surface-area supported systems and bulk materials (e.g., 

oxides). Although XAS has been used for almost 40 years as a tool of material characterization 

in the working state, methodology, equipment, and applications are still being advanced. 

For this reason, XAS is a very important probe of materials, since knowledge of local atomic 

structure, i.e., the species of atoms present and their locations, is essential to progress in many 

scientific fields, whether for biology, chemistry, electronics, geophysics, metallurgy, or 

materials science. However, extracting this information with precision in the often 

complicated, aperiodic materials of importance in modern science and technology is not easy, 

even with the subtle and refined experimental techniques currently available. 

XAS (or XAFS, X-Ray Absorption Fine Structure, when refereed to the specific structure on 

the XAS spectrum) began to emerge as a practical experimental tool in the early 1970s, after 

Dale Sayer, Edward Stern, and Farrel Lytle demonstrated that a Fourier transform could be 

used to analyze the absorption spectra ([17], [18]). Their work coincided with the development 

of synchrotron x-ray sources that emit enough x-ray photons in the right spectral range to 

enable rapid, highly accurate absorption measurements. With the subsequent availability of 

inexpensive computing power to analyze the data and implement the increasingly accurate 

theoretical models, XAS flourished. 

When the X-ray energy is scanned through the binding energy of a core shell, there is an abrupt 

increase in absorption cross-section. This gives rise to a so-called absorption edge, with each 

edge representing a different core-electron binding energy (Figure 1). The absorption edge is 

not simply a discontinuous increase in absorption, but in fact shows significant structure both  
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in the immediate vicinity of the edge jump and well above the edge. The structure in the vicinity 

of the edge is referred to as X-ray absorption near-edge structure (XANES). The oscillations 

above the edge, which can extend for 1000 eV or more, are referred to as extended X-ray 

absorption fine structure (EXAFS). The XANES region is sensitive to oxidation state and 

geometry, but is not, in most cases, analyzed quantitatively. The EXAFS region is sensitive to 

the radial distribution of electron density around the absorbing atom and is used for quantitative 

determination of bond length and coordination number. 

 

Figure 5. Schematic illustration of an X-ray absorption spectrum with the 

XANES and EXAFS 

The main point in dealing with XAFS measurements is to get atomic structural information. A 

beautiful theory was developed to treat the EXAFS part of a XAS spectrum and it has shown 

work very well with a great sort of systems (e.g., [19]). The way it is used nowadays for this 

task is the so-called EXAFS equation. Since it is a quantum complex system, the derivation of 

the equation carries some approximations, which pass from the dipole-electron approximation, 

the scattering potential (the Muffin-tin approximation is the most known), relativistic effects, 

many-body effects, and so on [20]. Thus, the EXAFS equation is written as: 

𝜒(𝐸) =  ∑ 𝑆0
2𝑁𝑅

|𝑓(𝑘)|

𝑘𝑅²
sin(2𝑘𝑅 + 2𝛿𝑐 + Φ) 𝑒

−2𝑅
𝜆(𝑘)⁄

𝑒−2𝜎²𝑘²
𝑅    

 (Eq. 1) 

Here the structural parameters are the interatomic distances R, the coordination number (or 

number of equivalent scatters) NR, and the temperature dependent rms fluctuation in bond 

length σ, which should also include effects due to structural disorder. In addition, f(k) = 
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ǀf(k)ǀeiϕ(k) is the backscattering amplitude, δc is central-atom partial-wave phase shift of the final 

state, and λ(k) is the energy-dependent XAFS mean free path. Although the overall amplitude 

factor S0² did not appear in the original formula, one has added it here for completeness, since 

it considers many-body theory, provided the terms are appropriately renormalized. Moreover, 

although the original EXAFS formula referred only to single-scattering contributions from 

neighboring shells of atoms, the same formula can be generalized to represent the contribution 

from NR equivalent multiple-scattering contributions of path length R/2. This formalism led to 

the interpretation of the short-range scattering around an absorber atom, and allowed the 

construction of the now-consolidated interpretation of EXAFS (Figure 2). 

 

Figure 6. Standard depiction of XANES and EXAFS region and the construction 

of a molecular model obtained from EXAFS analysis. 

 

Experimental 

We have synthesized some Ln-based materials with potential applications to nuclear energy 

interest. Among them, we highlight the Ln-MOFS Ce-UiO-66 and MIL-53(Fe). The former  

was synthesized by solvothermal method, mixing the precursors (a solution of Terephthalic 

acid into Dimethylformamide and a solution of Ammonium cerium(IV) nitrate into water) at 

100 °C. Then, the material is dried at 80 °C for h. The latter is prepared considering a solution 

of Fe(III) chlorite in Dimethylformamide and another of Terephthalic acid using the same 

solvent. After stabilization under stirring, the solution is dropped under heating (100 °C) for 

around 12h. The synthesis of other Ln-based materials, namely, Eu- and Gd-based complexes, 

is described elsewhere ([21], [22]).  
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The experiment was performed at XAFS beamline at Elettra ([23]) operating at 2.0 GeV. The 

beamline was set up for Eu L3- and Gd L3-edges at energy, respectively, of 6.977 and 7.243 

keV. The Ionization chambers were filled with gas mixture to be optimized at 7 keV. The 

monochromatized beam, by Si(111) pair of crystals, was calibrated using a Fe-metal foil. A 

detuning of 30% on the second crystal was set to harmonic rejections. A set of samples (5 

containing Eu and 5 containing Gd) and two oxide references (Eu oxide and Gd oxide) were 

collected ex-situ, and measurements at high temperature, namely, 100 ºC up to ~400 ºC, using 

the Aquila-Camerino furnace [23]. 

Results and discussion 

Gd-based samples changed slightly upon temperature, as seen by the decreasing of the white-

line intensity and the first few bumps after the edge (Figure 3a). Also, we see a slightly change 

on the oxidation state (Figure 3c) and EXAFS pattern (Figure 3b), indicating structural 

changes. 

Surprisingly, the Eu-based equivalent samples were found to be much more temperature 

sensitive. Huge reduction from Eu3+ to Eu2+ was observed (Figure 3d). The peak at left of the 

white line (~ 6975 eV) represents the rising of the reduced Eu contribution increasing. 
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Figure 3. Temperature-dependent XAS study of Ln-based complexes at Gd and Eu L3-edges: 

(a) Gd XANES, (b) Gd EXAFS, (c) first derivative XANES, and (d) Eu XANES at 

temperatures from RT to 370 °C as indicated in the Figure.  

Conclusions 

In Conclusion, here we presented a preliminary result from temperature-dependent XAS study 

in Ln-based materials with potential interest to nuclear energy applications. XAS has proved 

to be a suitable tool to depict fine details in oxidation state and crystalline structure even 

considering harsh conditions. 

Similar materials as ours, especially, Ce-UiO-66 and MIL-53(Fe) have been already described 

in literature with specific nuclear energy applications and we are at characterization stage, but 

we have plan to perform real tests and synchrotron-based experiments very soon (in this year, 

at Petra III synchrotron at Hamburg, Germany and at Elettra-Sincrotrone Trieste, Italy). 
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Abstract 

Various techniques, including shaping, engineered materials, etc., have attempted to reduce an 

object's radar cross section (RCS). Likewise, plasma-based stealth is a radar cross section 

reduction technique associated with the reflection and absorption of incident EM waves by the 

plasma layer surrounding the structure. This article discusses the effect of the geometric shape 

of the target in the form of a cylinder and a cone. First, the electron density of air due to alpha 

isotope with activity 1 Ci/cm2 in standard temperature and pressure (STP) conditions has been 

calculated using the GEANT4 code. Then, the CST software calculates the radar cross section 

of a cylindrical surface and a conical surface in the presence and absence of plasma. The 

obtained results show a reduction of 6 dB for cylindrical surfaces and a reduction of 5 dB for 

conical surfaces in the radar cross-section in the frequency range of 2 to 20 GHz.  

Keywords: RCS, Plasma, CST software, radar stealth. 

INTRODUCTION 

Stealth or low observability does not imply complete disappearance from the radar sources. 

Rather, it means low radar signature, i.e., the target is detected and tracked at a shorter distance 

from the radar. Generally, stealth technology includes everything that minimizes the signatures 

and prevents the detection and identification of the target [1]. Plasma is considered as the fourth 

state of matter. It has been reported that 99 % of matter in the universe is in a plasma state. 

Examples of plasma include lightning bolt flash, the conducting gas within the fluorescent tube, 

the glow of the aurora borealis, ionization in the rocket exhaust, etc. Plasma is known to be a 

gas of charged particles. More specifically, it is an electrically neutral, highly ionized gas 

consisting of positively charged ions, negatively charged electrons, and neutral particles co-

existing together. Energy is required to extract electrons from a stable atom for generating 

plasma. Any ionized gas cannot be called plasma. There should be some degree of ionization. 
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Thus plasma is defined as a quasi-neutral gas consisting of both charged and neutral particles 

[2]. Plasma-based shielding is based on the fact that plasma being dispersive media absorbs the 

incident EM radiation before it is scattered by the target. Furthermore, the plasma–air interface, 

being continuous in terms of electrical dimensions, results in reduced radar signatures as 

compared to the target surface, which poses a sharp discontinuity for the incident wave. In 

short, the importance of the Radar Cross Section (RCS) relies on the fact that it directly affects 

the detection range of the radar. This is apparent from the radar range equation, expressed as 

[3]: 

𝑅𝑚𝑎𝑥 = √
𝑃𝑡𝐺𝐴𝑒𝜎

(4𝜋)2𝑆𝑚𝑖𝑛

4
                                                                                                             (1) 

where 𝑅𝑚𝑎𝑥 is the maximum detection range, 𝑃𝑡 is the transmitted power, G and 𝐴𝑒are the gain 

and effective area of the transmitting and receiving antenna (which coincides with  the 

monostatic case), σ is RCS of the target, and 𝑆𝑚𝑖𝑛 is the minimum detectable signal [3]. Vidmar 

[4] analyzed the plasma generated by an ionization source in helium or air at atmospheric 

pressure and ascertained that it could be used to absorb EM waves over a wide band frequency. 

After that, the research on plasma-based stealth increased. Xuyang et al showed that plasma 

with a thickness greater than 10 cm has a high absorption of electromagnetic waves [5]. 

Ramezani et al investigated plasma coating on cylindrical and spherical surfaces and showed 

that the presence of plasma can reduce the RCS [6,7]. There are three mechanisms to ionize 

the gas for plasma generation. These are (i) thermal ionization, (ii) electrical ionization, and 

(iii) radiant ionization. In the case of thermal ionization, the electron–ion pair generated due to 

the thermal excitation is unstable. When the temperature and electron density are high enough, 

each recombination is followed by ionization and the plasma can maintain itself. However, the 

required temperature for this process is at least 10,000 °C, which is more than any metal’s 

endurance [8]. The electrical ionization is done by applying a high-intensity electric field to 

the gas. The electrons get excited and move out of the atoms. These accelerated electrons 

collide with neutral atoms resulting in further ionization. Storm lightning comes under this type 

of ionization. The radiant ionization is done through electromagnetic radiation. The incident 

photons should have energy higher than that of the ionization threshold. For example, in the 

ionosphere, ionization takes place due to the UV radiation from the Sun [8]. Ionization due to 

particle radiation is also included in this category. In this research, the effect of plasma 



 

 268 

produced by an alpha-emitting nucleus with the activity of 1 Ci/cm2 on reducing the RCS of 

cylindrical and conical surfaces has been investigated. The cylindrical surface was considered 

as a simple model of the aircraft body and the conical surface as the nose of the aircraft. 

RESEARCH THEORIES 

The main mechanism of energy loss of alpha particles is their collision with the electrons of 

the absorbing medium. These interactions cause the excitation and ionization of absorbing 

atoms. An alpha particle loses an average of 36.08 eV of energy per ion pair produced by 

passing through air or soft tissue. Considering that alpha particles leave their relatively high 

energy in a short distance, they can ionize the surrounding air and produce a high density of 

electrons in a layer of the surface, and they are a good choice to study their effect on RCS. 

Therefore, in this study, we chose the 241Am radioisotope, the alpha particles emitted from it 

have an energy of 5.45 MeV.   

At first, a cylindrical shell with a height of 20 cm, external radius of 5 cm, and thickness of 1 

mm made of PEC1 was simulated, whose external surface was deposition with the 241Am and 

using the GEANT4 Monte Carlo toolkit, the discharged energy was obtained at intervals of 1 

mm, 4 mm, 10 mm, 20 mm, 30 mm, and 45 mm. All these steps were done for a conical shell 

with a height of 20 cm a large radius of 5 cm and a small radius of 0.5 cm with a thickness of 

1 mm made of PEC, and finally, using the CST2 software version 2023, the RCS of these shells 

were calculated for a source with the activity of 1 Ci/cm2. Fig.1 shows the simulation of two 

cylindrical and conical surfaces in CST software. 

 

Fig.1. Simulated cylindrical and conical surfaces. 

 
1 Perfect Electrical Conductor 
2 Computer Simulation Technology 
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Results and discussion 

Using the GEANT4 Monte Carlo toolkit, the amount of energy discharged in each layer was 

obtained. Fig.2 shows the Bragg peak caused by the energy discharge of 5.45 MeV alpha 

particles. By dividing the amount of discharged energy by the value of 36.08 eV for the 

production of each ion pair, the number of electron-ion pairs produced per passage of an alpha 

particle in the air is calculated. The number of electrons produced by alpha particles n(R) 

(#/mm) are lost in the processes of recombination and addition to the neutral atom. Therefore, 

the value of the obtained electron density should be corrected. In STP3 conditions and with the 

assumption that the density of electrons and ions are equal, the modified electron density  is 

obtained from equation (2) [9]: 

𝑛𝑒 = √
𝑞

𝑟
                                                                                                                               (2)  

where 𝑛𝑒 is modified electron density, r is the recombination coefficient which is equal to 

𝑟𝑆𝑇𝑃 = 5.75 × 10−9 𝑐𝑚3

𝑠𝑒𝑐. 𝑒⁄  in the STP conditions, and q is the electron production rate 

from the alpha emitting radioisotope and it can be obtained using equation (3) [9]: 

𝑞 =
𝑁𝑎

2𝜋
∫

𝑛(𝑅)

𝑅2 𝑑𝐴                                                                                                                  (3) 

Where R is distance from the conductor surface and 𝑁𝑎 is the number of decays in 
𝐵𝑞

𝑐𝑚2. The 

change of electron density with distance from the surface is shown in the Fig.3 for cylindrical 

and conical surfaces. 

The plasma frequency is calculated in terms of 
rad

sec
 using equation (4), the results are shown in 

Fig.4 [10]. 

 
3 Standard Conditions for Temperature and Pressure 
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ωp = √
nee2

meε0
                                                                                                                        (4) 

Using equation (5), the plasma collision frequency was calculated, the results are shown in 

Fig.5.  

𝜈𝑐 = 8.3 × 1015 × 𝜋𝑎𝑎𝑖𝑟
2 √𝑇𝑛𝑒                                                                                          (5) 

Where 𝑎𝑎𝑖𝑟
  is the radius of the air molecule4 and T is the air temperature [11]. 

 

 

Fig.2. Bragg peak for alpha particle with the energy of 5.45 MeV in air. 

 

 
4 𝑎𝑎𝑖𝑟

 = 4.845 × 10−8𝑐𝑚 
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Fig.3. Electron density in terms of the distance from the conductor surface for cylindrical and conical 

surfaces in the STP conditions. 

Finally, using the CST software, the value of RCS was calculated for two cylindrical and conical 

surfaces. The collision frequency and plasma frequency values were used to describe the 

material's dielectric behavior by the Drude model [12]. The problem has been analyzed in the 

time domain using the Finite Element Method in monostatic mode. The RCS was calculated 

for source with the activity of 1
𝐶𝑖

𝑐𝑚2, in the frequency range of 2 GHz to 20 GHz, and the results 

for cylindrical and conical surfaces are shown in Figs. 6 and 7, respectively. The parameters 

used in the CST software to calculate the radar range are listed in Table 1. 
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Fig.4. Plasma frequency in terms of the distance from the conductor surface for two cylindrical and 

conical surfaces in the STP conditions. 
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Fig.5. Collision frequency in terms of the distance from the conductor surface for two cylindrical and 

conical surfaces in the STP conditions. 

 

Fig.6. Simulation of monostatic RCS of cylindrical surface in the frequency range of 2 GHz to 20 GHz. 
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Fig.7. Simulation of monostatic RCS of conical surface in the frequency range of 2 GHz to 20 GHz. 

Table 3: The parameters used in CST software to calculate the radar range. 

parameter explanation 

𝜔𝑝 (
𝑟𝑎𝑑

𝑠𝑒𝑐
) 

 
Plasma frequency 

𝜐𝑐  (
1

𝑠𝑒𝑐
) 

 Plasma collision frequency 

T (K)  Air temperature 

F (GHz)  Wave frequency 

   

Conclusion 

In this study, the effect of the presence of plasma caused by the alpha source with the activity 

of 1
𝐶𝑖

𝑐𝑚2 on the reduction of RCS in both cylindrical and conical surfaces is simulated. For this 

purpose, using the GEANT4 Monte Carlo toolkit, the energy discharged at different distances 

from cylindrical and conical surfaces was obtained. Then, using CST software, the reduction 

of RCS in the frequency range of 2 GHz to 20 GHz was calculated. According to the results, it 
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can be concluded that the presence of plasma around a cylindrical and conical surface reduces 

RCS by 6 dB and 5 dB, respectively.  
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Abstract 

This study delves into the radiation protection properties of concrete samples incorporating a 

by-product from Neyshabour Steel Plant, utilized as radiation shielding concrete (RSC). Four 

distinct sample types were created for analysis. A typical sample does not contain slag, while 

the second and third types saw complete substitution of coarse aggregate (gravel) and fine 

aggregate (sand) with slag. In the fourth sample, 20% of the cement was replaced with slag. 

Each sample type yielded four concrete variations with different thicknesses. Employing 

Cobalt-60 as a gamma ray source and a Geiger-Muller (GM) counter, the attenuation 

coefficients and Half-Value Layer (HVL) were determined. The findings revealed a reduction 

in concrete HVL by 35%, 37.5%, and 39% when slag replaced cement, sand, and gravel, 

respectively. Consequently, the substitution of slag enhances the radiation shielding capability 

of concrete in the range of 35-40%. Furthermore, it is evident that an increase in the size of 

slag particles positively influences the radiation shielding properties of concrete.  

Keywords: Ground Granulated Blast-Furnace Slag (GGBFS), Half-Value Layer (HVL), 

Radiation Shielding Concrete (RSC). 

INTRODUCTION 

In contemporary times, there is a pressing demand for the development and implementation of 

radiation barriers to mitigate the adverse impact of radiation on both human health and the 

environment. While lead alloys have conventionally served as the primary shielding material 

against gamma rays, considerable research efforts have been directed toward exploring 

alternative materials as a means to alleviate concerns related to lead toxicity [1]. 

In radiation centers, building materials can significantly contribute to radiation protection 

strategies. Concrete, a fundamental component of modern construction, plays a crucial role in  
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our daily lives. The predominant advantages of concrete, including adaptability, stability, and 

strength, have positioned it as one of the most widely used construction materials in the 

industry [2]. As evidenced by global reports, the widespread use of concrete averages at 1 m3 

per person, underscoring its ubiquitous presence in construction practices [1]. 

Radiation Shielding Concrete (RSC) assumes a crucial role in radiation protection efforts. 

While ordinary concrete typically consists of components such as sand, gravel, cement, water, 

and additives, researchers have demonstrated that the shielding characteristics of ordinary 

concrete can exhibit variations. These differences arise from the diverse properties of concrete 

components, including variations in water hardness, the manufacturing process of cement, and 

the characteristics of sand, which are influenced by geographical and regional distinctions [3]. 

Conventional concrete raises environmental apprehensions as it heavily relies on natural 

resources and emits significant amounts of greenhouse gases. Additionally, to achieve effective 

radiation protection, standard concrete requires substantial thickness, leading to escalated 

volume, weight, and expenses. As a result, there is a discernible shift towards investigating 

alternative materials that offer greater environmental sustainability and can improve the 

attributes of radiation shielding concrete (RSC). Studies suggest that substituting heavy 

materials into regular concrete can significantly improve the shielding properties against both 

ionizing and non-ionizing radiation [4]. 

The construction of radiation shielding concrete (RSC) has extensively utilized natural rocks, 

plastic bases, slags, and industrial waste materials. In recent decades, there has been a 

significant focus on integrating recycled materials into various industries, including the 

concrete manufacturing process, to preserve natural resources and address environmental 

pollution. Among these industries, the iron-steel sector emerges as one of the largest and most 

widely employed. The iron-steel industry produces substantial amounts of wastes and 

byproducts [1]. 

There is a growing body of research dedicated to exploring the application of steel slag in the 

production of radiation shielding concrete (RSC). Studies indicate that the utilization of steel 

slag in RSC comes with both advantages and disadvantages [5]. Researchers conducted an 

assessment of the attenuation coefficients for various lead and silver alloys within the photon 

energy range of 81 keV to 1333 keV. Their findings revealed that the alloy consisting of 3 parts  
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Pd and one part Ag displayed the highest level of radiation protection [6]. In a distinct 

investigation, some researchers employed different combinations of ground granulated blast-

furnace slag (GGBFS) and copper slag (CS) as replacements for cement in the formulation of 

radiation shielding concrete (RSC). The outcomes underscored the efficacy of these mixtures 

in satisfying both the radiation shielding requirements and structural strength criteria for RSC 

[1]. 

While numerous studies have explored the impact of employing various metal slags in radiation 

shielding concrete, there is a gap in the existing literature as no research has been identified 

that specifically investigates the influence of slag particle size on the radiation shielding 

characteristics of concrete. 

Each concrete composition typically comprises four primary ingredients: water, cement (binder), fine 

aggregate (sand), and coarse aggregate (gravel). Previous research indicates that, considering the 

function of cement in concrete, it is feasible to substitute up to 20% of the cement with an alternative 

material. Nevertheless, there are no restrictions on replacing sand and gravel, permitting a complete 

substitution (100%) of these components with appropriate alternatives  [1, 6]. 

In this study, iron slag obtained as a byproduct from Khorasan Steel Complex (KSC) in Neishabour, 

Razavi Khorasan, was employed. The collected slag from KSC underwent sieving through an electric 

sieve, resulting in three distinct sizes. The 12 mm-sized particles were utilized as gravel, the aggregate 

with a size of about 4 mm functioned as sand, and the very fine slag powder served as a substitute for 

cement. Four samples were fabricated for experimentation. Sample A did not incorporate any slag. In 

sample B, all gravel was replaced with slag. For sample C, all sand was substituted with slag. Lastly, in 

sample D, 20% of the cement in concrete was replaced with slag. Subsequently, the half-value layers 

(HVL) of the samples were calculated and compared using a gamma cobalt source and a Geiger-Mueller 

counter. 

RESEARCH THEORIES AND EXPERIMENTAL 

Throughout this study, type 5 cement sourced from Zaveh Cement Co. (ZTCC) in Torbat 

Heydarieh, slag acquired from Khorasan Steel Complex (KSC) in Neyshabour, and natural 

sand and gravel obtained from the construction materials market in Mashhad were utilized. 

Considerable research has indicated that an appropriate mixing formulation involves ratios of 

1:3:3 for cement, sand, and gravel, respectively, along with 0.5 parts water. In the current study, 
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concrete samples were manufactured in accordance with the ASTM C192 standard within the 

laboratory setting [7]. The mixing plans for radiation shielding concrete employed in this 

research are detailed in Table 1. Particle sizes utilized in the mixing process were selected 

based on the specifications outlined in ASTM C637 [8]. 

Table 1. Mixing plans of radiation shielding concrete. 

Components of 

concrete 

Sample 

A B C D 

Water 0.5 0.5 0.5 0.5 

Cement 1.0 1.0 1.0 0.8 

Ordinary Sand 3.0 3.0 0.0 3.0 

Ordinary Gravel 3.0 0.0 3.0 3.0 

Slag (Soft powder) 0.0 0.0 0.0 0.2 

Slag (<4 mm) 0.0 0.0 3.0 0.0 

Slag (<12 mm) 0.0 3.0 0.0 0.0 

 

Initially, the stone materials underwent a meticulous sieving process using an electric sieve 

device, ensuring strict adherence to established standards. Subsequently, the sieved stone 

materials were introduced into the mixer and underwent thorough mixing for a duration of 30 

seconds. Following this, precise proportions of water and cement materials were added to the 

concrete mixer, and the mixing process continued for 10 minutes. In the subsequent phase, the 

resulting mixture was shaped into a specialized mold. To ascertain the half layer, samples of 

varying thicknesses were created using custom molds with a square base measuring 15 × 15 

cm² and thicknesses of 3, 5, 7, and 12 cm. After the molding process, the samples underwent a 

24-hour curing period. Following this duration, they were meticulously de-molded and then 

placed in a container filled with water to initiate the concrete processing phase. 

After the molding process, the samples underwent a 24-hour curing period. Following this 

duration, they were meticulously de-molded and placed in a container filled with water to 

commence the concrete processing phase. The passing beam attenuation, considered the most 

crucial property of a pure radiation shielding material, is defined by the Beer-Lambert law in 

Eq. 1, where I0 and I represent initial and transferred photon intensities, respectively. The 

thickness of the material (cm) is denoted by x. The linear attenuation coefficient (cm⁻¹) of the 

shielding instrument, represented by the line slope in the graph ln(I0/I) against X axes, is 

denoted as μ [9]. 
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The assessment of the shielding characteristics of Radiation Shielding Concrete (RSC) samples 

utilized a 60Co gamma source and a Geiger-Muller (GM) counter. The Geiger-Muller counter 

is characterized by its straightforward operation, producing signals independent of the type and 

energy of incoming particles. The intensity of the passing radiation through each type of RSC 

was measured for at least four different sample thicknesses (I) and in the absence of samples 

(I0). 

The experimental setup for the Geiger-Muller (GM) counter, employed to determine the 

attenuation properties of RSC samples, is illustrated in Figure 1. To ensure accuracy during the 

attenuation test for each RSC type, the Source-Detector Distance (SDD) and Source-Sample 

Distance (SSD) remained constant. 

 

Fig. 1. Experimental setup. 

The necessary thickness of shielding material to diminish radiation intensity is a critical aspect 

of radiation protection. The Half-Value Layer (HVL) is a key parameter in Eq. 2, representing 

the thickness of a shielding substance that reduces the incoming radiation intensity by half [10]. 

ln 2 0.693
HVL

 
= =          (2) 

Results and discussion 

Based on the first equation, the linear damping coefficient (μ) for the concrete samples is 

determined as the slope of the Ln(I0/I)-X graph. Figure 2 illustrates the values of this 

coefficient for the four concrete samples analyzed in this study. 
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Fig. 2. The graphs to measure the Samples’ linear attenuation coefficients (). 

Following this, equation 2 is employed to present the semi-layer value index of the samples, 

as depicted in Table 2. The research findings reveal that the Half-Value Layer (HVL) of regular 

concrete is 17.42 cm. However, the incorporation of slag in various forms and sizes 

significantly reduces HVL. In essence, the utilization of slag, irrespective of its form or particle 

size, leads to a decrease in HVL, thereby enhancing the radiation protection characteristics of 

the concrete samples. 

Table 2. Linear attenuation coefficients and Half-Value Layers (HVL) of Samples. 

Name μ (cm) HVL (cm) 

A 0.0397 17.46 

B 0.0651 10.65 

C 0.0634 10.93 

D 0.0610 11.36 

Sample A constitutes standard concrete, possessing an HVL of 17.46 (cm). In Sample B, gravel 

is entirely substituted with slag having a particle size of approximately 12 mm. The resulting 

HVL for Sample B was determined to be 10.65 (cm), showcasing a significant 39.5% reduction 

compared to conventional concrete. Within Sample C, slag with a particle size of about 4 mm 

completely replaces gravel, leading to a measured HVL of 10.93 (cm). This signifies a notable  

37% reduction when contrasted with ordinary concrete. Sample D incorporates a 20% 

replacement of cement with finely ground slag powder, resulting in a calculated HVL of 11.36 

(cm). This denotes a substantial 35% reduction in comparison to standard concrete. 
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According to the current study's findings, substituting slag in conventional concrete leads to a 

decrease in the Half-Value Layer (HVL) of concrete, thereby enhancing its radiation shielding 

characteristics. Furthermore, a reduction in the size of slag particles is observed to increase the 

HVL. Consequently, employing slag as a replacement for gravel yields the most favorable 

outcome, specifically the lowest HVL. 

Conclusions 

This research investigates the radiation protection characteristics of concrete samples 

incorporating a by-product from Neyshabour Steel Plant, serving as radiation shielding 

concrete (RSC). Four distinct sample categories were formulated for examination. The first 

category comprises a standard sample without slag, while the second and third categories 

involve the complete replacement of coarse aggregate (gravel) and fine aggregate (sand) with 

slag. In the fourth category, 20% of the cement was substituted with slag. Each sample category 

resulted in four variations of concrete with varying thicknesses. Using Cobalt-60 as a gamma 

ray source and a Geiger-Muller (GM) counter, we determined the attenuation coefficients and 

Half-Value Layer (HVL). The results indicate a reduction in concrete HVL by 35%, 37.5%, 

and 39% when slag replaced cement, sand, and gravel, respectively. Consequently, the 

incorporation of slag enhances the radiation shielding capability of concrete within the range 

of 35-40%. Additionally, it is evident that an increase in the size of slag particles positively 

influences the radiation shielding properties of concrete. 
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Abstract 

Position-sensitive detectors are crucial in industrial applications, typically utilizing array or 

pixel detectors. Challenges such as needing multiple detectors and photomultiplier tubes, 

complex calibration, and data analysis issues can impede their effectiveness. A proposed 

solution involves employing large-volume scintillator detectors with fewer photomultiplier 

tubes. Plastic scintillators, known for their manufacturing simplicity, versatility, affordability, 

quick response times, radiation sensitivity, and resistance to optical self-absorption effects, 

emerge as a promising choice for position-sensitive detectors in industrial environments. In 

this study, we have conducted a comparison between rod and plate plastic scintillators to 

evaluate their optical and spatial characteristics, considering the importance of position 

sensitive detectors and their applications in various scientific fields. We selected a 50 × 5 cm 

(L × D) rod scintillator and a 50 × 5 × 50 cm (L × W × H) plate scintillator. Through Geant4 

Monte Carlo toolkit simulation using a 1D setup, we examined the spectral responses, light 

scintillation processes, and spatial resolution of both detectors. The maximum error in the rod 

detector is 1 cm, while in the plate detector, it is 1.9 cm. The study findings indicate that the 

spatial resolution accuracy of the rod detector surpasses that of the plate detector. The smaller 

dimensions of the rod scintillator contribute to its ability to provide more precise source 

position assessment. The plate scintillator exhibits higher spatial resolution due to its larger 

dimensions, making it suitable for 2D position analysis and detection of larger objects. 

Therefore, it may be a more preferable choice in certain applications. 

Keywords: Position sensitive detector, large plastic scintillator (rod and plate), Geant4 Monte 

Carlo toolkit, scintillation and light emission processes. 

1. INTRODUCTION 

Position-sensitive detectors (PSDs) are crucial components in a wide range of industrial 

applications, serving as key tools for precise spatial detection and analysis. One prevalent 
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method for achieving such detectors involves the utilization of array or pixel detectors, which 

offer the capability to pinpoint the position of radiation events with high accuracy. However, 

the current systems designed for industrial applications encounter several inherent challenges 

that impede their efficiency and practicality. These challenges include the necessity for 

multiple detectors and photomultiplier tubes, which can lead to increased complexity, higher 

costs, and potential points of failure within the system. Additionally, the calibration process 

for these systems is often time-consuming and labor-intensive, requiring meticulous 

adjustments to ensure accurate and reliable performance. The intricate electronics involved in 

these detectors further add to the complexity, making maintenance and troubleshooting a 

cumbersome task for operators. Moreover, the lack of modularity in existing systems limits 

their flexibility and adaptability to different experimental setups and applications. This lack of 

modularity can hinder the scalability and versatility of the detectors, preventing seamless 

integration into diverse industrial environments. Furthermore, the complexities involved in 

data analysis, interpretation, and visualization pose significant challenges for researchers and 

engineers working with these systems, often requiring specialized expertise and resources to 

extract meaningful insights from the collected data. 

To address these prevailing issues and enhance the efficiency and usability of position-sensitive 

detectors in industrial applications, a novel approach involving the use of large-volume 

scintillator detectors with a minimal number of photomultiplier tubes has been proposed. 

Plastic scintillator detectors [1], known for their simplicity in manufacturing, availability in 

various forms, cost-effectiveness, rapid response times, sensitivity to different radiation types, 

and mitigation of optical self-absorption effects caused by impurities [2], present a promising 

solution for improving the performance and usability of position-sensitive detection systems. 

Two special types of high-dimensional scintillators are rod and plate plastic scintillators. 

Choosing a position-sensitive detector between rod and plate scintillators depends on the 

specific application needs in terms of spatial resolution, detection area, and dimensional 

considerations. In this study, the optical and spatial characteristics of these two scintillators 

have been investigated for potential use in one-dimensional position-sensitive detectors 

through the utilization of the Geant4 Monte Carlo toolkit. 

2. Research Theories 
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A mathematical model exists to predict the 1D position of a gamma ray source using a large 

plastic scintillator [3]. The structure of the large plastic scintillator is shown in Fig. 1. This 

schematic illustrates the strategic placement of two PMTs at the center of each side of the 

plastic scintillator along an axis, efficiently collecting the scintillator light generated. When a 

gamma-ray interacts with the plastic scintillator, it generates scintillation light. The distribution 

of this scintillation light across the surface of the scintillator depends on the specific location 

where the gamma-ray interacts. By collecting the scintillation light independently, the two 

PMTs positioned around the scintillator offer valuable insights into the 1D position of the 

gamma source. The recorded scintillation light in each PMT will vary based on the location of 

the beam interaction with the plastic scintillator. Through analysis of the signals from these 

PMTs, the mathematical model can accurately determine the 1D position of the gamma source. 

  

Fig. 1. Schematic of the large plastic scintillator: a) Rod shaped, b) Plate shaped 

As a result, the output signals of the PMTs, S1, and S2, could be obtained using Eq (1) as 

follows [3]: 

𝑆1 =
𝐸𝛾𝑃

𝐸0
𝑒𝑥𝑝 [−𝛼(

𝐿

2
+ 𝑥)]                                    (1-a) 

𝑆2 =
𝐸𝛾𝑃

𝐸0
𝑒𝑥𝑝 [−𝛼(

𝐿

2
− 𝑥)]                                (1-b) 

Where P is the probability that the generated light in one side makes a signal on the opposite 

PMT, E0 is the required energy for generating a single scintillation photon and α is the optical 

attenuation coefficient. Furthermore, Eγ is the energy of the incident gamma-rays and can be 

obtained independently from the interaction position of the gamma-rays using Eq (2): 
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Finally, the interaction position of the pencil beam can be obtained using Eq (3) derived by 

dividing Eq (1-a) by Eq (1-b) as follows: 

𝑥 =
1

2𝛼
ln (

𝑆2

𝑆1
)                                                  (3) 

Using the stated relationship, by measuring the light scintillation recorded in each PMT (𝑆1, 

𝑆2), the position of the beam interaction with the rod and plate detectors will be estimated. To 

verify the accuracy and reliability of the derived equations as well as to compare the optical 

and spatial parameters of the two proposed detectors, a simulation test was performed with the 

Geant4 Monte Carlo toolkit, as discussed in the next section. 

3. Monte Carlo Simulation (Geant4 toolkit) 

Nowadays, the use of simulation has become a reliable method for analyzing the nuclear 

detectors. Such simulations allow us to have a deeper understanding about what is happening 

and better analyzing the detector performance. For this reason, we decided to employ the 

Geant4 Monte Carlo toolkit to simulate the scintillation/optical behavior and the performance 

of the rod and plate detectors [4]. Geant4 has the ability to simulate the optical processes such 

as scintillation processes, Chernokov radiation, as well as the transmission of light in different 

environments and boundaries [5]. This one was the most important feature that led to 

employing this code to perform the simulations in this study. The simulations were conducted 

using Geant4 version 10.4. 

3.1. Geant4 Setting 

The detectors presented in Fig. 1 are individually simulated in the Geant4 code with 2 PMTs. 

To increase efficiency, Al-Mylar was used as a reflector for scintillating light. As a result of 

the interaction of the radiation with the detector, a flickering light is produced inside it. This 

light is either absorbed or reaches the PMTs after multiple reflections in the detector. As light 

photons move through the length and depth of the detector, their intensity decreases 

exponentially due to self-absorption. 

Photoelectric effect, pair production, Compton scattering, and Rayleigh scattering for gamma 

rays, ionization, multiple scattering, and bremsstrahlung for produced electrons, bulk 

absorption, Mie or Rayleigh scattering, and interactions at the optical interfaces (scattering, 

reflection, transmission, and absorption) for an optical process that is applied in the physic 

class of the simulation code. Also, the "G4OpBoundaryProcess" class simulates the possible 
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events at the optical interfaces [6]. The surface of the rod and plate plastic scintillators were 

considered a polished dielectric-metal interface. To transport the optical photons, G4EMLOW 

7.3 low-energy electromagnetic data library was used. The characteristics of the plastic 

scintillator, reflector, PMT, and source used in the simulation are provided in Table 1. 

Table 1.  Specifications of the simulation components [7] 

Parameter Value 

Scintillator 

Shape 
- Rod 

- plate 

Material Polystyrene (PS) 

Dimension 
50 × 5 cm (L × W) – Rod 

50 × 5 × 50 cm (L × W × H) - Plate 

Density 1.04 gr/cm3 

Light yield 10000 Photon/MeV 

Decay time 2.4 ns 

Refractive index 1.58 

Reflector 
Type Al-Mylar 

Reflectivity 98 % 

PMT 

Size 2 inch 

Structure Glass + photocathode 

Reflectivity of the window 25 % 

Source 

Radiation Gamma- 

Direction Pencil beam 

Type 137Cs 

Energy 662 keV 

Distance to detector 50 cm 

beamOn 30000 

In the simulation setup, the X axis of the plastic scintillators under examination was divided 

into nine equally spaced segments, each segment spanning a distance of 5cm. Adjacently, a 

gamma-ray source was positioned at a fixed distance of 50cm from each of these segmented 

locations. During the course of the simulation, at every source position (SP) for each beamOn 

event, the scintillation light intensities detected by both PMTs were recorded and subsequently 

saved in ASCII files. These ASCII files meticulously encapsulated detailed information 

pertaining to the scintillation light characteristics for every individual beamOn event, thereby 

providing a comprehensive dataset for analysis. Leveraging the capabilities of MATLAB 

R2018b programming, an in-depth analysis was conducted to thoroughly scrutinize and 

interpret the intricate patterns of scintillation light at each specific source position, enabling a 

nuanced understanding of the outcomes. 
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In Fig. 2, the setup is illustrated with the pencil beam incident position denoted as SP5 in two 

proposed detectors. The blue line in the figure symbolizes the gamma-ray pencil beam, while 

the green lines represent the emitted scintillation light. Additionally, the figure visually 

portrays the process of collecting the scintillation light by the PMTs.  

 

 
 

 

Fig. 2. Geant4 simulated detection setup in SP5: a) rod detector, b) plate detector 

In the simulation phase, optical behavior and spectral characteristics of rod and plate plastic 

scintillators were modeled and compared with each other.  The next step of the simulation 

involves discussing the spatial behavior of the two detectors, focusing on their performance as 

position-sensitive detectors. 

4. Results and discussion 

In Fig. 3, the simulated gamma energy spectrum for PMT2 is depicted for rod and plate 

detectors. The simulation consisted of 30,000 beamOn events where a 137Cs pencil beam hits 

SP1 and SP5. The figure visually represents the energy spectrum by PMT2 in response to these 

simulated gamma-ray interactions across the various parts of the detector. In both detectors,  
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when scintillator with a PMT on one side, the farther away the beam hits the PMT, e.g. SP5 

(25 cm), the energy spectrum will appear in the lower channels due to the attenuation of the 

optical photons inside the scintillator itself. As shown in Fig. 3, when the beam incident is close 

to the PMT2, e.g. SP1 (5 cm), the Compton maximum appears in the highest channel and as 

the beam incident is farther from the PMT2, the related energy spectrum moves to the lower 

channels, accordingly. This is the basis of the proposed detector function, which inherently 

turns it into a position-sensitive detector. 
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Fig. 3. Simulated gamma-ray spectra for PMT2. 

After simulating the energy spectrum responses of the proposed detectors, the spatial responses 

of the detectors were explored. To investigate this, the detector's response was simulated with 

a pencil beam positioned at the specified locations as illustrated in Fig. 1. Eq (3) was utilized 

to estimate the incident positions of gamma rays. The outcomes for both detectors were 

depicted in Fig. 4, showcasing the insights gained from this spatial analysis. In this figure, the 

calibration equation for determining the incident source position for both detectors is presented. 

Fig. 5 shows the source position using the calibration equation obtained in rod and plate 

detectors. 
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Fig. 4. Calibration diagram of incident source position in rod and plate detectors. 
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Fig. 5. Spatial response of the detector for a pencil beam at different positions, numbers on each plot 
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In Table 2, the precision of the source position assessment in rod and plate detectors is outlined. 

The maximum error in the rod detector is 1 cm, while in the plate detector, it is 1.9 cm. The 

findings indicate that the rod detector exhibits less error in determining the source position, 

attributed to its smaller dimensions compared to the plate detector. 

Table 2. The precision of the source position assessment in rod and plate detectors 

Incident  

position (cm) 

Calculated source position (cm) 

Rod (error) Plate (error) 

5 5.2 (0.2) 4.1 (0.9) 

10 10.1 (0.1) 10.5 (0.5) 

15 14.8 (0.2) 16.4 (1.4) 

20 19.8 (0.2) 20.7 (0.7) 

25 24.7 (0.3) 25.1 (0.1) 

30 31 (1) 28.1 (1.9) 

35 34.4 (0.6) 34.7 (0.3) 

40 39.9 (0.1) 39.9 (0.1) 

45 45.1 (0.1) 45.5 (0.5) 

5. Conclusions 

The comparison between rod and plate plastic scintillators in this study has provided valuable 

insights into their optical and spatial characteristics, particularly in the context of position-

sensitive detectors widely used across scientific fields. The selected 50 × 5 cm rod scintillator 

and 50 × 5 × 50 cm plate scintillator underwent detailed analysis through Geant4 Monte Carlo 

simulations in a 1D setup, focusing on spectral responses, light scintillation processes, and 

spatial resolution. The results of the study revealed significant disparities between the rod and 

plate detectors, notably in terms of spatial resolution. The maximum error in source position 

assessment was 1 cm for the rod detector and 1.9 cm for the plate detector. This discrepancy 

underscores the advantage of the rod detector in expressing source position accurately, 

attributed to its smaller dimensions compared to the plate detector. The plate scintillator, with 

its larger dimensions, exhibited enhanced spatial resolution, making it well-suited for 2D 

position analysis and the detection of larger objects. In conclusion, this study underscores the 

nuanced trade-offs between rod and plate plastic scintillators, offering valuable insights for 

optimizing detector selection based on specific application requirements.  

References 

[1]  Christophe Dujardin, Matthieu Hamel, Introduction—Overview on Plastic and Inorganic 

Scintillators, vol. 140, 2020.  



 

 293 

[2]  S.W. Moser, W.F. Harder, C.R.Hurlbut, M.R.Kusner, "Principles and practice of plastic 

scintillator design," Radiation Physics and Chemistry, vol. 41, pp. 31-36, 1993.  

[3]  M. Askari, A. Taheri, M. Mojtahedzadeh larijani, A. Movafeghi, "Industrial gamma 

computed tomography using high aspect ratio scintillator detectors (A Geant4 

simulation)," Nuclear Inst. and Methods in Physics Research, vol. 923, pp. 109-117, 2019.  

[4]  S. Agostinelli, J. Allison, K. Amako, J. Apostolakis, H. Araujo, P. Arce, M. Asai, D. Axen, 

S. Banerjee, G. Barrand, F. Behner, L. Bellagamba, J. Boudreau, L. Broglia, A. Brunengo, 

H. Burkhardt, S. Chauvie, J. Chuma, R. Chytracek, G. Cooperman and G. Cosm, 

"Geant4—a simulation toolkit," Nuclear Instruments and Methods in Physics Research 

Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 506, 

pp. 250-303, 2003.  

[5]  "GEANT4 collaboration, Physics Reference Manual, available online at," http://geant4-

userdoc.web.cern.ch/geant4-

userdoc/UsersGuides/PhysicsReferenceManual/html/index.html," [Online].. [Online].  

[6]  A. Taheri and M. Askari, "Monte Carlo study of plastic rod scintillators for use in 

industrial computed tomography," Journal of Instrumentation, vol. 17, 2022.  

[7]  Ali Taheri, Mojtaba Askari, Ali Biganeh, Javad Kochakpour, "Industrial gamma-ray 

computed tomography utilizing rod plastic scintillators," Journal of Instrumentation, vol. 

18, no. 09, 2023.  

 

 

 

 

 

 

 

 

 

 

 

 



 

 294 

Investigating the impact of thulium impurity on the thermoluminescence 

characteristics of lithium tetraborate nanoparticles (Paper ID : 1165) 

Soheila Hasanloo1*, Mehran Gholiour1, 3, Peyman Rezaeian2, Gholamreza Nabiyouni1,3 

1Department of Physics, Faculty of Science, Arak University, Arak, Iran 
2Radiation Applications Research School, Nuclear Science and Technology Research Institute, Tehran, Iran 

3 Institute of Nanoscience & Nanotechnology, Arak University, Arak, Iran 

 

Abstract 

This research investigates the influence of thulium (Tm) impurity on the thermoluminescence 

properties of lithium tetraborate (Li2B4O7 or LTB) nanoparticles synthesized by the 

combustion method. First, X-ray diffraction pattern (XRD) was used to check the structure and 

size of nanoparticles made without and with thulium impurity. This analysis confirms the 

formation of the LTB nanoparticles. Then, the scanning electron microscope (SEM) equipped 

with EDAX was used to investigate the shape and morphology of the samples and also the 

existence of Tm (thulium impurity) in the sample. The samples were exposed to 60Co gamma 

rays ranging from 100Gy to 1000Gy, and their thermoluminescence curves were investigated. 

The analysis focused on samples that were contaminated with thulium as well as those without 

impurities. Dose-response curve was drawn and analyzed for both types of samples (with and 

without impurity). The results show that adding thulium impurity increases 

thermoluminescence intensity and creates a linear response curve.  

Keywords: Lithium tetraborate, Combustion, Nanofibers, Thermoluminescence, Thulium 

impurity 

INTRODUCTION 

Thermoluminescence dosimetry (TLD) has been utilized for almost a century to measure the 

amount of ionizing radiation exposure. It is widely used in various fields such as archaeology, 

medicine, health physics, biology, solid-state physics, and organic chemistry. TL is considered 

a vital laboratory method [1] introduced by Daniels et al as a dosimetry technique for the first 

time. According to their research, the matter that was exposed to radiation has the potential to 

release stored energy due to heat. Li2B4O7:Mn phosphor was the initial material used in 

radiation dosimetry, but it displayed various flaws, such as weak TL intensity, limited dose 

linearity, and energy dependency. Only a few tissue-equivalent TL materials are available for 
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radiation dosimetry, particularly in clinical and radiation therapy applications. Lithium 

tetraborate is one of the most widely used materials for testing the personal dosimeters. [2] The 

effective atomic number of body tissue is 7.4 and TL dosimeters based on lithium borate with 

an effective atomic number of  7.3 are the most interesting and practical devices [3] for clinical 

dosimetry.  

Researchers used the combustion method to synthesize lithium tetraborate nanorods with 

copper impurity and studied their thermoluminescence properties for the first time [4]. Various 

methods have been used to synthesize lithium tetraborate nanoparticles, including Pechini, sol-

gel, solution, microwave, and solid-state, with varying impurities in recent years [5-7]. In 2016, 

Soheilian et al. conducted research on lithium-tetraborate with copper impurity using three 

methods: solid state at high temperature, wet reaction, and combustion. They investigated its 

thermoluminescence property and compared the nanoparticle in powder form to the same 

nanoparticle converted into pellets [8].  Mehrabi et al. synthesized lithium tetraborate 

nanopowders with copper and copper-manganese nanoparticles through the combustion 

process and studied their optical properties [9]. 

In this study, lithium tetraborate nanoparticles were synthesized using a combustion method. 

The nanoparticles were synthesized with and without thulium impurities, and their 

thermoluminescence properties were investigated. 

EXPERIMENTAL 

The synthesis of lithium tetraborate nanoparticles was achieved through the combustion 

method, using high-purity lithium nitrate, boric acid, urea, and ammonium nitrate as the raw 

materials. To produce lithium tetraborate nanofibers with thulium impurity, thulium nitrate was 

added to the materials. First, all the ingredients are combined and mixed thoroughly for 5 

minutes until they are completely uniform. Then, the resulting mixture is poured into a ceramic 

container and placed in a preheated oven at 580°C for one hour. During this time, the materials 

react and any excess materials evaporate. The material is ground again in the mortar and 

annealed at 450°C for 10 minutes, resulting in lithium tetraborate nanoparticles in the form of 

a white powder. 
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Results and discussion 

The X-ray diffraction pattern from the PHILIPS Xpert-PW3040/60 device with a nickel filter 

and copper Kα radiation was used to investigate the structure of nanoparticles. Figure .1 shows 

that the obtained patterns are compatible with the (01-079-0963) reference code number and 

confirms the structure of lithium tetraborate. Figure. 1(a) represents the pattern for sensitized 

lithium tetraborate nanoparticles with 0.3% thulium impurity (LBO: Tm 3.0%). The XRD 

pattern in Figure. 1(b) shows that the impurity has no significant effect on the crystal structure 

of the LBO sample, and no difference is observed in the XRD patterns of these samples.  

 

 

Fig. 1. X-ray diffraction diagram of lithium tetraborate nanoparticles, (a) without impurity, (b) lithium 

tetraborate nanofiber with thulium impurity (LBO: Tm 3.0%). 
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Scherer's formula was used to estimate the average particle size of the samples. The average 

size of nanoparticles in this research is estimated to be 42 nm for nanoparticles without impurity 

and 48 nm for nanoparticles with thulium impurity. The morphology and SEM images of 

lithium tetraborate nanoparticles with and without impurity are presented in Figure. 2 (a) and 

(b), respectively. The results in Figure. 2 show that the sample's morphology is changed to 

nanofibers in princes of thulium impurity. Thulium's presence in the LBO: Tm 3.0% sample 

was confirmed by EDAX analysis, as presented in Figure. 3. 

 

 

 

  

 

 

 

 

Fig. 2. SEM images of the sensitized Lithium tetraborate nanoparticles, (a) without impurities, (b) 

with 0.3% thulium impurity 

 

Fig. 3. EDAX analysis of lithium tetraborate nanoparticles with thulium impurity. 

After obtaining certainty about the formation of the lithium tetraborate nanoparticles and the 

presence of thulium impurity in the LBO: Tm 0.3% sample, the influence of thulium impurity 

on Thermoluminescence properties of the samples have been investigated. The synthesized 

(a) (b) 
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samples were irradiated by gamma rays from 60Co source. Figure. 4 shows the 

thermoluminescence curve of the samples. 

  

Fig. 4. Glow curve of lithium tetraborate nanoparticles without impurity and contaminated with 0.3% 

thulium impurity 

As evident from the recent graph, the thermoluminescence has an enhancement of about 150% 

by adding thulium impurity. In this research, to investigate the sensitivity of nanoparticles they 

were irradiated by a 60Co gamma-ray source with different doses ranging from 100 Gy to 103 

Gy. Figure. 5 represents the dose-response diagram of lithium tetraborate nanoparticles without 

impurity and nanofibers with 0.3% thulium impurity. The graph indicates that the nanoparticles 

exhibit an almost linear behavior within the range of 100 Gy to 900 Gy and in all doses the TL 

of the samples with thulium impurity are higher than the pristine samples. 
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Fig. 5. The response curve of lithium tetraborate nanoparticles without impurity and with 0.3% 

thulium impurity. 

Conclusions 

Based on the X-ray diffraction spectrum and electron microscope photo analysis, it has been 

determined that the structure formed is related to lithium tetraborate nanoparticles. These 

nanoparticles have demonstrated a high sensitivity to gamma rays, and their linear response 

makes them an ideal option for dosimetry up to a dose of 1000 Gy. By adding thulium impurity 

TL curves have significantly improved. 
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Abstract 

American Foul Brood is a fatal disease in honey-bee larvae. It is known as a contagious and 

fatal disease in bee larvae causing massive death in the hives, reduces the role of bees in terms 

of pollination, production of honey, wax, and propolis in the area where beehives are 

established. The causative agent, Paenibacillus larvae, a gram-positive spore-forming rod, 

transferred from the infected parts of the hive and worker bees to the food of the babies. The 

role of sublethal doses of gamma rays on the biofilm, as a virulence factor, and the mortality 

has been investigated in this article. 

The Iranian strain of Paenibacillus larvae was isolated from bee wax and deposited in Genbank 

with accession number MH000685. The bacterial isolate was irradiated with sublethal doses of 

30, 60 and 100 Gy in a 60Co GC-220. The mutant showed a significant decrease of 68% in 

biofilm formation in microtiter-plate method (p ≤ 0.05), more elongated cells and less 

extracellular polymeric substances in scanning electron microscope.  Exposure  bioassay in 

“wildtype” group showed 52.08%, “mutant” 16.67% (p≤0.05) and "wildtype+mutant" 29.17% 

(p≤0.05) virulence. 

In conclusion, the mutant strain obtained from gamma irradiation has a significant decrease of 

biofilm formation in vitro and lower mortality rate in vivo. The mutant strain had a good 

performance to be a suitable strain in the biocontrol of the disease . 

Keywords: Paenibacillus larvae, gamma irradiation, biofilm, microtiter-plate, SEM, virulence 
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INTRODUCTION 

American Foul Brood (AFB) disease, as the deadliest disease of Apis mellifera bee larvae, 

decreases the role of bees in pollination, production of honey, wax, and propolis. The causative 

agent of the disease, Paenibacillus larvae, is a spore-forming Gram-positive bacillus. The 

disease is caused by swallowing spores by first instar larvae. Spores can be isolated from dead 

larvae, wax, honey and adult bees. P. larvae has been shown to have several identified 

virulence factors like proteases, chitinases, S-layer, biofilm [1]. Bacterial biofilms are clusters 

of bacteria that are attached to a surface and/or to each other and embedded in a self-produced 

matrix. The biofilm matrix consists of substances like proteins, polysaccharide , as well as 

eDNA [2]. Biofilms protect bacterial community against environmental stresses like 

antibiotics, acidity, oxidative stress, and irradiations. P. larvae in both genotypes, ERICI and 

ERIC II, are able to form free floating biofilm which aggregate loosely and attach to the walls 

of the culture wells invitro but with structural differences between the biofilms formed [3].  

Antibiotics are not sufficient to combat the disease due to increasing resistance among P. 

larvae strains. Residual antibiotics in honeybee products is also of concern, and this has 

resulted in many countries banning their use. Therefore, alternative therapeutic methods like 

the use of bacteriophages [4], growth inhibitory Lactic Acid Bacteria [5] [6] and herbal extracts 

[7], and biocontrol by other bacteria [8] against P. larvae are of a great interest.  

The use of a gamma-irradiated mutants of pathogens with reduced pathogenicity for the 

biological control in crop disease are reported earlier [9].  Irradiation directly makes damages 

in DNA of living cells which originate mutagenesis perhaps mutate to be of higher or lower 

virulence. Studies on transcriptional changes of Salmonella typhimurium using gamma 

irradiation showed that the expression of the virulence genes in irradiated mutants was reduced 

in comparison with non-irradiated controls [10]. Considering the random mutation effect of 

irradiation, mutants with reduced pathogenicity are used for biocontrol of diseases, especially 

in plants. This issue has been discussed in numerous articles. For example, the mutants of 

Fusarium solani obtained at 60 to 180 Gy of gamma rays were investigated in terms of reduced 

pathogenicity in competition with wild type. The root rot disease was reduced by 55% 

compared to the wild type [11]. Gamma irradiation by 100 - 3000 Gy induced mutagenesis in 
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Bacillus subtilis UTB1, which induced enhanced biosurfactants and biofilm production and 

was proposed as a biocontrol agent of Aspergillus flavus [12]. 

The extent of the morphological and physiological changes of bacteria in radiation and 

oxidative stress and the effect on their pathogenicity is unknown. Not much information is 

available about the adaptive mechanisms in these stress and thus the bacteria-host relationship 

for individual bacteria [13]. In this paper, 60Co Gamma irradiation was used to create random 

mutations in a native Iranian P. larvae isolate, and mutants with less invitro pathogenic 

properties were screened. The property of biofilm production was investigated by microtiter 

plate method and SEM observation. Finally, the death rate of the mutants compared to the wild 

type in first instar larvae of A. mellifera was investigated invivo.  Its potential of use as a 

biocontrol mutant was investigated by mortality rate of honey bee larvae . 

EXPERIMENTALS 

1- Irradiation 

Exponentially growing culture of P. larvae KB10 (isolated from bee wax, accession number 

MH000685- GenBank), in Muller Hinton yeast pyruvate glucose phosphate broth (MYPGP-

broth) at 37°C was harvested by centrifugation, washed with PBS buffer (0.067 M, pH 7.0) 

and resuspended in the same buffer to achieve an approximate concentration of 1.5 × 108 CFU 

ml-1 (OD595=0.08-0.1). The cell suspensions (2 ml aliquots) were irradiated at 30, 60, 100 Gy 

at room temperature in a 60Co GC-220 Gamma cell (activity of 7198 Curies, dose rate 1.71 Gy 

Sec-1). 

2- Survival of bacteria after exposure to gamma irradiation 

After exposure to gamma rays cell suspensions were serially diluted and 100 ml from each 

suspension was spread in duplicate on MYPGP-agar. The viable bacteria were determined after 

5 days of incubation at 37°C, subcultured on the same medium and stored at 4°C. 

3- Biofilm formation ability 

Microplate technique was used to assay biofilm forming according to Cai et al. [14]. Optical 

density (OD) was read at 595 nm by a microplate reader (Epoch BioTek). The cut-off (ODC) 

was defined as the mean OD value of the negative control (sterile MYPGP-broth) [15].  

4- Microscopic observation technique 
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Microscopic observation of biofilms on glass slides was evaluated according to Shahandashti 

et al [16] using MYPGP-broth culture of wild type and mutant strains  after 48 h incubation at 

37°C and studied using scanning electron microscopy (SEM) (Zeiss).  

5- Exposure bioassay 

First instar larvae of Apis mellifera were collected and transferred to plastic microtiter trays 

(96 wells) in three groups of 8 larvae for rearing, as described by Crailsheim at al [17]. Larvae 

were fed ad libitum with an excess of a liquid diet consisting of 66% (vol/vol) royal jelly, 6% 

(wt/vol) glucose, 6% (wt/vol) fructose and 1% (wt/vol) yeast extract in sterile double distilled 

water. Three groups of larval food was supplemented with 5 × 103 ml-1 spores of wild type 

P.larvae KB10, 5 ×103 ml-1 spores of  mutant, and “wild type + mutant” (each of 2.5 × 103 spore 

ml-1)[5].  

Larvae were fed with contaminated diet for first day after grafting and thereafter, normal diet 

was used for feeding. Control larvae were fed with normal diet throughout the experiment. 

Microtiter trays were incubated at 34.5 °C with high humidity for 6 days. Each day, plates were 

taken out from the incubator and examined. Larvae were classified as dead when they lost their 

body elasticity or displayed a color change to brownish. The number of dead larvae was 

recorded, and surviving larvae were transferred to new wells filled with fresh food [17][18].  

Uniform suspensions of dead larvae were cultured on MYPGP-agar then incubated in CO2 for 

6-7 days at 37°C. Larvae from which P. larvae were not isolated were excluded from the 

number of AFB dead larvae. Total mortality was calculated by considering 100% for the total 

number of infected larvae. Time course of infection (LT100) was obtained using a curve of 

cumulative mortality versus time. In drawing this curve, 100% was equivalent to all dead larvae 

that died due to AFB [17]. 

6- Statistical analysis 

Statistical analyses were conducted using SPSS 27. One-way analysis of variance (ANOVA) 

and independent samples T-tests were performed after assumptions of normality and variances 

of homogeneity were checked. Significance levels were set at p<0.05  

RESULTS 

1- Irradiation and sublethal dose 
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Surviving mutants of m-22, m-27, and m-21 obtained from 30, 60, and 100 Gy respectively 

were investigated for biofilm formation. 

2- The effect of irradiation on biofilm formation 

The results of biofilm formation in 48 h at 37°C in microtiter plate technique in three mutants 

showed that there was a 68% reduction in the m-27 mutant biofilm (obtained from 60 Gy 

irradiation) compared to the wild type (p<0.05) (Fig. 1). 

Microscopic observations confirmed biofilm formation of m-27 mutant compared to wild type 

had more elongated cells with lower extracellular polymeric substances (Fig.2). 

3- Exposure bioassay 

The plates containing the larvae were incubated at 34.5 ± 0.5°C and RH of 90%. Larval growth 

and mortality were checked every day. Total mortality and LT100 were plotted as previously  

 

Fig. 1. The mean of biofilm formation of gamma irradiated P. larvae KB10 by microtiter plate 

method ± standard deviation (SD) 

 

Described. The total mortality in wildtype group of larvae was 81.25%, 45.83%in the "mutant" 

group (p<0.05), and 58.33% in the "wild type + mutant" group, which compared to the wild 

type group had a decrease of 28% (p<0.05) (Fig.3). 

 The time course of infection (LT100) was obtained using the mortality curve of the studied 

groups. As can be seen, LT100 for the "wild type" group was 7 ± 1.58 days, for "mutant " group 

7.5 ± 1.2 days, and for the "wild type + mutant" group was 7 ± 1.58 days. The difference 

between the groups was not significant. 
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Fig.2 Scanning electron microscopy images from biofilms of P. larvae KB10 wild type (A, B) 

and irradiated m-27 mutant (at 60 Gy gamma radiation) (C, D) on glass slides in MYPGP-broth 

after 48h at 37ͦ C. A, C)1000×, B, D)30000× 

 

Fig.3 Total mortality of A. mellifera larvae fed with P. larvae KB10 in diet in three groups: wild type, 

mutant and wildtype + mutant. Control larvae fed with sterile diet. Mean values obtained from two 

independent replicates± SD. 100% is equivalent to all larvae that were fed with bacteria. Unpaired T-

Test (P<0.05), *: significant difference. 
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Fig.4 Time course of infection: Cumulative mortality in three groups of wild type, mutant and 

wildtype + mutant. Mean values obtained from two independent replicates± SD. 100% is equivalent 

to all larvae that were died of AFB. 

Discussion 

 In sub-lethal doses, bacteria undergo various mutations that do not have predictable 

manifestations. For example, increase and decrease of xylanase  in Thrichoderma [19], increase 

of protease in Bacillus [20] with sub-lethal doses have been reported . 

A significant decrease invitro biofilm production and invivo mortality was observed in mutant 

m-27 (obtained from 60 Gy). Marjani et al. also reported a decrease of biofilm formation in 

hospital irradiated isolates with gamma rays and attributed it to the decrease in hydrophobicity 

and the swimming movement of bacteria [21], but Atsumi et al. reported no effects of gamma 

on E. coli swimming [22]. It is recommended to investigate the reason for the reduction of m-

27 mutant biofilm by examining the swimming, hydrophobicity, quorum sensing and genes 

involved in biofilm formation.  

This bacterium has many other virulence factors like toxins, siderophores, chitinases, non-

ribosomal proteins, surface layer etc. that were not investigated in this study. Gamma 

irradiation may increase or decrease the expression of encoding genes due to some sets of 

mutations. The interaction of expressed genes caused a significant reduction in the mortality 

of larvae fed with the mutant compared to the wild type. 

In order to investigate the possibility of using the m-27 mutant in AFB biocontrol, this strain 

was mixed with the wild type and added to the diet of the larvae. The mortality reduced 

significantly compared to the wild type group. The first step after spore germination in the 
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larval gut is bacterial attachment to epithelial cells. It seems that m-27 mutant has competed 

with the wild type for receptors of epithelial cells. This may be the reason of reduced mortality. 

Regarding the results obtained from this paper, it can be said that the reduction of pathogenicity 

in “mutant + wild type” may have happened by competing available food in larva midgut.  

CONCLUSION 

Gamma irradiated P. larvae KB10 -the native strain- at a sub lethal dose showed a significant 

decrease invitro biofilm formation and a reduced total mortality in first instar larvae. Larvae 

fed with a mixture of this mutant and the wild type in diet had lower total mortality than larvae 

fed with the wild type in diet. It can be concluded that this mutant can be a suitable strain in 

the biological control of AFB. 
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Abstract 

Real-time tracking of moving tumors requires a predictive model using patients' 

breathing patterns. The challenge in such tracking is due to differences in breathing 

patterns of different patients and tumor movement due to various factors including 

breathing. Therefore, to solve this challenge and achieve successful and accurate 

tracking, it can be useful to use a predictive model with high-performance accuracy. In 

this study, three models of fuzzy logic, adaptive neuro-fuzzy inference system and 

LSTM have been compared for tumor tracking in motion tumors radiotherapy; as there 

is no available comparative study assessing the performance accuracy of these models 

in tumor tracking and comparing them with each other. For this comparison, the motion 

database of 10 real patients, divided into two groups, control and worst, has been used. 

The conducted evaluations indicate a reduction in tracking error after implementing 

these models compared to the model used in the CyberKnife system. Among the 

considered models, the fuzzy logic-based model performed best for control group 

patients, while the LSTM model showed optimal performance for worst group patients. 

Overally, LSTM model has better performance accuracy while its error reduction is 1.4 

mm regarding with fuzzy and 2.2 regarding with Adaptive neuro fuzzy based models. 

Keywords: Radiotherapy, Tumor motion, External markers, Predictive models 

Introduction 

Cancer is a complication in which abnormal cells proliferate in an uncontrolled manner 

and can involve nearby tissues. There are more than 200 different types of cancer, each 

of which develops in specific ways. There are many ways of treatment, depending on 

the specific condition of the patient, the type and location of the tumor, they may use 

a treatment method or a combination of two or three methods for better recovery and 

effectiveness[1-10]. Today, due to the advances made in the field of radiotherapy and 

radiation generating systems, the contribution of radiotherapy in cancer treatment has 
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increased more than other methods. Radiotherapy is a common cancer treatment 

method that uses targeted delivery of ionizing radiation such as gamma, beta, or 

heavier particles (hadrons) to eradicate cancer cells or improve cancer symptoms. 

The goal in radiotherapy is to deliver the lowest dose to healthy tissue and the highest 

dose to the tumor. In external radiotherapy, in the pre-treatment stage, by using 

imaging systems such as CT scan, MRI, they find information about the location of the 

tumor and enter the treatment planning stage with this information, and determine the 

tumor and the area that should be irradiated. In a general classification, tumors are 

divided into two categories: static and dynamic. The main problem arises when the 

tumor is of a movement type, which causes them to move for various reasons, including 

breathing, which is the most important. In this situation, it will be difficult to target the 

tumor because it is not easy to lock the therapeutic beam on the tumor. In order to solve 

the problems in the treatment of moving tumors, several solutions have been provided 

in the past [11-22], including: patient's breath hold [20-22] , following the tumor's 

movement during radiation, which is divided into two groups: gated radiotherapy [23- 

25] and radiotherapy based on real time tumor tracking[17-19]. The breath holding 

method depends on the patient's performance, and patients who are old , children or who 

have breathing disorders will not be able to cooperate, which makes it difficult to use 

this method[20-22]. In gated radiation therapy, the beam is irradiated only in a certain 

part of the breathing interval, which is called the gate, and since the beam is irradiated 

from different directions, it makes it possible for healthy tissues to receive a lower 

dose of the beam and, as a result, suffer less damage[23-25]. Both gated radiation 

therapy methods and radiotherapy based on tumor tracking in real time need to have 

accurate information about the location of the tumor, which is challenging to obtain 

this accurate information due to the presence of various respiratory ranges in the 

respiratory cycle of patients. Among the methods of obtaining this information, 

continuous imaging of the tumor or the use of external markers can be mentioned. In 

the process of obtaining the mentioned information, the principle of ALARA should 

be taken into consideration, which means giving the maximum dose to the tumor while 

giving the minimum dose to the healthy tissues around the tumor. Therefore, among 

the two proposed methods, the use of external markers can be a more suitable solution. 

In radiotherapy based on external markers, a system is used for real-time tumor 
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tracking to provide the doctor with the exact location of the tumor at any moment and 

to give a lower dose to the patient; This system is called Cyberknife, which uses infrared 

cameras to track the tumor, which follows the external markers installed on the vest 

that the patient wears, and compares the information obtained from these markers and 

the information obtained by the x-ray imaging system from the location of the tumor is 

matched and correlated and creates an adaptive model to be able to predict the location 

of the tumor at any moment. Of course, the correctness of the model performance 

during the treatment is checked by using the information obtained from the optical 

tracking system that provides the coordinates of the external markers, as well as the 

information provided by the X-ray imaging system of the tumor location, and the 

model is updated in order to prevent tracking errors. The conducted studies indicate that 

the accuracy of the model's performance is more due to the uncertainties related to the 

matching of external and internal markers with each other, while the prediction error is 

more influenced by the time delay in the performance of the system. 

To solve the challenges, studies have been done and models have been designed and 

implemented. In this study, the investigation of these models and the comparison of 

the accuracy of their performance on the topic of tumor tracking have been discussed. 

So far, no comparative study has been conducted in the field of checking the tracking 

accuracy of the desired models. 

The models studied in this research were designed based on Fuzzy Logic, Adaptive 

Neuro- Fuzzy Inference system and LSTM. 

The comparison made between the coordinates obtained from the tracking 

performance of the proposed models and the model used in the Cyberknife system is 

related to 10 patients treated with this system.  

Methods 

The data set analyzed in this research included the movement information of 86 patients 

treated at Georgetown University Hospital in America, among which 10 patients were 

randomly selected as samples. And based on the available patterns of their respiratory 

cycle, the patients are divided into two groups: the control and the worst group. The 

correlation model that is responsible for tracking the tumor in the Cyberknife system 
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at the beginning of each treatment session and by creating a match and synchronization 

between the information obtained from the external infrared markers on the vest that 

the patient wears for treatment And also, the internal marker implanted by a special 

tool inside or near the tumor volume, which must be made of a non-toxic type of metal, 

is made so that the robotic arm of this system can be guided in such a way that it can 

move the body with the least error and As a result, he tracked the movement of the 

tumor and irradiated the tumor, and during the treatment, the accuracy of the 

performance of model is evaluated and the model is updated by means of images taken 

every few minutes from the tumor location. 

In order to build the proposed models from a part of the available data, which includes 

information obtained from external markers that represent the movement of the 

patient's chest and respiratory cycle, as well as part of the information obtained from 

the implanted internal 

marker that indicates the location of the tumor at any moment. It has been used in such 

a way that the model is trained at the beginning and in the pre-treatment stage using 

the presented data, and then during the treatment, only the information obtained from 

the external indicators is given as input to the model, and the model in The output 

predicts the location of the tumor. 

In order to finally check the performance accuracy of the proposed models, it is 

necessary to compare the outputs obtained from the proposed models with the outputs 

obtained from the model used in the Cyberknife system for which the related data sets 

are available. Therefore, in order to train the model, the number of data equal to the 

number of data used in Cyberfire should be used. According to the available 

information from the patients, in this research, on average, 15% of the data were used 

for model training and 85% of them were used for model testing. 

Fuzzy Logic 

In this part, a correlation model based on a fuzzy logic inference system is used. In this 

process, the final result, which is the prediction of tumor location, is a non-linear map 

of the movement of external markers. Clustering is a method of grouping similar data 

into a group. In building this logic, clustering is very important. The most famous data 

clustering techniques in this model can be called subtractive clustering and fuzzy C-
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means clustering. To build this algorithm, a matrix with 9 columns containing the data 

of all three external markers is considered as input. And a matrix of external markers 

that are the same as the inputs in terms of time is also considered as the output, and its 

implementation is also done with the fuzzy logic toolbox in MATLAB (The 

MathWorks Inc., Natick, MA) [27-31]. 

Adaptive Neuro-Fuzzy Inference System 

This system, which is very efficient for describing nonlinear systems, is composed of 

a combination of adaptive neural network and fuzzy inference system, which can take 

advantage of the advantages of both methods, namely the power of training neural 

networks and the linguistic advantage of fuzzy systems to solve complex problems. In 

this part, Adaptive Neuro- Fuzzy Inference System is used to relate the movements of 

external markers as input to tumor movement as output. This inference system is based 

on the Sugeno type, and membership functions are generated by the data clustering 

algorithm (FCM). The membership functions are generated by the fuzzy c-means 

(FCM) clustering algorithm. The FCM algorithm examines the data in terms of 

similarity and collects similar data in a cluster and finally provides a number of clusters 

that contain similar data. Here, two accumulation and non-accumulation methods are 

used to perform the model updating process during the treatment. In the accumulation 

method, the new information obtained from the internal and external indicators by said 

methods is added to the initial information set that was given to the model. But in the 

non-accumulation method, for every new data entry, the oldest data is deleted by the 

model. Overall, it should be said that both methods of updating the model had 

acceptable performance accuracy, but the time to predict the location of the tumor by 

the non-accumulation method has been less [32- 35]. 

Long Short-Term Memory 

In this study, in order to achieve successful tracking, the LSTM network has been used 

to design a correlation model in the form of a time series. At first, using the available 

data set, the coordinates provided by the external markers were given as input to the 

network in the form of a matrix and also, a separate file of the coordinates provided by 

the internal marker implanted in the tumor was prepared, and a part of it was given as 

output to the network. Here, the Python programming language is used to build the 
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model. To predict the location of the tumor, a model is needed that predicts the location 

of the tumor in the output after passing the training stage only by receiving the 

information and coordinates of the external markers. To build and train the model, first 

the model should check and train the correct answer by comparing the coordinates of 

the external markers and the actual location of the tumor (internal marker). The data is 

defined in such a way that the model can guess the data of the next column every time 

by checking the previous 11 columns of the given information and proceeding in the 

same way. Various libraries such as TensorFlow, Numpy and Pandas have been used 

to build the network and thus build the model. It should be noted that the data are 

normalized before being used as input and output by the network [36-40]. Before using 

the data as input and output of the network, it is normalized until all the data are placed 

on the same scale. Also since in topics related to machine learning, the more data used 

to train the network, the more accurate the model is built, so in this study, interpolation 

and increase of data have been done with a factor of 1000. By doing these two things, 

the LSTM model has been better trained and has succeeded in tracking the tumor with 

higher accuracy. 

Results and discussion 

The outputs obtained after using the three proposed models have been collected and 

the Root Mean Square Error (RMSE) factor has been used to check their performance 

error. The results of the analysis of the obtained errors have shown a reduction in the 

tracking error compared to the model used in the Cyberknife device. Among the 

considered models, the model based on Fuzzy Logic for patients in the control group 

and the LSTM model for patients in the worst group had the best performance. Figures 

1 and 2 show the 3D-RMSE related to the proposed models for two groups of control 

and worst patients.In general, according to the results obtained from examining both 

groups of patients, the LSTM model has shown better performance and the final results 

show that the three-dimensional error is reduced by 1.4 mm and 2.2 mm, respectively, 

of the LSTM model compared to the Fuzzy Logic and the model based on the Adaptive 

Fuzzy-Neural inference System. (Table 1) 

Table 1. The Three-Dimensional Root Mean Square Error of the studied patients 
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3D RMSE (mm) FCM-FIS ANFIS LSTM 

3D-RMSE for 

Control 

patient group 

3.202 3.68 3.454 

 
3D-RMSE for Worst 

 
10.19 

 
11.3 

 
7.09 

patient group    

 
3D-RMSE for 

 
6.7 

 
7.49 

 
5.27 

 all patients     
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Fig.1. RMSE vs. patient numbers (control group) 

 

 

 
 

Fig.2. RMSE vs. patient numbers (worst group) 
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Conclusions 

In the radiotherapy of moving tumors, in order to achieve successful tracking, 

complete information about the patient's respiratory cycle and the location of the tumor 

must be obtained so that an accurate prediction model can be made to predict the 

location of the tumor during the treatment. Several models have been introduced in the 

past, and among them, in this study, three models based on Fuzzy Logic, Adaptive 

Neuro-Fuzzy Inference System, and LSTM have been investigated, and their 

performance has been compared with each other. The results obtained from this 

comparison show the better performance of the Fuzzy Logic model for the patients in 

the control group and the better performance of the LSTM model for the patients in the 

worst group, and in general, for both groups of patients, it can be concluted that the 

LSTM model performs more accurately versus other commonly available models. 
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Abstract 

X-ray images are usually subject to various types of noise, either from the surrounding 

environment, the imaging equipment, or the imaging process itself. The denoising process 

helps reveal important details, textures, and structures in images, facilitates detailed 

interpretations and analyses, and improves visual interpretation. In this article, we intend to 

examine the performance and efficacy of filtering methods for two types of prevalent noise, 

uniform (Salt-and-Pepper) and non-uniform (Speckle) on regular and X-ray images. To achieve 

this, four different and widely used filters such as Gaussian, Median, Bilateral, and Non-Local 

Means (NLM) have been employed. The performance of these filters is evaluated using metrics 

such as peak signal-to-noise ratio (PSNR) and root mean square error (RMSE). The results 

show that the median filter, with a kernel size of 3, has a good performance in mitigating salt-

and-pepper noise. In addition, the NLM filter, using parameters (20, 3, 7), performs very well 

in dealing with speckle noise. These findings provide valuable insights into the selection and 

optimization of denoising methods to enhance X-ray image quality. The study emphasizes the 

importance of matching filters for specific noise types and provides a pathway for more 

accurate clinical diagnoses and improved treatment outcomes in medical and objective imaging 

applications. 

Keywords: Denoising, X-ray image Filtering, Image noise  

1. Introduction 

Image noise is a common issue in digital imaging. The presence of noise can significantly 

degrade the visual quality of images. Therefore, noise refers to unwanted variations in 

brightness or color that distort the original image content in the context of image processing[1]. 

It can originate from various sources during the image processing stages such as sensor noise, 

and environmental factors like poor lighting conditions, and high temperatures. However, the 

compression algorithms and various image processing operations can introduce additional 
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noise or amplify existing noise including salt and pepper, Gaussian, speckle, and poison 

noises[2].  

Specifically, X-ray images commonly encounter various types of noise, stemming from the 

surrounding environment, imaging equipment, or the imaging process itself. The two primary 

types of noise in X-ray images are systemic noise and impulse noise (shot noise). This type of 

noise results from the random nature of the photons creating the image. When a photon 

interacts with the image sensor, the noise arises due to the stochastic scattering of photons. In 

addition, systemic noise originates from irregularities in the imaging system, signal 

transmission, or the image processing pipeline [3].   

Since the noise can lead to image degradation, the denoising process helps reveal important 

details, textures, and structures within images, facilitating accurate interpretations and analysis 

and improved visual interpretation. The important denoising algorithms aim to eliminate noise 

while preserving essential image features, such as edges and textures, ensuring minimal loss of 

valuable information and preservation of information. Image denoising techniques find 

applications across diverse domains and industries. This is particularly important in fields such 

as medical imaging, photography and art restoration, computer vision and machine learning, 

surveillance, and security images[4]. Over the years, numerous studies and advancements have 

been made in the field, offering a diverse range of methods and algorithms for reducing image 

noise.  

Traditional image denoising techniques, such as linear and frequency domain filters, aimed to 

mitigate noise by addressing basic spatial or frequency characteristics. The classical Median 

and Gaussian filters, known for their computational efficiency, apply convolution operations 

to smooth images [5-9]. While Gaussian filtering is suitable for real-time applications, it tends 

to blur edges in scenarios with complex noise patterns [5]. This blurring effect can compromise 

the sharpness of important image features and details, impacting the overall visual quality and 

interpretability of the denoised image.  Despite its effectiveness in removing impulse noise, 

such as salt and pepper noise, the median filter may introduce artifacts, particularly in regions 

with high noise density. Additionally, it may not be as efficient in reducing Gaussian noise 

compared to other methods, limiting its applicability in scenarios where multiple types of noise 

coexist or when noise levels vary across the image  [7]. In the 1990s, wavelet-based methods 

gained traction, with Donoho and Johnstone pioneering wavelet thresholding for efficient noise 
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removal while preserving image details.  they can be computationally intensive, especially for 

large-scale or real-time applications. 

 Additionally, selecting an appropriate threshold for wavelet thresholding poses a challenge, as 

it requires careful consideration of noise characteristics and image content to achieve optimal 

denoising performance.  The Non-Local Means (NLM) filter, introduced in 2005 by Buades et 

al., significantly advanced denoising by averaging pixel values based on local patch similarities 

[8]. which may limit its practicality for real-time or large-scale image processing tasks. The 

patch-wise comparison process used in NLM involves extensive computations, making it less 

suitable for applications where processing speed is crucial. Additionally, parameter tuning for 

NLM, such as the window size and similarity threshold, can be challenging and may require 

manual adjustment based on image content and noise characteristics. The bilateral filter, 

proposed by Tomasi and Man Duchi in 1998, preserves edges and details but may struggle with 

complex noise patterns and entails higher computational costs. Sparse representation and 

dictionary learning methods like K-SVD and BM3D gained popularity, leveraging sparse 

representations for noise reduction. Recent advancements focus on real-time denoising tailored 

for applications like video streaming, surveillance, and medical imaging. 

In this article, we intend to examine the performance and efficacy of filtering methods for two 

types of prevalent noise, uniform (Salt & Pepper) and non-uniform (Speckle) on regular and 

X-ray images. To achieve this, four different and widely used filters have been employed. The 

performance of each of these filters is evaluated using metrics such as peak signal-to-noise 

ratio (PSNR) and root mean square error (RMSE). Understanding the parameters and 

characteristics of these filters allows for optimal customization and denoising results and, we 

can choose the most suitable approach to tackle various types of noise and achieve high-quality 

denoised images. 

2. Materials and Methods 

2.1.Background  

Four filters (Gaussian, Bilateral, Median, and NLM) have been used to investigate the 

performance of filtering in image denoising. The Gaussian filter is a linear filter that effectively 

smooths out high-frequency noise components by convolving the image with a Gaussian 

kernel. It applies a weighted average of neighboring pixel values, where the weights are 

determined by the Gaussian distribution. While Gaussian filtering is efficient for reducing 
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Gaussian noise, it may blur edges and fine details in the image. Unlike linear filters, the bilateral 

filter is non-linear and considers both spatial and intensity information during filtering. It 

effectively reduces noise while preserving important image structures by applying a weighted 

average of pixel values based on their spatial proximity and intensity similarity [10]. The 

bilateral filter is suitable for denoising images affected by various types of noise, including salt 

and pepper, Gaussian, speckle, and Poisson noises. The median filter is particularly effective 

in removing impulse noise, such as salt and pepper noise, while preserving edges and fine 

details [11]. It works by replacing each pixel's value with the median value of the neighboring 

pixels [12]. Unlike Gaussian filtering, which computes a weighted average, the median filter 

selects the middle value from the sorted intensity values within a neighborhood. This robust 

approach ensures noise reduction without blurring edges. The Non-Local Means (NLM) filter 

operates by averaging pixel values based on the similarity of local image patches. It effectively 

reduces noise while preserving textures and fine details by considering non-local similarities 

across the entire image. Each denoising filter has specific parameters that can be adjusted to 

achieve optimal denoising results[13]. The optimal parameter values depend on the 

characteristics of the noise and aspects of applicants. 

2.2. Proposed method 

Therefore, a high-quality standard image with dimensions of 255×255 pixels has been used for 

this purpose. Initially, we introduce salt-and-pepper noise with a noise density of 0.05 and 

speckle noise with a variance of 0.02 to the test image. Impulse noise, often referred to as salt-

and-pepper noise, is a type of noise that affects image pixels randomly, causing them to take 

extreme values. This type of noise is characterized by sporadic occurrences of very bright or 

very dark pixels, resembling grains of salt and pepper. speckle noise typically appears as a 

common increase or decrease in the vicinity of pixel values, in other words, the distribution of 

speckle noise is usually described as non-uniform. 

Subsequently, the mentioned filters with specified parameters have been utilized. This process 

was repeated for another test image obtained from a noisy X-ray image with dimensions of 

123×123 pixels. In addition, the standard criteria including root mean square error (RMSE),  

mean square error (MSE) and peak signal-to-noise ratio (PSNR) have been used to evaluate 

the performance of the denoise filter, which is formulated as follows: 
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Where the ‘max’ denotes the maximum fluctuation in the input image data type. The peak value 

is 255 if the input image has an eight-bit unsigned integer data type. Moreover, the peak value 

is one if the input image has a double precision floating point data type.  ‘n’ is the number of 

pixels or sampling values, 𝐼(𝑖. 𝑗)is the pixel value in the original image, and 𝐾(𝑖. 𝑗) is the pixel 

value in the filtered image. 

These formulas are used to calculate the error and draw conclusions about the differences 

between the original image free of noise and the filtered image. Focusing on achieving the best 

denoising results while preserving the image structure for images with salt and pepper noise 

and speckle noise with specific variances, we select the optimal filter and parameters based on 

the lowest RMSE and highest PSNR values. 

A general guide to our image denoising method, which is explained in how the proposed 

method works, is shown in the diagram in Figure 1. 
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Fig. 1. Process diagram for proposed method 

3. Results and discussion  

Table 1 illustrates the results obtained for the parametric performance analysis of noise 

filtering. In the table, first, the type of image and the amount of noise in the image and the type 

of applied filters are specified. Then, for both types of images with specific types of noise and 

percentages of noise, the value of each of the parameters PSNR, RMSE, MSE is calculated and 

each of the obtained values is listed in the table. Then as explained, it can be seen that the 

Median and Bilateral filters have performed better than other filters for salt and pepper noise 

(0.05 ND). as shown and highlighted in table, the Median filter (kernel size 3) achieves the 

highest PSNR of 35.17 dB and the lowest RMSE of 0.0541, making it the optimal filter with 

the best parameters. For speckle noise (variance of 0.02), the NLM filter yielded the best results 

with the highest PSNR of 32.85 dB and the lowest RMSE of 0.052. The optimal parameters of 

this filter are 20, 3, and 7 which correspond to the 'h' parameter, as the smoothing parameter, 
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controls the amount of smoothing applied during the denoising process, template window size, 

and search window size respectively. This filter exhibited superior performance in noise 

reduction compared to other filters.   

The same pattern has been seen in the X-ray test image so that for salt and pepper noise, the 

lowest RMSE of 0.010 and the highest PSNR of 43.92 dB are related to the Median filter 

(kernel size 3). Also, for speckle noise, the lowest RMSE of 0.015 and the highest PSNR of 

39.150 dB are related to the NLM filter with parameters of 30, 7, and 15.  

The visual comparison of noisy and denoised images for two typical standard images and an 

X-ray image is shown in Figure 2. The filters used for denoising in this figure are the optimal 

filters selected according to the image quality parameters in Table 1.  
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Table 1. Parametric performance analysis for denoising images 

In this figure, we first see the main used images without noise. In the first part, the figure on 

the left is a typical standard image, in the next step, salt and pepper noise (0.05 ND) and speckle 

noise (0.02 var) have been added to the image. As can be seen in the figure, on the left side, 

the images are damaged by noise. Then we apply the filter obtained from table 1 on the noisy 

images and in the output, we see the images that are the best denoised image resulting from the 

optimal filter. In the second part, the same steps are performed for the main X-ray image 

MSE RMSE PSNR Noise type Filters Image 

48.2416 0.0996 31.2965 Salt & pepper 

(0.05 ND) 

Gaussian  

 

   

 

 

 

Typical 

standard 

40.1135 0.0766 32.0978 Speckle (0.02 var) 

19.7319 0.0541 35.1791 Salt & pepper 

(0.05 ND) 

Median 

40.9897 0.0877 32.0040 Speckle (0.02 var) 

38.2395 0.1048 32.3056 Salt & pepper 

(0.05 ND) 

Bilateral 

41.8814 0.0721 31.9105 Speckle (0.02 var) 

27.1061 0.1557 33.8001 Salt & pepper 

(0.05 ND) 

NLM 

33.6585 0.0528 32.8598 Speckle (0.02 var) 

30.9990 0.0534 33.2173 Salt & pepper 

(0.05 ND) 

Gaussian  

 

 

 

X-ray 

 

 

24.2101 0.0358 34.2908 Speckle (0.02 var) 

2.6328 0.0103 43.9265 Salt & pepper 

(0.05 ND) 

Median 

45.6101 0.0430 31.5401 Speckle (0.02 var) 

13.3134 0.0593 36.8878 Salt & pepper 

(0.05 ND) 

Bilateral 

18.1054 0.0241 35.5527 Speckle (0.02 var) 

6.6770 0.0766 39.8849 Salt & pepper 

(0.05 ND) 

NLM 

7.9075 0.0156 39.1503 Speckle (0.02 var) 
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without noise as a test image, on the right side of the figure and all the steps is displayed 

visually in Figure 2. 

 

 Fig. 2. Visual comparison of noisy and denoised images for a) typical standard image and b) X-ray 

image 

4.  Conclusion 

 In this study, the effectiveness of the filtering method and finding a suitable filter with optimal 

parameters to reduce noise of different types (uniform and non-uniform) was investigated. For 

this purpose, a quality standard image and an X-ray test image have been used. The optimal 

parameters for each filter were determined based on their denoising efficacy. The results were 

analyzed using PSNR, and RMSE metrics. The comprehensive evaluation revealed the  
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superiority of specific filters particularly on X-ray images affected by salt-and-pepper and 

speckle noises. The Median filter, with a kernel size of 3, exhibited optimal performance in 

mitigating salt-and-pepper noise. In addition, the NLM filter, utilizing parameters (20, 3, 7), 

excelled in addressing speckle noise.  

These findings provide valuable insights into the selection and optimization of denoising 

methods to enhance X-ray image quality. The study emphasizes the importance of tailoring 

filters to specific noise types, offering a pathway for more accurate clinical diagnoses and 

improved treatment outcomes. Continuous refinement of denoising techniques is 

recommended for further progress in medical and objective imaging applications. 
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Abstract 

PET/CT combines CT's anatomical detail with PET's metabolic data, offering early disease 

detection. However, photon attenuation can reduce PET's accuracy. Traditional correction 

methods require energy scaling from CT to PET. This study introduces a Pix2Pix model to 

correct photon attenuation in brain PET images directly, thereby eliminating the need for CT 

images or the approximation of attenuation coefficients and energy scaling from CT to PET. 

The data were collected from a Siemens Biograph mCT64 scanner and were used for training 

and evaluation of the Pix2Pix model. The quality of the images was evaluated through a suite 

of quantitative metrics, including mean absolute error, root mean squared error, peak signal-

to-noise ratio, and multi-scale structural similarity index. Additionally, statistical tools such as 

the Pearson correlation coefficient and joint histogram analysis were employed to establish the 

linear relation and efficacy of the Pix2Pix model. The paired t-test, specifically, helped to 

statistically ascertain the equivalence in performance between the two methods. The PSNR of 

the Pix2Pix images, when compared with CTAC images, was 37.113, and the MS-SSIM value 

was 0.983. The Pix2Pix and CTAC images were visually and statistically in good agreement. 

Reducing CT dependency in attenuation correction for brain PET imaging is feasible with high 

accuracy using the proposed method. Nevertheless, additional assessment in clinical cohorts is 

crucial to evaluate the clinical efficacy of this approach. 

Keywords: PET/CT, brain [18F]FDG PET, CT-free attenuation correction, deep learning-

based attenuation correction, Pix2Pix 

Introduction 

Positron Emission Tomography (PET) uses radioactive tracers to visualize and measure 

metabolic processes in the body.  PET has limitations in anatomical detail, leading to challenges 

in distinguishing pathological changes. To improve this issue, PET is often combined with CT 
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for better anatomical precision. The integration into PET/CT not only augments anatomical 

localization but also facilitates attenuation correction (AC) with CT-derived coefficients at 511 

KeV photon energy. This hybrid modality yields more definitive lesion assessment, surpassing 

the diagnostic capabilities of either modality alone. [1-5] 

Utilizing CT images to correct PET emission data for photon attenuation is challenging due to 

different energy levels and mechanisms. CT values must be scaled to match PET energy using 

bilinear scaling method. The method converts CT values to attenuation correction factors 

(ACFs) based on a linear relationship. Calibration curve is needed, obtained by scanning a 

phantom with known compositions and coefficients. The curve is piece-wise linear with 

different slopes for tissue types. By using the calibration curve, CT values can be converted to 

ACFs for more accurate PET images. [6-9] 

This scaling is not unique when a complex mixture of materials, such as CT contrast agents or 

metallic objects, is present. These materials have different attenuation mechanisms and 

coefficients for low-energy x-rays and high-energy gamma rays. CT images may contain 

artifacts from respiratory motion, truncation, beam-hardening, or scattered radiation. These 

artifacts may affect the accuracy of PET images by causing errors in quantification and 

localization. PET/CT users should be aware of these issues and take steps to avoid or minimize 

them. [10,11] 

One approach to enhance PET/CT image quality is using artificial intelligence (AI), a field 

creating machines capable of tasks requiring human intelligence. Deep learning (DL), a 

subfield of AI, uses neural networks to learn patterns from data. A DL model includes a training 

stage to learn relation between input and output from data, and a prediction stage to apply this 

relationship to new inputs. DL methods are more adaptable and robust compared to 

conventional methods, as they automatically optimize performance based on data quality, 

quantity, network architecture, and hyperparameters. [12-14] 

DL methods can be used as alternatives to conventional AC methods, which use anatomical 

images from CT or MRI to correct the PET emission data. DL approaches can either directly 

correct the PET emission data without using any anatomical images, or use them as additional 

inputs to enhance the correction. However, DL methods face challenges like requiring large 
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datasets, complexity and interpretability of the models, and high computational needs. 

Overcoming these challenges is crucial for ensuring the reliability and validity of DL methods 

in PET/CT imaging, which can surmount some limitations of CT-based attenuation correction 

(CTAC), such as artifacts and radiation dose, thereby allowing for accurate PET quantification 

in stand-alone PET scanners. [15-17] 

Xue Dong and Yang Lei proposed a DL-AC method to produce AC-PET from non-attenuation 

corrected PET )NAC-PET( images for whole-body PET imaging, without needing anatomical 

information. They use 3D patch-based CycleGAN to create a NAC-PET to AC-PET mapping 

and a reverse mapping from AC-PET to NAC-PET, which makes the NAC-PET to AC-PET 

mapping more like a one-to-one mapping. They train and cross-validate their network on a 

retrospective sample of 25 whole-body PET patients. They tested their model on different 

lesions brain, lung, heart, kidney, liver. The brain ME was 1.23 and the NMSE is 0.70. The 

DL-AC PET and NAC-PET have a high NCC of 0.97 and a PSNR of 29.2, indicating a great 

similarity in intensity between the AC-PET and DL-AC PET. [18] 

Shiri and Ghafarian proposed and tested a new DL-based AC method for brain PET using only 

emission data: Deep-DAC. They compared it with the measured AC (MAC) method, which 

uses CT scans. They reported PSNR and SSIM values of 39.2 ± 3.65 and 0.989 ± 0.006 for the 

external validation set, respectively. They also reported RE of -0.10 ± 2.14% for SUV mean 

and -3.87 ± 2.84% for SUV max for all brain regions. The results suggested that Deep-DAC is 

a feasible AC method for brain PET using only emission data. [19] 

The aim of this study is to develop and validate a method for attenuation correction in PET 

imaging, utilizing the Pix2Pix model. This model excels at learning the transformation between 

NAC-PET images and CTAC-PET images. By training on paired NAC and CTAC PET images 

from a PET/CT scanner, the Pix2Pix model is designed to generate AC-PET images directly 

from NAC-PET inputs, thereby circumventing the need for CT images and the associated 

energy scaling process. This approach promises to streamline the attenuation correction 

process, potentially enhancing the efficiency and accessibility of PET imaging diagnostics. 

Material and methods 
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The dataset known as CERMEP-IDB-MRXFD offered 37 cases of normal adult human brains, 

which included [18F]FDG PET, T1 and FLAIR MRI, and CT scans.  To obtain the PET and 

CT data, a Siemens Biograph mCT64 was employed. PET data acquisition started 50 min after 

the injection of 122.30±21.29MBq of [18F]FDG and lasted for 10 minutes. As for the CT 

images employed for attenuation correction, they were acquired using a tube voltage of 100kV. 

The training phase utilized a total of 27 cases, consisting of 2942 2D images. Additionally, the 

validation phase included 7 cases, comprising 800 2D images. Finally, the testing phase 

involved 3 cases, comprising 290 2D images. [20] 

Pix2Pix is a model has been designed to facilitate Image-to-Image translation. This model 

consists of two neural networks: the PatchGAN discriminator and the generator. The primary 

objective of the generator is to produce AC-PET images that closely resemble CTAC-PET 

images. Conversely, the discriminator's role is to differentiate between the CTAC-PET and the 

generated AC-PET. Both the generator and the discriminator engage in a competitive training 

process, wherein they continually strive to outperform each other and enhance their respective 

abilities. 

The generator's architecture is a Unet-inspired encoder-decoder model. The encoder comprises 

five convolutional blocks, each with a convolutional layer with random normal weight 

initializer, batch normalization, and parametric ReLU activation, halving the input's spatial 

dimension. The decoder, whereas, contains five blocks, each consisting of a transposed 

convolutional layer, followed by a batch normalization layer and a parametric ReLU activation 

function. It uses the same parameters as the convolutional layer in the encoder, but it increases 

the spatial dimension of the input by a factor of 2. Skip connections are employed between 

corresponding encoder and decoder blocks, preserving spatial information and enhancing 

output quality. The final output is produced by a transposed convolutional layer with a tanh 

activation function, generating the final image. 

The PatchGAN discriminator performs image classification by utilizing a source image 

(CTAC) and a target image (generated AC-PET) as its input. It subsequently evaluates the 

likelihood of the target image being a real or generated transformation of the source image. 

This discriminator consists of five convolution blocks, each comprising a convolution layer 

followed by batch normalization and leaky ReLU activation. The final block includes a 
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convolution layer with a one filter and a 1×1 kernel employing a sigmoid activation function. 

The resultant prediction matrix denotes the probability of the corresponding patch being actual 

or generated produced. 

The loss function of pix2pix consists of two components: the generator loss and the 

discriminator loss. The generator loss is composed of two terms: the adversarial loss and the 

L1 loss. The adversarial loss is calculated by comparing the output of the discriminator on the 

generated AC-PET and the target CTAC-PET, using a binary cross-entropy function. The L1 

loss is calculated by taking the mean absolute error between the generated AC-PET and the 

target CTAC-PET. The discriminator loss, calculated by binary cross-entropy, evaluates how 

well the discriminator distinguishes real CTAC-PET images from generated AC-PET. The 

generator and the discriminator are trained using the Adam optimizer with an exponential 

decay learning rate schedule. 

The performance of the Pix2Pix model was evaluated using 290 images from the test dataset 

and various image quality metrics. These metrics included root mean square error (RMSE), 

mean absolute error (MAE), peak signal-to-noise ratio (PSNR), and multi-scale structural 

similarity index (MS-SSIM).  

Fig. 7. Architecture of Pix2Pix network: First, the generator creates simulated AC images from 

NAC images. The discriminator’s task is to differentiate CTAC images from generated images. 
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     𝑅𝑀𝑆𝐸 = √ 
1

𝑁
∑ (𝑑𝑠(𝑖))2𝑁

𝑖=1               (1) 
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𝛽𝑗𝑀

𝑗=1 ∙ [𝑆𝑗(𝑥, 𝑦)]
𝛾𝑗

  (4) 

The absolute error dS(i) measures how much the pixel values of the generated AC-PET images 

differ from the pixel values of the CTAC images, which are the ground truth. The reference 

value SR(i) is the pixel value of the CTAC image at the i-th pixel. The MS-SSIM index consists 

of three components: Lm (x,y) for luminance, Cj (x,y) for contrast, and Sj (x,y) for structure. 

These components are weighted by α, β and γ, respectively.            A joint histogram 

was used in statistical analysis to show pixel-level correlation distribution between CTAC-PET 

and AC-PET images. Paired-sample t-tests were conducted for statistical comparisons between 

the two types of images with a significance threshold of  p < 0.05 . 

Results 

The study's results, as presented in Table 1, highlight the Pix2Pix method's precision in PET 

image attenuation correction, as reflected by a notably low MAE of 0.004. The method's 

robustness is further affirmed by metrics, including a PSNR of 37.113 and an MS-SSIM of 

0.983. The minimum and maximum values for these metrics, determined using the Interquartile 

Range, demonstrate that 99% of the data falls within this range. This finding demonstrates the 

Pix2Pix method's robust performance across the test set. 

Table 4. Statistical analysis of image quality metrics 

 

 

 

 RMSE MAE PSNR MS-SSIM 

Mean±SD 0.015±0.007 0.004±0.002 37.113±3.898 0.983±0.042 

Minimum  0.004 0.000 30.445 0.974 

Maximum  0.032 0.009 44.762 0.999 
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The need for attenuation correction is highlighted by the significant noise evident in Figure 1a. 

The efficacy of the Pix2Pix approach is demonstrated in Figure 1c. Figure 1d illustrates the 

discrepancies between the predicted images generated by the Pix2Pix model and the CTAC 

ground truth. The primary objective of employing the Pix2Pix model is to minimize these 

discrepancies, thereby aligning the predicted outputs closely with the CTAC. 

The comparative analysis of Pix2Pix and CTAC images was conducted through a paired t-test. 

The resulting p-value of 0.23 indicates that there is no statistically significant difference in the 

performance of the two methods. This finding supports the Pix2Pix technique as a feasible 

Fig. 3. a) NAC-PET, b) CTAC, c) Pix2Pix. A comparison of the paired t-test results assessing the 

differences between:   (d) NAC-PET vs. CTAC-PET, (e) NAC-PET vs. Pix2Pix AC-PET, (f) 

CTAC-PET vs. Pix2Pix AC-PET. 

Fig. 2. a) NAC-PET images: Exhibiting high noise levels. b) CTAC images: PET attenuation 

correction by CT, serving as the reference for comparison. c) Pix2Pix images. d) Absolute pixel 

differences between the CTAC and Pix2Pix images. 
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substitute for the conventional CTAC method in the attenuation correction of PET images. The 

outcomes of the t-test are depicted in Figure 3. 

Joint histograms in Figure 3a illustrate a pronounced correlation between Pix2Pix and CTAC 

images, as evidenced by an R2 score of 0.99. This signifies a high degree of similarity in pixel 

values and their distribution. A slope value of 0.87 suggests that Pix2Pix images have slightly 

lower pixel values than CTAC images. In Figure 3b, the Pearson correlation coefficient, with 

a value of 0.99, reflects a near-perfect correlation between the two modalities. This high degree 

of correlation suggests that the Pix2Pix AC method can reliably replicate the attenuation 

correction traditionally achieved through CTAC, thereby substantially reducing the reliance on 

CT imaging. 

Conclusions 

In cocclution the objective of this study was to evaluate the Pix2Pix model's capacity for direct 

correction in PET imaging, bypassing the need for attenuation map. By training with CTAC-

PET images and subsequently using only NAC-PET inputs, the model generates AC-PET, 

demonstrating a self-sufficient correction method. The Pix2Pix model's fidelity in PET image 

correction is confirmed by low RMSE and MAE, and high PSNR and MS-SSIM, indicating 

precise image reconstruction. A Pearson correlation coefficient near unity and a non-significant 

p-value reveal no notable difference from the CTAC method. The Pix2Pix model emerges as 

an efficient CTAC alternative, simplifying the attenuation correction process by foregoing CT 

images and energy scaling. 

Fig. 4. a) Joint histograms displaying the comparison between Pix2Pix AC PET and CTAC PET 

techniques. b) A depiction of the Pearson correlation analysis for attenuation correction methods. 

The linear regression is denoted by the red line. 
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This study demonstrated certain limitations that require attention. The Pix2Pix method should 

be tested on larger datasets to be applicable to a diverse patient population. The training set 

included only 27 PET brain images, which may not capture all patient variations. Deep learning 

methods typically require larger datasets to encompass patient diversity. The network 

performed well on a test set, but its performance on a real clinical dataset remains unknown. 

Additionally, the Pix2Pix models were trained solely on 18F-FDG PET images, meaning they 

are only applicable to brain images using the same radiotracer. For other PET applications with 

different radiotracers, the network would need to be retrained on a new dataset of PET images 

with those specific radiotracers. Furthermore, the networks focus on 2D attenuation correction 

and do not utilize 3D image information in the trans-axial (z-axis) direction. 
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Abstract 

This systematic review focuses on specific uncertainties regarding the management of pregnant 

trauma patients. First, the prognostic value of certain laboratory studies in the pregnant trauma 

patient remains unclear. The purpose of presenting this article is to examine fetal dose in 

radiotherapy and expand and update previous research that includes proton therapy. Regardless 

of the treatment methods used during radiation therapy, out-of-field doses, which are doses 

received by areas outside the treatment area, are unavoidable. For pregnant patients, fetal dose 

is a major concern. Despite the low incidence of cancer during pregnancy, the radiotherapy 

team must be knowledgeable to deal with fetal dose. This is very important because it must be 

ensured that the fetus is adequately protected while the patient's treatment is effective. In this 

research, various models of fetal dose will be discussed from different aspects. Also, apart from 

the fetal dose from conventional photon therapy, it extends the discussion to modern treatment 

methods and techniques, namely proton therapy and image-guided radiotherapy, all of which 

have seen a significant increase in use in current radiotherapy. It is expected that this review 

will provide the readers with a comprehensive understanding of the fetal dose in radiotherapy 

and full knowledge of the measures that should be taken in providing radiotherapy to pregnant 

patients. 

Keywords: Fetal dose - Proton therapy - Radiotherapy - Dosimetry  

INTRODUCTION 

The effects of ionizing radiation exposure in offspring and next generations may arise great 

interest not only among radiation researchers and professionals, but also among the general 

population[1].  
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This systematic review focuses on specific uncertainties regarding the management of pregnant 

trauma patients. First, the prognostic value of certain laboratory studies in the pregnant trauma 

patient remains unclear [2, 3]. 

The incidence of cancer during pregnancy is relatively low and its probability is about 0.1% 

[1-4]. Some of the most common types of cancer among pregnant women include lymphoma, 

melanoma, leukemia, breast, cervical, and thyroid cancers, most of which require radiotherapy 

as part of treatment [5, 6]. During target irradiation, the dose is inevitably received by the off-

target region and the edge of the primary field, resulting in out-of-field (OOF) dose [7]. The 

three main sources of OOF dose from photon beams are treatment head leakage, scattered 

radiation from collimators or beam modifiers, such as wedges and blocks, and scattered 

radiation from patients. For higher-energy beams with energy >10 MV, photoneutron 

interactions create an additional OOF dose component through neutron production [8-10]. 

Despite being low, OOF dose to the fetus, it can have severe effects such as lethality, 

anatomical abnormalities, mental retardation and growth retardation [8]. Therefore, careful 

planning and discussion should take place before radiotherapy, which is often a 

multidisciplinary effort involving obstetricians and gynecologists, radiation oncologists, 

medical oncologists, medical physicists, and other related specialists [8]. The final goal is to 

achieve a balance between risk and benefit, and the patient needs to be fully informed of the 

risk if they choose to continue with the gestation. 

In order to manage the patient, it is recommended to estimate the fetal dose by calculating or 

performing measurements in a phantom [8-11]. Special shielding must be designed and 

constructed to ensure that the fetal dose falls within the acceptable threshold limit. During the 

course of radiotherapy and with the expected growth of the fetus, in vivo measurements should 

also be done carefully to control the actual dose of the fetus. 

There are a several articles or comprehensive reports that address various aspects of fetal dose 

concerns. Some examples include ICRP Publication 84 [12], the American Association of 

Physicists in Medicine (AAPM) Task Group 36 report, and the French guidelines by Michelet 

et al. [13], all of which consider the biological effects of fetal dose based on absorbed dose 

level and gestational age and recommendations on treatment pregnant patients describe. While 
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the AAPM TG36 report focused mainly on photon radiotherapy, ICRP Publication 84 

addressed broader topics that included diagnostic imaging and nuclear medicine in addition to 

radiotherapy. 

Current published reviews [5,  7,  10,  11,  13] are either less physics-oriented or do not include 

proton therapy and image-guided radiotherapy (IGRT), both of which are increasingly used in 

modern radiotherapy. Particle therapy, especially proton therapy, is in clinical use due to its 

conformal dose contribution without exit dose. Image-guided radiotherapy appears to be 

essential in treatment with a highly conformal dose distribution and hypofractionation regimen. 

The imaging dose from image-guided radiotherapy, which can lead to fetal dose, has rarely 

been examined in the current literature. Therefore, the aim of this review is to harmonize and 

expand our knowledge about fetal dose with the most modern and common radiotherapy 

method in terms of technology to date. 

In this review article, fetal dose will first be discussed from the biological and clinical aspects. 

The main focus of the article will be on the fetal dose received by photon therapy, proton 

therapy or in general other types of particle therapy and imaging for the purpose of IGRT. In 

particular, factors affecting fetal dose levels, dose estimation methods, and dose reduction 

techniques including shielding will be covered. 

1- Investigating the effect of radiation on the fetus based on epidemiological evidence 

The main effects of ionizing radiation on mammalian embryos include fetal death, 

malformations, developmental disorders, mental retardation, induction of malignancies, and 

hereditary defects. The absorbed dose, the type of radiation and the stage of pregnancy in which 

radiation exposure occurs are some of the factors affecting the severity of these effects. Here, 

the effects of radiation at various stages after human conception are generally discussed. The 

effects of radiation can be classified into two categories: deterministic or random. A 

deterministic effect has a cause-and-effect relationship where the effect will not occur until a 

certain threshold is crossed. After crossing the threshold, the significance of the effect increases 

linearly with the dose. The random effect occurs randomly and no threshold dose is observed. 

In this section, the definitive and accidental effects of ionizing radiation on the embryo and 



 

 349 

fetus are summarized [8, 12, 14]. Table 1 provides an overview of the risk of effects according 

to postconception (PC) stage as well as dose levels. 

2- Fetal dose in clinical cases of radiation therapy during pregnancy 

Cancer during pregnancy generally has a rare incidence of about 0.1% [6]. The most common 

cancers during pregnancy are breast cancer, cervical cancer, Hodgkin's lymphoma, leukemia 

and melanoma [6]. Radiotherapy plays an essential role in the management of the first three 

cancers. The effect of radiotherapy on the fetus depends on the dose prescribed at the treatment 

site, the treatment method, the distance to the fetus and the age of the fetus. Childhood 

developmental risks as a function of fetal age are described in the previous section, while the 

remaining three factors are closely related to cancer types. In general, from the point of view 

of fetal doses, types of cancer can be divided into supra-diaphragmatic or sub-diaphragmatic. 

3- Factors affecting fetal dose in radiotherapy 

3.1. Megavoltage X-rays 

OOF doses can result from photon leakage through the device's treatment head, scattered 

radiation from collimators and beam modifiers, and intra-patient scattered radiation from 

treatment beams, as shown in Fig. 1 [8]. In areas close to the treatment area, the dominant 

source of OOF scattering originates from patient scattering. For distances greater than 20 cm, 

treatment head leakage becomes the main source of OOF dose [9]. 

             3.2. Proton therapy 

The use of proton therapy for treatment can potentially achieve better results than conventional 

therapy due to the presence of the Bragg peak, which allows the preservation of vital organs 

and tissues [14]. However, the use of proton therapy produces neutrons, secondary protons, 

light charged ions, recoiled heavy ions, and photons during treatment, resulting in a secondary 

equivalent dose [9]. According to AAPM TG-158 [9], the main contribution to the total OOF 

dose in proton therapy is neutrons, which 
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Fig. 1. Out-of-field dose sources during photon therapy. 

originate from nuclear interactions in components along the beam line and within the patients 

themselves. The contribution of secondary photons is limited to 10% of the contribution 

associated with neutrons. Two common methods of proton beam delivery are passive scattering 

and spot scanning. Passive scattering techniques use scatterers, beam planar devices, 

collimators/apertures, and compensators at the beam delivery nozzle to obtain a homogeneous 

and flat dose at the target. On the other hand, the spot scanning technique uses a pencil-like 

beam to scan across the target volume with magnetic dipoles, without the need for other beam 

components in the beam delivery nozzle [15-18]. As a result, the spot scan method is expected 

to produce a lower amount of neutrons in patients. 

             3.3. Imaging dose of image-guided radiotherapy 

The use of IGRT in modern radiotherapy has become almost essential due to the increasing use 

of highly coherent treatment techniques (such as volumetric arc therapy or VMAT) because it 

provides the ability to precisely deliver dose to the target to improve local control and allow 

dose reduction to healthy tissues [19]. Using kilovoltage cone beam computed tomography 

(CBCT) systems on Linac, daily image recording can be done for better patient alignment. 

However, the imaging dose of CBCT cannot be ignored, as Perks et al. [20] showed that intra-

regional doses can range from 1.5cGy to 0.3cGy, while Ding et al. [21], have reported a tissue 

dose of up to 8cGy in a pelvic scan. Peripheral dose of IGRT also by Perks et al. [20] was 

measured, where thermoluminescence dosimeters (TLDs) were placed at different distances 

along the superior-posterior axis on the surface and central plane inside the phantom. The dose 

of 0.5cGy and 0.2cGy was obtained for a distance of 7 cm and 12 cm from the edge of the 
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imaging field, respectively. In addition, Kahn et al. [22] found that daily CBCT can deliver a 

significant amount of dose to vital organs. For example, an abdominal scan can result in 

receiving an additional dose (1.4Gy to 2.2Gy) in the 35 segments of the small intestine and the 

rectum. The same study also claimed that, based on their findings, the use of low-dose mode 

for CBCT (where the effective dose of low-dose CBCT is approximately one-fifth of CBCT 

doses in standard mode) is beneficial for the patient. 

Therefore, it is important to weigh the pros and cons of using IGRT in pregnant patients. CBCT 

may be considered when the edge of the imaging field is at a distance from the fetus. For 

treatments that require CBCT around the fetus, low-dose CBCT should be recommended 

despite the reduced image quality. 

4- Fetus dose estimation 

Fetal dose estimation plays a very important role in radiotherapy planning for pregnant patients. 

This is because the occurrence and severity of adverse effects on the fetus strongly depend on 

the dose received by the fetus. If the dose to the fetus exceeds the 0.1Gy threshold, 

countermeasures such as shielding and modification of treatment techniques should be 

performed. In this section, different methods of dose estimation will be covered, according to 

time development. 

       4.1. X-ray and proton therapy 

Measurement by using physical phantom 

Anthropomorphic phantoms have been widely used for fetal dose estimation along with TLDs 

or ionizing chambers for decades. For example, the Rando phantom (Alderson Research 

Laboratories, Stanford, CA) was used to estimate fetal dose during breast cancer [23], brain 

cancer radiotherapy [24], and even helical tomotherapy [25]. As described by Mazzonakis et 

al. [24], the phantom consists of numbered slices, each 2.5 cm thick. Different slices were 

replaced with Lucite slices to simulate the position of the fetus at different gestational ages. To 

measure the dose absorbed by different parts of the fetus, TLDs are inserted into pre-made 

holes at different depths of the cut, corresponding to different desired points. The types of 

TLDs used are lithium fluoride (LiF) and calcium fluoride (CaF2) TLDs. For measurements 

with ionizing chambers, the slices can be replaced with PMMA sheets [23] or plastic water 
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blocks [25] to accommodate large-volume ionizing chambers. Recently, optically stimulated 

luminescence detectors (OSLDs) were also used to measure the fetal dose resulting from an 

innovative technique called virtual tangential field arc therapy (ViTAT) [26]. Film dosimetry 

with human phantoms was also used to assess fetal dose due to therapeutic exposures [27]. 

             4.2. Calculations 

Computing pantom 

Since measurements using physical phantoms can be cumbersome and provide less flexibility 

in terms of optimizing irradiation conditions and various patient characteristics [28], 

computational phantoms came into play. Human computational phantoms are models that 

mathematically represent body organs or tissues or the whole body [29], they can be divided 

into three categories: 1) stylized 2) voxelized 3) representation border (BREP) [30]. 

             4.3. Algorithms 

The commercial treatment planning system (TPS) is the most common dose calculation 

platform in clinical use today. However, the vendor recognizes and acknowledges that TPS is 

only accurate in the field of treatment itself and is limited in accurately calculating OOF doses 

[7,  9, 13, 16]. In a study by Ogertisi et al. [31], two different algorithms (Anisotropic Analysis 

Algorithm and Acuros XB Algorithm) of Eclipse version 13.0.33 were investigated, TPS 

algorithms failed to accurately calculate OOF doses for a region farther than 13 cm from the 

edges of the field of refraction. As a result, the fetal dose was given as 0mGy, while the 

phantom measurement estimated a mean dose of 84.8mGy. This finding calls into question the 

utility of TPS for fetal dose estimation. 

5- The method of protecting the dose received by the fetus and reducing the dose 

In radiation therapy for pregnant patients, it is impossible to remove all the radiation that enters 

the fetus. Therefore, there is a need to understand all sources of secondary radiation that lead 

to the dose received by the fetus to provide adequate protection to the fetus. The main sources 

of OOF dose include photon leakage through the Linac gantry head, external radiation 

scattering from collimators, beam modifiers, and internal radiation scattering in the patient 

body. Therefore, careful planning during radiation therapy for pregnant patients using 
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appropriate techniques or other dose reduction techniques (e.g. IMRT and VMAT) is 

necessary. 

Table 1. The risk of side effects at different stages after pregnancy and dose levels below or above 

the 0.1Gy threshold [1]. 

Conclusions 

Fetal dose management is an effort that requires extensive knowledge of the biological effects 

of radiation on the fetus, shielding design, measurement and physical arrangement, which must 

be designed and implemented separately for each clinical case. Meanwhile, the fetus will 

continue to grow during the radiotherapy treatment and continuous monitoring is important. 

This review article addresses this issue from different perspectives to provide a comprehensive 

understanding of the issues and possible solutions that may be helpful when deciding whether 

to treat or administer radiotherapy to pregnant patients. The continuous progress of radiation 

therapy will definitely require periodic review of our current knowledge and approaches. 

However, if radiotherapy is diagnosed for pregnant patients and is unavoidable, our top priority 

Postconception 

(PC) days 
weeks 

Dose 

(Gy) 
Lethality Malformation 

Mental  

retardation 

Growth  

retardation 
Malignant disease 

0 to 8 days PC 

(Preimplantation 
stage) 

1 < 0/1 

NCRPR-174: No increased 

risk of pregnancy loss at 
any stage of gestation 

- - - 

ICRP-84: 99.1 % 

probability that 

child will develop 

cancer 

  > 0/1 

TG-36: Based on animal 

studies, 1 % - 2 % chance 

of early death after doses 
on the order of 0.1 Gy 

corresponding to a median 

lethal dose of about 1 Gy 

- - - - 

8 to 56 days PC 

(Organogenesis 
stage) 

2 to 8 < 0/1 - 
ICRP-84: 97 % probability that 

child have no malformation 
- - - 

  > 0/1 
TG-36: Little risk of 

damage 

NCRPR-174: At all stages of 

organogenesis the risk of 
radiation-induced anatomical 

malformations with a dose of < 

0.5 Gy is very low 

- 
TG-36: 

High risk 

of damage 

TG-36: Low risk 

of damage 

56 to 105 days PC 

(Early fetal) 
9 to 15 < 0/1 - 

ICRP-84: 97 % probability that 

child have no malformation 
- - - 

  > 0/1 - - - 

TG-36: 
Significant 

risk of 

damage 

TG-36: Low risk 

of damage 

  1 - - 

NCRPR-174: 40 

% of fetuses were 

mentally retarded 

- - 

105 to 175 days PC 
(Mid fetal) 

16 to 
25 

> 0/1 - - - 

TG-36: 

Low risk 

of damage 

TG-36: Low risk 
of damage 

  1 - - 

NCRPR-174: 15 

% of fetuses were 

mentally retarded 

- - 

> 175 days PC 
(Late fetal) 

 >25 > 0/1 - - - 

TG-36: 

Low risk 

of damage 

TG-36: Low risk 
of damage 
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remains the same "Maximizing treatment for pregnant patients and providing the best fetal 

protection solutions". 
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Abstract 

Gel dosimeters have been utilized for gamma radiation dosimetry. Fricke gel dosimeters rely 

on the oxidation of ferrous ions induced by radiation. Radiological properties of the gel 

dosimeters are often compared against each other as well as against water or tissue. In this 

work, tissue and water equivalency of Fricke gels with various compositions were analyzed by 

considering parameters including mass attenuation coefficients, density and effective atomic 

numbers. Mass attenuation coefficients for photons of the Fricke gels were obtained with win 

XCOM program, as well as of soft tissue and water. Stopping power for electrons in the gels, 

water and tissue was also calculated using ESTAR program. Density and effective atomic 

number of the gels have been  compared. The gel equivalence was confirmed by the nearly 

similarity between the mass attenuation coefficients and the mass stopping powers for the gels 

and each of the materials. The ratios are almost equal to 1. As a result, the gel can be used as a 

dosimeter in clinical applications for accurate dose assessments.                                                                                                                                        

Keywords: Equivalent materials, Mass attenuation coefficients, Stopping power for electrons, 

Fricke gel dosimeters. 

Introduction 

Development of tissue equivalent dosimeters with three-dimensional dose mapping capabilities 

would be helpful for radiation dosimetry applications [1]. Addressing this scope, Fricke gel 

dosimeters are suitable choices. Fricke gel dosimeter formulations based on a variety of gelling 

agents have been introduced, ranging from the most recent, polyvinyl alcohol, to the 

conventional ones such as gelatin and agarose [2]. The disadvantage with gelatin formulations 

is the gradual degradation [3]. Although agarose requires to be heated to high temperatures to 

dissolve effectively, it is more radiation sensitive than gelatin [4]. Gel formulations based on 

polyvinyl alcohol have great sensitivity, stability and ease of manufacture [5]. One of the 
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numerous factors to be taken into account when choosing a gel formulation is how closely the 

radiological parameters of the gel match those of tissue. Comparing variables like density, mass 

attenuation, stopping power and effective atomic number is typical in this context [6]. In 1993, 

electron densities and effective atomic numbers were calculated for agarose gel used for NMR 

dosimetry [7]. The radiological equivalence of three gels was studied by investigating photon 

and electron cross section parameters in 1999 [8]. A soft tissue substitute was synthesized for 

neutron dosimetry in 2003 [9]. Computer programs, MUA_T and MUEN_T, were developed 

for the computation of mass attenuation coefficient for body tissues and substitutes of arbitrary 

percentage by weight elemental composition and photon energy ranging between 1 keV and 

400 keV in 2007 [10]. A comprehensive set of formulas were proposed for calculating the 

effective atomic number and electron density for all types of materials and for all photon 

energies greater than 1 keV in 2008 [11]. Also in this year, mass attenuation coefficient 

estimations of gelatin Fricke gel dosimeter have been performed by means of PENELOPE 

simulations [12]. Radiological parameters of polymer gel dosimeters have also been 

investigated in several researches [13-15]. In 2019, a user friendly online software has been 

developed for calculation of parameters relevant to photon shielding and dosimetry [16]. In 

2022, the effective atomic number and electron density of Four Fricke gel dosimeters were 

calculated for energy range from 10 keV to 1000 MeV using Auto‑Zeff, direct and power law 

methods. Mass attenuation coefficients for the Fricke gel dosimeters have also been calculated 

using Win XCOM program in this work [17]. Various photon attenuation software tools have 

been used by researchers to evaluate the radiological parameters of the 

elements/compounds/composites. Phy-X, FFAST, XCOM, and XMuDat can be referred as the 

widely used photon attenuation databases. A comparative study of these photon attenuation 

tools was carried out in 2023 [18]. 

The aim of the present study is to quantify parameters which determine tissue equivalence of 

the dosimetry gels. Three gel formulations based on gelatin, agarose and polyvinyl alcohol 

were considered in this work. The radiological properties for the gels such as mass attenuation 

for photons, stopping power for electrons, density and effective atomic number were surveyed.  

Data is presented relative to tissue and water to allow direct comparison over a range of 

energies. 
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Experimental 

A Fricke gel dosimeter is comprised ferrous ammonium sulphate, xylenol orange, sulphuric 

acid and a gelling agent. More details on the preparation and characterization of the dosimeters 

have been reported elsewhere [19].  

Table 1. Elemental composition of the materials investigated in the study. 

 

 

Elements  

Materials 

Soft tissue  

(ICRU 44) 

Water FG1 FG2 FG3 

H 10..5 11.1 10.98 11.14 10.97 

C 22.6 - 2.54 0.47 5.12 

N 2.3 - 0.874 0.00   0.00 

O 63.7 88.9 85.42 88.31 83.81 

To investigate the tissue equivalence of Fricke gel dosimeters, mass attenuation for photons, 

stopping power for electrons, density and effective atomic number were analyzed. The three 

gels surveyed for the radiological properties are different formulations of Fricke gel, referred 

to as FGl (based on gelatin), FG2 (based on agarose) and FG3 (based on polyvinyl alcohol). 

Evaluation of the radiological parameters necessitates knowledge of the elemental composition 

of the materials. Table 1 indicates the compositional details of water, soft tissue and Fricke gel 

dosimeters investigated in this study. Furthermore, the chemical compositions of the Fricke 

gels are given in Table 2. FGl, FG2 and FG3 are commonly prepared based on 3 percentage by 

weight gelatin, 5 percentage by weight agarose and 10 percentage by weight polyvinyl alcohol 
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respectively. Hence, percentages by weight of the gelling agents were considered as 3, 5 and 

10 for FGl, FG2 and FG3 respectively in this study. 

Mass attenuation coefficient, μ/ρ, for a mixture is obtained using equation 1[20].  

𝝁

𝝆
= ∑ 𝒘𝒊 (

𝝁

𝝆
)𝒊                                                                                                                                    (1) 

Where (μ/ρ)i is the mass attenuation coefficient for the ith element in the material and wi is the 

fraction by weight of the ith element. The values of mass attenuation coefficients for photons 

were assessed using win XCOM program. The values were actually calculated using the 

elemental composition of the materials, reported in Table 1, together with the National Institute 

of Standards and Technology (NIST) reference data [21]. 

Stopping ower for electrons of a mixture is calculated using equation 2 [20]. 

𝒅𝑬

𝝆𝒅𝒙
= ∑ 𝒘𝒊(

𝒅𝑬

𝝆𝒅𝒙
)𝒊                                                                                                                                    (2) 

Where (dE/ρdx)i is the stopping power for the ith element in the material and wi is the fraction 

by weight of the ith element. The values of stopping power for electrons in different materials 

were extracted using ESTAR program. The values were obtained using data on table 1, the 

elemental composition of the materials together with the NIST reference data. At last, density 

and effective atomic number of the gels were analyzed. 

Table 2. Chemical composition of the Fricke gels investigated in the study. 

Material Gelling agent 
Ferrous ammonium 

sulphate (mM) 

Xynelol Orange 

(mM) 
Sulphuric acid (mM) 

FG1 Gelatin 0.5 0.165 25 

FG2 Agarose 0.5 0.165 25 



 

 361 

FG3 Polyvinyl alcohol 0.5 0.165 25 

Results and discussion 

1. Mas attenuation coefficient 

Mass attenuation coefficient of the materials, reported in table 1, were evaluated using equation 

1 in the energy interval of 10 keV to 10 MeV. The ratio of the estimated mass attenuation 

coefficient of the gels to tissue is shown in Fig. 1. In addition, Fig. 2. demostrates this ratio for 

water. As it can be seen in the figures, the values of the mass attenuation coefficient of the gels 

are approximate to the mass attenuation coefficient of tissue and water. When the gels are 

compared with each other, the mass attenuation coefficient of FG3 is closer to that of water.  

 

Fig. 1. Ratio of mass attenuation coefficient of different gels to soft tissue. 
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Fig. 2. Ratio of mass attenuation coefficient of different gels to water. 

2. Stopping power for electrons 

Using equation 2, the mass stopping power for electrons was estimated in the investigated 

materials in the energy interval of 10 keV to 10 MeV. The ratio of mass stopping power of the 

materials to tissue is illustrated in Fig. 3. This ratio for water is also depicted in Fig. 4. 

In general, as shown in Figures 3 and 4, stopping power behavior for the studied gels are 

similar. Fig. 3 shows that the values of the stopping powers ratio are in the interval of 0.981 

and 0.997.The relative difference between the mass stopping power of  the gels is less than 1%. 
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Fig. 3. Ratio of mass collision stopping power of different gels to soft tissue. 

3. Density and effective atomic number 

Physical density of Fricke gel dosimeters has been measured by the researchers. The reported 

values are given in Table 3 [17]. For comparison, the effective atomic numbers of the gels 

calculated by power method are also reported in Table 3 [17]. As reported in the table, the 

values of the effective atomic number of the gels are between 7.38 and 7.45. The relative 

difference of the effective atomic number of the gels with water is 0.2%, 0.1% and 0.8% 

respectively.  

 

Fig. 4. Ratio of mass collision stopping power of different gels to water. 

Table 3. Density and effective atomic number of the gels investigated in the study [17]. 

Material Density  

(g/cm3) 

Effective 

atomic 

number 

FG1 1.03 7.42 
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FG2 1.05 7.45 

FG3 1.02 7.38 

 

Conclusions 

The radiological properties for Fricke gels with various compositions were surveyed using 

XCOM and ESTAR programs. The ratios between the mass attenuation coefficients and the 

electrons stopping power for the gels and each of the materials were almost equal to one. The 

gels match tissue in terms of mass coefficient better than water, although the differences may 

be considered negligible. For comprehensive comparison of the radiological properties of the 

dosimeters, total and partial interaction processes.should be considered over the full range of 

energies. 
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Abstract 

 Scattered gamma rays not only complicate the detector's response function but also increase the 

level of the Compton continuum. Compton suppression reduces the contribution of scattered 

gamma rays in the detector, resulting in the detection of low-energy or low-intensity peaks in 

the spectrum. As a result, such a system is particularly useful in proton therapy for evaluating 

the Bragg peak, as well as in NAA, XRF, and PIGE methods for element identification. This 

study looked at the performance of a system that used an HPGe detector as the primary 

spectrometer. BGO was chosen as the guard spectrometer over other detectors because of its 

high density and atomic number. This system's application has been investigated for elemental 

analysis of materials. We obtained suppressed and unsuppressed spectra for a wide range of 

energies using 137Cs, 54Mn, 152Eu, 154Eu, and 155Eu sources. This simulated Compton 

suppression system allowed us to detect the low energy peaks of 152Eu and 155Eu isotopes in the 

high continuum caused by 137Cs, 54Mn, and 154Eu isotopes. For this purpose, the minimum 

relative intensity was 0.001 for 152Eu and 0.002 for 155Eu. The CSF values for the lowest 

energies such as 105 keV and 344 keV were equal to 1.169 and 1.184. The simulation was 

performed using the GEANT4 Monte-Carlo toolkit. 

Keywords: Compton Suppression System, Elemental Analysis, GEANT4 

INTRODUCTION 

Photoelectric absorption, Compton scattering, and pair production are three significant 

interactions of gamma rays with materials. When Compton scattering occurs, depending on the 

dimensions of the crystal, the energy of the incident photon, and the location of the interaction, 

the scattered gamma rays may escape from the detector. In other words, a portion of the 

incident photon energy exits the detector crystal. This occurrence not only complicates the 
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response function of the detector but also increases the Compton continuum level. Generally, 

this continuum originates from (i) environmental background gamma-rays, (ii) radioactivity 

within the diode assembly, (iii) radioactive impurities within any shield surrounding the 

spectrometer, and (iv) cosmic rays [1]. 

The main challenge is to choose a suitable configuration for detecting a wide spectrum of 

gamma rays. Scattered gamma rays produce a continuous background in the spectrum, 

obscuring the smaller photo-peaks [2]. Reducing the impact of scattered gamma rays improves 

detection sensitivity, facilitating a more accurate analysis of low-intensity peaks, particularly 

in techniques like X-ray fluorescence (XRF), prompt gamma-ray neutron activation analysis 

(PGNAA), and particle-induced gamma-ray emission (PIGE) for elemental identification [3, 

4]. The implementation of a Compton suppression system becomes essential in all these 

applications. 

The Compton suppression technique is a method used to reduce the influence of Compton 

scattering in gamma-ray spectroscopy. By employing a system of multiple detectors in an anti-

coincidence mode, scattered gamma rays are suppressed, leading to a clearer spectrum with 

enhanced peak resolution. Typically, a detector with high energy resolution serves as the 

primary spectrometer, enclosed by an array of guard detectors. If a pulse is detected 

simultaneously in both the primary and guard detectors within a defined time frame, it is 

recognized as a scattering event and is not considered a signal. Thus, by reducing the Compton 

continuum, previously hidden peaks within the spectrum can be uncovered [5].  

An exemplary system, like the setup introduced at the University of Liverpool, includes an 

HPGe detector measuring 5.23 cm × 5.58 cm with a relative efficiency of 24.5% as the primary 

detector [6]. Furthermore, eight-segment BGO detectors serve as guard detectors, each 

optically isolated. The photons detected in each segment are independently amplified by 

distinct photomultiplier tubes (PMTs). Using different isotopes for a wide range of energies, 

the minimum relative intensity required to identify 152Eu  and 155Eu  gamma-ray peaks was 

determined. 
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RESEARCH THEORIES 

Compton scattering, as mentioned before, is a phenomenon in which a gamma-ray scatters off 

an electron, resulting in a loss of energy and a change in its direction. This scattering can 

generate a background signal that interferes with the detection of the desired gamma-ray 

events. Sum coincidence, pair spectroscopy, and Anti-coincidence  are the three main methods 

of Compton suppression [7]. The sum coincidence method aids in diminishing this background 

by necessitating two detectors to simultaneously record signals, with their energies summing 

up to the energy of the original gamma ray. This means that both detectors must detect gamma 

rays at the same time, with their combined energies matching that of a single gamma ray event.  

Pair spectroscopy" is another method used to reduce Compton background in nuclear physics 

experiments. This method aims to mitigate the background by taking advantage of a specific 

property of gamma rays: their ability to create electron-positron pairs when interacting with a 

material. When a gamma ray interacts with the atom's nucleus, it has the potential to create an 

electron-positron pair. The energy of the original gamma ray is distributed between the electron 

and positron, and the sum of their energies equals the energy of the initial gamma ray. In pair 

spectroscopy, detectors are positioned to detect both the electron and the positron concurrently. 

By mandating the simultaneous detection of both particles, with their energies combined to 

match the original gamma ray's energy, this approach effectively reduces the Compton 

background [8]. In the anticoincidence method, when gamma rays undergoing Compton 

scattering manage to escape from the primary detector, they have the potential to be absorbed 

and subsequently detected in the Compton suppression guard. As a result, these signals 

coincide with each other. The occurrence of coincidence signals in both the primary detector 

and the Compton suppression guard effectively prevents the detection of such signals, 

categorizing them as Compton interaction events. This approach is known as Compton 

suppression spectroscopy (CSS). The precise setup of the system and the use of a detector with 

high energy resolution are crucial [9]. 

For several decades, various types of guard detectors have been employed as anti-Compton 

guards in Compton suppression systems, including thallium-doped Sodium Iodide (NaI(Tl)) 

detectors, plastic scintillators, and more recently, bismuth germanate (BGO) detectors, 

resulting in a wide range of applications [10]. The high-purity germanium semiconductor 
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crystal (HPGe) is commonly chosen as the primary spectrometer in the Compton suppression 

system due to its characteristics such as a small band gap, Fano Factor smaller than 1, and high 

atomic number [11]. Hence, the choice of detector with high energy resolution is crucial 

depending on the methodology employed [12]. The combination of energy resolution, large-

scale volume, and high impulse throughput contributes to achieving low minimum detectable 

activities (MDA) [13]. Nal (Tl) and BGO detectors are typically the most commonly utilized 

active guards in HPGe-based CSS [8, 14]. Each Compton suppression arrangement is evaluated 

based on its Compton suppression factor (CSF), which is defined by the following relationship 

[15]:  

CSF = 

P
Csuppressed

⁄

P
Cunsuppressed

⁄
  (1) 

The Peak-to-Compton ratio (PCR), as described by Ge manufacturers, represents the ratio 

between the height of the peak and the average height of the Compton plateau for the desired 

peak. This parameter is crucial as it indicates the detector's ability to distinguish low-energy 

peaks even when higher-energy peaks are present in the spectrum [16]. 

Simulation Setup 

The Monte Carlo technique is a statistical method used to simulate particle transport within 

various geometries. For this study, we employed the GEANT4 toolkit (version 10.07.p03), 

well-known for its precise modeling of particle interactions with matter [17]. Each simulation 

of a particle's trajectory, along with its secondary particles, is considered an "event" and is 

processed through the G4Event object.  During the simulation of a single particle, numerous 

"steps" occur, indicating changes in particle properties like energy, charge, and weight as they 

transition between different states. These transitions are logged using the G4Step object [18]. 

When a gamma ray deposits energy simultaneously in both primary and guard detectors, the 

energy deposited in the primary detector remains undetected within that particular "event." In 

our simulation, we meticulously replicated the components of an HPGe detector, which serves 

as the primary spectrometer, including the entrance window, dead layer, vacuum, cavity, and 

semiconductor crystal, within the GEANT4 environment [19]. Additionally, the BGO 

detectors, configured as Compton suppression guards, were segmented in a ring formation 

surrounding the primary spectrometer. Notably, the wider coverage provided by the guard 
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detectors results in the detection of a higher number of scattered gamma rays, consequently 

enhancing the performance of the CSS. 

When considering different gamma-ray energies, increasing the thickness of the BGO detector 

up to 60-70 mm results in further reduction of the Compton continuum. However, beyond this 

range, additional increases in thickness do not notably impact, keeping them relatively 

constant. Therefore, the optimal thickness of the BGO detector is typically within the 50-60 

mm range [20]. To model the system accurately, a combination of passive and active shielding 

was employed. The radiation background was minimized by shielding both the primary and 

surrounding guard detectors with varying thicknesses of passive shielding material. For 

example, the introduction of a 10-cm Pb shield reduced the radiation background by a factor 

of 50 in the Nal (Tl) guard detector [14]. It is worth noting that lead shields are often coated 

with a few millimeters of copper to attenuate 75-80 keV X-rays emitted from lead [21]. 

Alternatively, a layer of tin with a specific thickness can serve the same purpose [22]. In the 

simulated CSS system, a three-layer shield consisting of lead, copper, and polyethylene was 

utilized. The detailed configuration components of this system are outlined in reference [23]. 

This paper explores the implementation of CSS in the separation of various radionuclides 

(emphasizing the significance of CSS in isotope separation.). 

   In this simulation, we generated spectra for both the suppressed and unsuppressed states 

using sources of 137Cs, 54Mn, 152Eu, 154Eu, and 155Eu. The continuum arising from the peaks of 

137Cs, 54Mn, and 154Eu sources masks the detection of the lower energy peaks originating from 

152Eu and 155Eu sources. We aim to determine the minimum threshold required to distinguish 

the peaks associated with 152Eu and 155Eu sources. A diagram illustrating this simulated system 

is presented in Fig. 1. We assume that if gamma rays scatter from the HPGe detector and 

undergo Compton scattering or photoelectric interaction within one of the guard detectors, this 

event is considered a coincidence. Essentially, under these circumstances, these pulses are not 

recorded as signals and are therefore excluded from the resulting spectrum. 
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Fig. 1. Simulated CSS using GEANT4 

Results and discussion 

In this research, a mixture of gamma-ray spectra with varying energy levels from 137Cs, 54Mn, 

152Eu, 154Eu, and 155Eu isotopes was analyzed. The objective of this study was to evaluate the 

efficiency of Compton suppression in determining the lower detection threshold of the system 

for low-energy isotopes in the presence of high-energy isotopes. By maintaining the intensities 

of 137Cs, 54Mn, and 154Eu isotopes constant and gradually adjusting the intensities of 152Eu and 

155Eu isotopes, we determined the minimum intensity of these isotopes that the system could 

detect. To standardize this analysis, the intensity of 137Cs was set as the reference (Iref), with 

relative intensities (compared to the reference isotope) of 54Mn and 154Eu considered as 5% and 

14%, respectively. Initially, the relative intensity of 152Eu was set at 0.0005 and 155Eu at 0.001. 

It was observed that under these conditions, the 105 keV peak corresponding to the 155Eu 

isotope and the 678 keV and 964 keV peaks corresponding to the 152Eu isotope were barely 

distinguishable in the suppressed spectrum. Additionally, the 344 keV, 779 keV, and 1086 keV 

peaks in this spectrum were entirely indistinct. Subsequently, by increasing the intensities to 

0.0007 for 152Eu and 0.002 for 155Eu, the 105 keV peak of the 155Eu isotope became visible in 

the low-energy region. Hence, the lower detection threshold for this isotope was determined at 

a relative intensity of 0.002. Despite the appearance of the 779 keV and 1086 keV peaks, the 
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344 keV peak was absent within the Compton continuum. Finally, with a further rise in the 

relative intensity of 152Eu to 0.001, all its peaks manifested in the suppressed spectrum, thereby 

establishing the lower detection threshold for this isotope as well. The unsuppressed spectrum 

for these radioisotopes is depicted in Fig. 2, while the suppressed spectrum for the final state, 

illustrating all peaks of 152Eu and 155Eu, is presented in Fig. 3.  

 

Fig. 2. Unsuppressed spectrum in the simulated CSS 
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Fig. 3. Suppressed spectrum in the simulated CSS 

Table 1 shows the CSF values for various states as well as for the 137Cs, 54Mn, and 154Eu 

isotopes with constant intensity. 

Table 1. CSF values for isotopes with variable and constant intensity.

Isotope Energy (keV) 
𝐼

𝐼𝑟𝑒𝑓
⁄ (%) CSF 

𝐼
𝐼𝑟𝑒𝑓

⁄ (%) CSF 
𝐼

𝐼𝑟𝑒𝑓
⁄ (%) CSF 

152Eu 

344 

678 

779 

964 

1086 

0.05 

- 

1.671 

- 

1.064 

- 

0.07 

- 

1.683 

1.055 

1.142 

2.04 

0.1 

1.184 

1.691 

1.173 

1.26 

2.157 
155Eu 105 0.1 1.071 0.15 1.118 0.2 1.169 
137Cs 662 100 4.628 
54Mn 834.5 5 1.548 
154Eu 1274.4 14 4.44 

 

Conclusions 

   In this research, gamma-ray spectra with varying energy levels from isotopes 137Cs, 54Mn, 

152Eu, 154Eu, and 155Eu were analyzed. This investigation aimed to evaluate the efficacy of 

Compton suppression in detecting low-energy isotopes in the presence of high-energy 

isotopes. By keeping the intensities of 137Cs, 54Mn, and 154Eu isotopes constant and 

adjusting the intensities of 152Eu and 155Eu isotopes we determined the minimum intensity 
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at which these isotopes could be detected by the system. The results showed that Compton 

suppression could establish the necessary minimum intensity for detecting low-energy 

isotopes in proximity to high-energy isotopes. Initially, detecting the 105 keV peak of the 

155Eu isotope and the 678 keV and 964 keV peaks of the 152Eu isotope under Compton 

suppression posed challenges. However, by increasing the intensities of the 152Eu and 155Eu 

isotopes, we were able to determine the minimum detectable intensity for them. Overall, the 

results indicate that Compton suppression can effectively detect low-energy isotopes in 

environments with high-energy isotopes. By varying the intensities of the low-energy 

isotopes, we determined the requisite minimum intensity for detection. 
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Abstract 

Recently, sterilization of disposable medical instruments with low-energy ionizing radiation 

has gained worldwide interest.  Utilizing the Geant4 Monte Carlo simulation toolkit and 

MEDRAS (Mechanistic DNA Repair and Survival) model of cell repair, the response of 

Bacillus pumilus spores (as a reference standard in medical sterilization) to low-energy X-rays 

was investigated. A bacterial cell was simulated based on a random replication of B-DNA 

segments. The survival curves of B. pumilus spores were plotted based on the output of 

MEDRAS modeling. Experimental work was also performed to validate the simulation. 

Different D10-values in the range of 1.20 to 1.56 kGy were obtained for B. pumilus spores 

irradiated by X-rays with a cut-off energy of 50, 100, 150, and 200 keV. Survival calculations 

from misrepairs and apoptosis alone were more consistent with experimental results. D10-value 

calculations demonstrated that X-rays with lower beam qualities are more effective for the 

inactivation of B. pumilus spores. The results of this study highlighted the power of mechanistic 

simulation in radiobiological studies of bacteria. 

Keywords: Monte Carlo simulation, Bacillus pumilus spores, medical sterilization, low-

energy radiation, DNA damage, Geant4-DNA 

INTRODUCTION 

Various methods have been proposed for sterilizing disposable medical devices among which 

ionizing radiation has received particular attention. If applied according to standards, 

irradiation with ionizing radiation can effectively reduce bacterial and viral contamination 

while causing minimal damage to the product. The current radiation sources are gamma rays  
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(Co-60), high-energy electron beams (10 MeV), and bremsstrahlung X-rays (5-7.5 MeV) [1]. 

Using low-energy X-rays (LEEX) and electron beams (LEEB) for the surface irradiation of  

food products and disposable medical instruments has been of great interest [2]. The main 

advantages of LEEX and LEEB include not requiring heavy radiation shielding and the ability 

to perform in-house sterilization. Although several studies have investigated the response of 

different microorganisms of food products to LEEX or LEEB, limited studies have been 

conducted on the irradiation of Bacillus pumilus spores, as a reference microorganism in 

industrial sterilization, by LEEX or LEEB. Different D10-values in the range of 1.2-2.6 kGy 

have been reported in the literature for B. pumilus spores irradiated by ionizing radiation [3, 4]. 

In the case of simulation, many studies have been conducted on the mathematical modeling to 

estimate cell death in mammalian cells [5, 6]. Moreira et al. [7] estimated the D10-value of 

Listeria monocytogenes and Escherichia coli by Monte Carlo simulation. Lampe et al. [8] also 

simulated an E. coli bacterial cell using Geant4-DNA [9] and compared direct and indirect 

DNA damages induced by electrons and protons of different energies. As far as we know, no 

MC simulation studies have been performed to examine the response of a bacterium to LEEX 

and to estimate the D10-value. This study investigated the response of B. pumilus spores to 

LEEX of 50, 100, 150, and 200 keV cut-off energy using the Geant4-DNA toolkit (version 

4.11.0), and by implementing a mathematical model of cell repair called MEDRAS 

(Mechanistic DNA Repair and Survival) [5]. The D10-value obtained from the simulation in 

standard conditions is compared with the D10-value obtained experimentally.  

RESEARCH THEORIES 

Modelling and Simulation 

The Geant4-DNA can simulate different stages as follows: 1- The physical stage, which 

consists of simulating the interactions of particles with water, results in the ionization and 

excitation of water molecules. 2- The pre-chemical stage, that includes the generation of free 

radicals following water radiolysis. 3- The chemical stage, which consists of the diffusion of 

free radicals and mutual chemical interactions. 4- The biological stage, which includes the 

calculation of early direct and indirect DNA damages [9, 10]. The 

"G4EmDNAPhysics_option2" physics constructor was used for implementing the physical 

cross-section data. The pre-defined interactions for secondary electrons are ionization, elastic 

scattering, vibrational excitation, molecular attachment, and electronic excitation. These are 
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G4DNABornIonisationModel (11-106 eV), G4DNAChampionElasticModel (7.4-106 eV), 

G4DNASancheExcitationModel (2-100 eV), G4DNAMeltonAttachmentModel (4-13 eV), and 

G4DNABornExcitationModel (9-106 eV), respectively [9, 10].The 

"G4EmDNAChemistry_option3" chemistry constructor was used for simulating the chemical 

stage. The default chemical reactions and the corresponding reaction rates implemented in 

Geant4-DNA are adapted from the literature [11]. Following [8], the total simulation time of 

the chemical stage was set to 1 ns. A cylindrical volume of water with a height of 4 μm and a 

diameter of 1 μm was simulated as a simplified model of B. pumilus cell. A virtual elliptical 

volume with 1.8×0.9×0.9 µm3 dimensions was defined as the nucleoid that contains the genetic 

material. The B. pumilus genome length was set to 3.6 million base pairs (Mbps) [12]. To 

construct the genome  of B. pumilus, 16667 curved B-DNA segments, with 216 bps length [13], 

were randomly distributed in the nucleoid. A simple cylinder was defined with a height of 0.34 

nm and a radius of 0.5 nm as a DNA bp. To model the DNA backbone, i.e., sugar-phosphate 

parts, a quarter cylinder was simulated with an inner and outer radius of 0.5 and 1.185 nm, 

respectively. Each quarter cylinder is rotated 36 degrees with respect to the bp axis to make the 

spiral shape of the DNA strands [13]. The geometrical model and a magnified view of DNA 

segments are shown in Figure 1-a. The definition of a radiation source was based on our 

previous work [14]. An X-ray tube with a tungsten anode of 5 mm thickness, a beryllium 

window of 0.8 mm thickness, and an aluminium filter of 0.5 mm thickness was simulated. The 

kinetic energy spectrum of generated X-rays under the window was stored in a text file as a 

phase space. This phase space was defined as a new radiation source on the surface of the 

nucleoid. An illustration of the primary X-rays emitted from the nucleoid surface with a cosine 

angular distribution is shown in Figure 1-b. 
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Fig. 1. (a) The bacterial model as a cylindrical volume of water. The nucleoid is defined as an 

ellipsoid with dimensions of 1.8×0.9×0.9 µm3. (b) A representation of X-rays emitted from the 

nucleoid surface with a cosine angular distribution. 

The starting point of any mathematical modeling of cellular repair is based on the number and 

spatial distribution of DSBs since it is assumed that DNA single-strand breaks (SSBs) are easily 

repaired [5]. The number and position of the SSBs caused by the physical and chemical stages 

were recorded. We considered DNA sugar-phosphate parts as target volumes; thus, the DNA 

bp damages were not taken into account. Following [15], a DBSCAN (density-based spatial 

clustering of applications with noise) algorithm was used to calculate DNA damage. An energy 

threshold based on a linear function is defined to calculate direct DNA damage. A deposited 

energy of less than 5 eV will not result in an SSB, while a deposited energy greater than 37.5 

eV will result in an SSB. As the deposited energy increases from 5 to 37.5 eV, the probability 

of an SSB will increase according to a linear relationship. If the distance between two SSBs is 

less than 10 bp and each is located on the opposite DNA strand, a DSB will replace them. To 

calculate the indirect DNA damages, just OH• radicals were considered [10]. The spatial 

distribution of OH• radicals produced in the nucleoid was scored. Since not all OH• radicals 

induce an indirect SSB, a 42% probability was set for the interaction of an OH• radical with 

the DNA, according to [8]. A DNA damage yield (DY) is calculated by equation 1 [13]: 

(1)                                       DY (Gy-1Mbp-1) = Ndamage/(D×GL) 

 

 

(a) 

 

(b) 
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Ndamage is the number of DNA damage of any kind, D is the deposited dose in the cell (Gy), 

and GL (Mbps) is the genome length. MEDRAS modelling has been shown to predict well the  

response of mammalian cells to ionizing radiation. The MC implementation of MEDRAS is 

freely available: https://github.com/sjmcmahon/Medras-MC [5]. The MEDRAS attributes cell  

death to three mechanisms: genetic damage (i.e., misrepair yields and chromosome 

aberrations), apoptosis, and mitotic catastrophe. All these factors follow an exponential 

relationship to describe their role in cell death. Since most bacteria have only a single 

chromosome, we ignored chromosome aberrations such as dicentrics, rings, and large deletions 

(> 3Mbps) in the modelling of bacterial cell death. It has been shown that in the case of bacteria, 

mitotic catastrophe does not occur in the same way as in the case of mammalian cells [16]; 

Therefore, only misrepair yields and apoptosis are important for estimating the survival curve 

of bacteria. According to [5], the mean probability of cell survival from apoptosis is given by 

equation 2: 

(2)                                                SFapop = exp(-ψNG1) 

in which NG1 is the number of DSBs that occurred in the G1 phase, and ψ is the apoptosis rate 

that is 0.012 DSB-1 for normal cells. It should be noted that since the bacterial cell cycle usually 

consists of three phases [16], we added a probability of 0.333 for DSB calculation in the Geant4 

code to obtain NG1. To consider the effect of misrepairs, the misrepair  rates (MRs) obtained by 

the MEDRAS was plotted in terms of dose, and then a binomial equation was fitted to the data: 

(3)                                                     MR = αD+βD2  

After calculating α  and β, the mean probability of cell survival from misrepairs is given by 

equation 4: 

(4)                                                   SFmr = exp(-MR) 

Finally, the total cell survival probability was obtained from equation 5: 

(5)                                                  SFtotal = SFapop×SFmr 

The MEDRAS requires a text file in a standard DNA damage data format [17] as input. It must 

include two general sections: the header and the data. The minimum data required in the data 

section are: Determining whether the particle is primary or secondary, and the event id, the 

spatial x, y, and z coordinates of all DSBs (direct and indirect) in µm, and the damage types 

(base damage, SSB, or DSB).  

 

 

https://github.com/sjmcmahon/Medras-MC
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Experiment  

Spray-dried spores of B. pumilus (ATCC No. 27142) powder (2×1011 spores/gr) were donated 

by the Pardis Roshd Mehregan Company, Iran. To confirm the spore concentration, a 10% 

suspension was provided in sterile normal saline (2×1010 spores/ml) and heated at 80 °C for 15  

min to remove the vegetative cells. After tenfold serial dilution, it was pour plated on the plate 

count agar (PCA, Merck, Germany). Eighteen metal coupons made of 304 stainless-steel (8  

g/cm3) with dimensions of 5 cm×1 cm were provided. After being sterilized by autoclave, they 

were glued individually into a sterile disposable Petri dish, 80 mm×15 mm. Then, they were 

uniformly inoculated with 20 μL of B. pumilus spore suspension in normal saline (2×1010 

spores/ml) and spread and allowed to dry (4×108 spores/coupon). Three coupons that were 

inoculated with sterile normal saline were considered sterility controls. For irradiation of the 

samples, Petri dishes containing metal coupons were positioned at a distance of 9.5 cm from 

the output window of the X-ray source on a fixed table. The radiation field was adjusted to the 

size of the Petri dish by internal collimators. Irradiation was performed at standard ambient 

conditions (27°C). The peak tube voltage (kVp) and current (mA) were kept constant at 150 

kVp and 20.5 mA, and different doses of 0.0, 0.5, 1.0, 1.5, and 2.0 kGy were delivered to the 

samples by increasing the irradiation time. The X-ray tube dose rate was 41.25 Gy/min. The 

dose was measured using a solid-state probe (RTI SoliDose 400). To count the remaining 

spores after irradiation, the coupons were transferred to tubes of 5 mL of sterile normal saline 

and vortexed for 10 minutes. Then, they were serially diluted, and the favourable dilutions were 

cultured in PCA medium by the pour-plate method. The Petri dishes were incubated at 37 °C 

for two days. Finally, D10-values were calculated using the mean surviving population and the 

mean initial population for each delivered dose. 

Results and discussion 

A comparison of the mean direct and indirect DNA DYs, obtained from equation 1, for LEEX 

of 50, 100, 150, and 200 keV cut-off energies is shown in Figure 3. Figure 3-a shows the 

survival curve of B. pumilus spores resulting from the irradiation by LEEX with a cut-off 

energy of 50, 100, 150, and 200 keV, considering only the apoptosis (see equation 2). Figure 

3-b shows the survival curve of B. pumilus spores irradiated by LEEX with a cut-off energy of 

50, 100, 150, and 200 keV, considering both apoptosis and misrepairs (see equation 5). Error 

bars are 10% of the data. 
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Fig. 2. The single- and double-strand DNA breaks (SSB and DSB) for LEEX of 50 to 200 kV 

voltages. 

According to Figure 2, the normalized DNA DYs are quantitatively close to each other, and 

their slight differences are within the statistical uncertainty. The slight increase in DNA DYs 

for lower X-ray voltages may be attributed to their linear energy transfer (LET). Considering 

that the maximum energy of X-rays with a tube voltage of 50 kV is lower than that of 100, 150, 

and 200 kV, it will produce more low-energy secondary electrons with a slightly higher LET. 

This will result in higher dose deposition and thus, more DNA damage.  

 

 
Fig. 3. The survival curve of B. pumilus spores irradiated by LEEX with a cut-off energy of 50, 100, 

150, and 200 keV, (a) considering only the apoptosis and (b) considering both apoptosis and 

misrepairs. 
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As shown in Figure 3, the slope of the survival curves for 50 keV X-rays drops faster than that 

of 100, 150, and 200 keV X-rays, which is consistent with [18]. This indicates the slightly 

higher effectiveness of lower tube voltages in the inactivation process of B. pumilus spores. 

According to Figure 3-b, by considering misrepairs, the slope has increased more, which means 

a relative decrease in the D10-values. The experimental data were obtained only for 150 kVp 

tube voltage and up to a 2 kGy dose deposit. Figure 4 compares the survival curves of B.  

pumilus spores irradiated by LEEX with a tube voltage of 150 kV, both experimentally and by 

simulation. The inverse of the slope of the survival curves gives the D10-value. The mean D10-

values are listed in Table 1. 

 
Fig. 4. The survival curve for B. pumilus spores irradiated by LEEX with a cut-off energy of 150 keV 

that was obtained experimentally and by simulation. 

 

Table 1. The mean D10-values (kGy) of B. pumilus spores irradiated by LEEX generated with a tube 

voltage of 50, 100, 150, and 200 kV. 

Tube voltage (kV) Experiment 
Simulation 

(Apoptosis) 

Simulation 

(Apoptosis+Misrepair) 

50 N/A 1.20 ± 0.02 1.42 ± 0.02 

100 N/A 1.25 ± 0.02 1.49 ± 0.03 

150 1.40 ± 0.10 1.24 ± 0.02 1.48 ± 0.02 

200 N/A 1.29 ± 0.02 1.56 ± 0.03 

As shown in Figure 4 and Table 1, a good agreement is achieved between the experimental and 

simulation data. Considering misrepairs in survival calculations results in a reduction of D10-

value by up to 15% and 20% for LEEX of 50 keV and 200 keV cut-off energy, respectively. 

Considering just apoptosis in survival calculations gives a more appropriate D10-value 

consistent with the experimental results. This could be because apoptosis is the most common 
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death observed in bacterial cells [19]. However, Figure 3 shows that both apoptosis alone and 

apoptosis with misrepairs agree well with the experimental result, with a relative difference of 

less than 20%. This highlights the importance of considering all factors involved in cell death 

modeling for bacterial cells.  

Conclusions 

Although the normalized DNA DYs (per Gy per Mbps) induced by LEEX with a cut-off energy 

of 50, 100, 150, and 200 keV were nearly identical, D10-value calculations demonstrated that 

LEEX with lower energies may be more effective for the inactivation of B. pumilus spores. By 

considering misrepairs in survival calculations, the relative difference of the D10-value with 

experimental data increases but does not exceed 20%, which is acceptable. Our study highlights 

the importance of further use of mechanistic simulations to unravel the behind-the-scenes 

mechanisms in bacterial spore inactivation. 
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Abstract 

About 20 to 30 percent of agricultural products are lost annually due to pests and spoilage. 

Using ionizing radiation to inactivate pathogenic microorganisms has received special 

attention of researchers. Recently, researchers have become interested in using low-energy 

electron beams and X-rays to inactivate microorganisms on food surfaces. In this study, a 

simulation study has been performed on eggs and potatoes with the aim of helping the food 

irradiation industry. Using the Geant4 Monte Carlo toolkit, the structure of eggs and potatoes 

and their surface bacteria has been simulated. The dose distribution in eggs and potatoes as 

well as the damage to the DNA of their surface bacteria has been calculated. Two types of low-

energy radiation sources were compared: X-rays with a tube voltage of 50 kV, 100 kV, and 

200 kV, as well as mono-energetic electron beam with an energy of 50 keV, 150 keV, and 300 

keV. The results showed that low-energy X-rays are a good option for decontaminating the 

surface of eggs and potatoes up to a depth of 0.3 mm. In this case, sample rotation is not 

important, although it will lead to an improvement in the dose uniformity. Using a two-side 

electron beam for the surface of eggs and potatoes will not be suitable in any way. Nevertheless, 

in the sample rotation mode, they can be suitable up to a depth of 0.1 mm. At the microscopic 

scale, both types of radiation cause approximately the same amount of damage to the DNA of 

bacteria, and therefore, no particular advantage is observed for each of the radiation sources 

respect to the surface bacteria inactivation.  

Keywords: Food irradiation, Microorganism inactivation, DNA damage, Geant4-DNA, Monte 

Carlo  
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Introduction 

Food purification from pathogenic microorganisms is an important point in the food processing 

industry. Using ionizing radiation such as gamma rays of Co-60, electrons with an energy of 

up to 10 MeV, and X-rays with an energy of up to 5 MeV is has been used to destroy pathogenic 

microorganisms and enhance food safety [1]. Nowadays, there has been a high interest in low-

energy X-rays (LEEX) and low-energy electron beams (LEEB) for the surface treatment of 

food [2]. Recently, the International Atomic Energy Agency (IAEA) proposed a coordinated 

research project to examine innovative techniques using low-energy beams for food irradiation 

[3]. Low-energy radiation is better than high-energy one for surface treatment because of the 

shielding and economic advantages. Many studies investigate the possibility of microorganism 

inactivation in food by gamma rays, LEEX and LEEB [4-8]. Monte Carlo simulation has 

provided an accurate and flexible environment for researchers to simulate difficult conditions 

that may not be performed experimentally. Brescia et al. studied the surface dose distribution 

of an apple irradiated with electrons of 1.0, 1.5, and 2.0 MeV using MCNP code. Different 

positions were investigated by rotating the apple [9]. Kim et al. developed a methodology for 

dose calculation of complex-shaped foods such as an apple, a chicken carcass and a broccoli, 

a cantaloupe, and a mango by merging 3D geometries from Computed tomography scans with 

MCNP5 code [10-12]. Peivaste et al. carried out a Monte Carlo simulation and experimental 

study to compare the dose distributions of potatoes and onions exposed to high-energy X-rays 

and electrons [13]. Chernyaev et al. performed a Monte Carlo simulation and experimental 

study to examine the effectiveness of irradiating trout with electrons and X-rays of 1 MeV 

energy [14]. Kataoka et al. investigated the surface dose distribution of table eggs irradiated by 

LEEB [15]. In our previous study, we simulated the irradiation of a typical-size apple with 

LEEX and LEEB, and obtained the dose distribution on a macroscopic scale [16]. In addition, 

we calculated the DNA damage of a surface bacterium. The current study is a continuation of 

that study, which this time was conducted on eggs and potatoes. 

Materials and methods 

The simulation was carried out in two steps: 1- Calculation of the surface dose distribution in 

eggs and potatoes irradiated by LEEX and LEEB. 2- Calculation of DNA damage of a surface 

bacterium. In the first stage, the Geant4 Monte Carlo toolkit [17] with default electromagnetic 

physics constructor (i.e., G4EmStandardPhysics class) was used. In the second stage, the 

Geant4-DNA extension [18] with default DNA physics constructor (i.e., G4EmDNAPhysics 
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class) was used. First, a raw egg is simulated as a double-layered oval; The outer layer, which 

represents the egg shell, is made of calcium carbonate (CaCO3) with a density of 2.2 g/cm3. It 

has a thickness of 0.25 mm. The inner volume, which represents egg white, is defined as an 

oval of water (1 g/cm3) with 17.75×40.25×47.75 mm length axes. Then, a raw potato was 

defined as an oval made of starch (C6H10O5) with a density of 1.5 g/cm3, which has 

50.6×40.15×60.1 mm length axes. Because the potato skin is very thin and lighter than its flesh, 

we merged them together. The source of radiation was defined exactly the same as in our 

previous study [16], so that it was a bremsstrahlung spectrum for LEEX (with a cut-off energy 

of 50, 100, and 200 keV) and mono-energetic electrons with an energy of 50, 150, and 300 keV 

for LEEB. These energies were adapted from the literature [5-7]. Two-side and four-side (i.e., 

representing the sample rotation) irradiation was simulated for each sample. Fig. 1 illustrates a 

potato with a two-side and four-side LEEX irradiation. The number of histories was 2×106 and 

2×109 for electrons and X-rays, respectively. 

   
Fig. 1. Irradiating a potato with a two-side (A) and a four-side (B) X-rays. 

The dose uniformity ratio (DUR) is the ratio of the maximum dose reached to the product (up 

to a certain depth) to its minimum dose. Ideally, this ratio should be equal to 1, but up to about 

3 has been reported as acceptable for many products [19]. Since only the surface is important 

in this study, the depth of the sample up to 300 µm is considered. The following equation is 

used to calculate the DUR: 

(1)                                                       DUR = Dmax/Dmin 

In the second stage, a simplified model of E. coli bacterium, with a genome length of 4.6 mega 

base pairs (Mbps) [20], was simulated as an ellipsoid of water with 0.7 μm×0.7 μm×1.5 μm 

half-length axes. To construct a 4.6 Mbps genome length, 21300 linear segments of DNA with 

B A 
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a length of 216 bp (equal to 73.4 nm), were randomly distributed in the ellipsoid. Every DNA 

bp is defined as a simple cylinder with a radius of 0.5 nm and a length of 0.34 nm. For 

simulating sugar-phosphate part of DNA, a quarter cylinder was defined with inner and outer 

radius of 0.5 nm and 1.185 nm, respectively. To construct the spiral shape of DNA strands, two 

sugar-phosphate parts on opposite sides were defined and rotated by 36 degrees respect to the 

bp axis. Fig. 2 shows the simulated model of E. coli. Initial particles were emitted from the 

bacterium surface with a cosine angular distribution.  

   
Fig. 2. E. coli bacterium modelling in Geant4 simulation toolkit. 

If the energy deposited in a sugar-phosphate part was more than 17.5 eV, one single strand 

break (SSB) would occur. If the distance of two subsequent SSBs in opposite strands was less 

than 3.4 nm, one double strand break (DSB) would occur. Any damage yield is obtained by 

equation 1: 

(2)                                       Damage yield (Gy-1Mbp-1) = Nbreak/(D× Nbp), 

in which Nbreak is the number of breaks, D is the total absorbed dose (Gy) to the bacterium, and 

Nbp (Mbp) is the total number of bps. 

Results and discussion 

To validate the simulation, the range (µm) of mono-energetic electrons in water was calculated 

by Monte Carlo simulation and compared with reference [21]. The results are shown in Table  

1. 

Table 1. The range (µm) of mono-energetic electrons in water. 

Energy (keV) NIST data [21] Geant4 Relative difference  )%( 

30 17.7 17.9 1.13 

50 44.8 43.9 2.00 
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100 143.9 145.1 0.83 

150 283.3 285.1 0.63 

200 451.3 453.7 0.53 

300 846.6 850.1 0.41 

400 1294 1298 0.31 

DURs up to a depth of 100 µm for eggs irradiated with LEEB of 50, 150, and 300 keV energies 

are given in Table 2. Please note that both 2-side and 4-side irradiation is provided. The same 

values for the irradiation of LEEX of 50, 100, and 200 kV tube voltages are given in Table 3. 

DURs for potatoes irradiated with LEEB of 50, 150, and 300 keV energies are listed in Table 

4. The corresponding values in the case of LEEX irradiation are listed in Table 5. 

Table 2. Dose uniformity ratios at several depths for eggs irradiated by electrons of 50, 150, and 300 

keV energies with 2-side and 4-side configurations. 

Depth (µm) 
Energy (keV) for 2-side irradiation Energy (keV) for 4-side irradiation 

50 150 300 50 150 300 

100 5.86 3.58 3.42 2.96 2.95 1.98 

200 13.9 5.89 5.53 3.96 3.42 2.81 

 Table 3. Dose uniformity ratios at several depths for eggs irradiated by X-rays of 50, 100, and 200 

kV tube voltages with 2-side and 4-side configurations. 

Depth (µm) 
Tube voltage (kV) for 2-side irradiation Tube voltage (kV) for 4-side irradiation 

50 100 200 50 100 200 

100 1.96 2.00 2.14 1.18 1.37 1.48 

200 3.46 3.48 3.65 2.60 2.20 2.39 

300 3.46 3.48 3.65 3.31 3.48 3.56 

Table 4. Dose uniformity ratios at several depths for potatoes irradiated by electrons of 50, 150, and 

300 keV energies with 2-side and 4-side configurations. 

Depth (µm) 
Energy (keV) for 2-side irradiation Energy (keV) for 4-side irradiation 

50 150 300 50 150 300 

100 N/A 13.2 8.84 6.22 2.72 1.30 

200 N/A 18.4 14.6 6.22 3.24 3.12 

Table 5. Dose uniformity ratios at several depths for potatoes irradiated by X-rays of 50, 100, and 200 

kV tube voltages with 2-side and 4-side configurations. 

Depth (µm) 
Tube voltage (kV) for 2-side irradiation Tube voltage (kV) for 4-side irradiation 

50 100 200 50 100 200 

100 1.87 1.75 1.88 1.29 1.11 1.04 

200 2.46 2.32 2.35 1.77 1.93 1.33 

300 2.86 2.60 2.54 2.35 2.32 1.96 



 

 394 

The induced SSB and DSB yields in a surface bacterium irradiated by LEEX of 50, 100, and 

200 keV cut-off energies are shown in Figure 3-a. The same DNA damage yields irradiated by 

electron beams of 50, 150, and 300 keV energies are shown in Figure 3-b.  

 
Fig. 3. The normalized DNA damage yields (single- and double-strand breaks) obtained by equation 2 

caused by (a) X-rays of 50, 100, and 200 cut-off energies, as well as (b) electrons of 50, 150, and 300 

keV. 

According to Table 2, for foods such as eggs that have a thicker surface, a two-side LEEB 

irradiation with sample rotation will be a good choice to clean the surface up to a depth of 100 

µm. It should be noted that electrons of 50 keV is not suitable for LEEB which is consistent 

with the results of [16]. However, in the case of LEEX, it can be seen in Table 3 that they can 

clean up to a depth of approximately 200 µm. In general, the DUR is well improve with sample 

rotation. Also, the DUR for LEEB is larger than that of for LEEX irradiation. According to 

Table 4, which shows the DUR for potatoes irradiated with LEEB, it can be well stated that 
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DUR is favorable only for LEEB with a four-side irradiation and also with energies greater 

than 50 keV. But according to DURs in Table 5, which are obtained by LEEX irradiation, they 

are acceptable up to a depth of 300 µm. Therefore, the final choice of the radiation source 

depends primarily on the desired depth, which also depends on the type of material. Generally, 

LEEB with energy greater than 200 keV along with a two-side irradiation with 90-degree 

rotation of the sample can be used for the surface treatment up to 100 µm depth. In addition, 

for LEEB, it should also be considered that the dimensions of foods are very important. 

Figure 1-a, which represents the results of the microscopic stage, indicates that for the 

inactivation of surface bacteria, LEEX with tube voltages of 50, 100, and 200 kV will be 

suitable, since the DNA damage yield does not change significantly for each tube voltages. 

Therefore, assuming that each of these radiation sources delivers the required dose to the target 

product, it will result in a similar inactivation in the bacterial population. The destruction of 

bacteria by LEEB also happens well. Bacteria will be destroyed well by LEEB, according to 

Figure 1-b. It should be noted that for bacteria that penetrate deeper into the substance and 

grow and reproduce there, electron beams with higher energies should be used; Therefore, the 

use of LEEX has more special advantages. 

 Conclusions 

As a conclusion, both two-side and four-side LEEX irradiation with tube voltage of 50, 100 

and 200 kV have the ability to clean the surfaces of potatoes and eggs. This means that there 

is no need to rotate the sample during LEEX irradiation. According to the obtained DURs, 

electrons are suitable up to a depth of about 100 µm. For sterilization of bacteria, both LEEX 

and LEEB can be used, and they do not have a special advantage in this regard. 
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Abstract 

The use of maximum temperature crystal sensors (MTCS) is one technique that has drawn a 

lot of attention in the design and optimization of engines and turbines with high efficiency. 

Because of their tiny size, these sensors can be positioned anywhere inside the turbine to detect 

the highest temperature. It should be mentioned that the production of these sensors requires a 

high fluence with fast neutrons flux. The phenomenon of high temperature to repair the 

modifications produced to the crystal lattice by neutron radiation is the basis of the MTCS 

measurement technique. In this article, first, through the simulation of the core of the Tehran 

research reactor (TRR), calculations of the maximum flux of fast neutrons for the diamond 

sample were carried out with MCNP6 code. Also, activity calculations were done using 

ORIGEN2 code. The maximum flux of fast neutrons is calculated and the sample's activity 

dropped dramatically after 40 days, and the dose rate approached 1.4 µSv/h at a meter's 

distance. In this article, the lattice number and unit cell volume for the diamond sample were 

determined using the XRD method. The obtained results indicate that the diamond sample can 

be recommended for the fabrication of crystal sensors in the TRR from the perspectives of 

neutronics, dosimetry, and changes in crystal lattice structure. 

Keywords: Crystal sensor, MCNP6 code, ORIGEN2, XRD method, Tehran research reactor 

1. Introduction 

The construction and design of engines and turbines with high efficiency, in such a way that 

they can withstand more heat, is one of the important challenges of automobile, turbine and 

space industries. The efficiency of engines increases with the increase of their working 

temperature, but this increase is limited by the characteristics of the materials used. In other 

words, in order to have more efficiency, the working temperature of the engine must be 

increased, but this increase is possible to such an extent that the properties of the used materials 

do not change. An increase in temperature causes a decrease in strength, so it is necessary to  
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find an effective method for cooling the system that is monitored by temperature sensors. 

Nowadays, with the complexity of devices and systems, the conditions and requirements of 

sensors to measure suitable temperature must also become more difficult and complicated. For 

example, the ability to work at high temperature, high temperature resolution, and small 

dimensions with negligible effect on system operation are the requirements of a suitable 

temperature sensor [1]. 

Temperature measurement methods are divided into contact and non-contact categories based 

on the reading mechanism. The use of each of these methods has its own advantages and 

disadvantages depending on the type of application. Contact methods refer to methods in which 

the sensor is connected to the reader with an electrical connection. One of the advantages of 

this method is the continuous recording of temperature, and its disadvantages are its complexity 

and cost. Among these types of sensors, we can refer to types of thermocouples, resistance 

sensors and thin layer resistance sensors. Non-contact devices include molten metal 

thermometers, thermal paints and maximum temperature crystal sensor (MTCS) [2]. 

Non-contact methods allow measuring the maximum temperature after the test and removing 

the sensor from the installed place and performing the analysis. Therefore, one of the most 

advanced methods of temperature measurement is the use of maximum temperature crystal 

sensors. These sensors are mainly used to measure the maximum temperature in constant 

conditions. These sensors can be used to measure the maximum temperature in a transient state 

if we know the temperature changes with time [2-4]. 

The process of these sensors is that the crystalline network of the crystal expands due to neutron 

irradiation, and when it is heated, this expansion decreases in proportion to the maximum 

temperature and the time it was at that temperature. By measuring the parameters of the crystal 

lattice before and after receiving heat, it is possible to accurately detect a temperature of about 

a few degrees up to more than 1400 degrees Celsius. To produce these sensors, a very high 

fluence of fast neutrons is required. Therefore, the maximum temperature crystal sensor 

method is based on the high temperature phenomenon to restore the changes made in the crystal 

lattice caused by neutron radiation. There are many materials that experience a crystal lattice 

change due to neutron radiation, including: diamond, 3C-SiC, graphite, beryllium oxide, 

alumina oxide, boron nitride, boron carbide and some others [5]. 
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Diamond is made of carbon and is basically one of the allotropes of carbon. According to most 

sources, the diamond crystal lattice is cubic. In diamond, each carbon atom is connected to four 

other carbon atoms by four single bonds. In this case, the carbon atom has a tetrahedral 

structure with a bond angle of 109.5 degrees, and all four carbon atoms attached to it are placed 

in the four corners of a tetrahedron. The main crystallographic planes of diamond are cubic, 

dodecahedron and octahedron. It should be mentioned that the diamond shape is an allotropic 

form of carbon [6]. 

According to the concentration of impurity compounds present in the diamond sample through 

experimental measurement with the XRF method according to Table 5, the impurities in the 

sample have been measured. Therefore, according to this table, its purity is around 99.14%. By 

studying and checking the sources, it is clear that this amount of impurity in the chemical 

composition of diamond is not more than normal. Usually, around 0.05 to 0.10 percent impurity 

is mentioned for diamonds. 

Table 5. XRF analysis of natural diamond samples 

 Composition  (ppm) Concentration intensity 

1 2SiO 0.49 37.7 

2 3SO 0.16 27.9 

3 CaO 0.13 136.7 

4 3O2Fe 350 158.6 

5 CuO 250 48.2 

6 ZnO 100 26.1 

7 2ZrO 100 129.3 

 

2. Procedure 

Due to the necessity of calculating the neutron flux and the total dose rate are required. In this 

article, the MCNP6 code [10] is used to determine the neutron flux and the total dose rate, and 

the ORIGEN2 code [11] is used to calculate activity. 

To use the diamond sample as a maximum temperature crystal sensor, it is irradiated in the 

Tehran research reactor, this sample should be irradiated with a neutron flux of 2x1020 n/cm2 

in one of the irradiation channels of the Tehran research reactor core with a fast neutron flux 

[1, 3]. Also, the amount of fast neutron flux should be calculated to determine the irradiation  
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time, temperature changes inside the irradiation channel, and the activity level of the diamond 

sample after irradiation. As mentioned, this material measures the temperature in the range 

from 100 to 900 ˚C, which increases the volume of the crystal network from 2.5 to 3%. The 

error of crystal lattice volume increase is 0.01-0.02% [3]. 

In Figure 8, the core number 18 includes a plate fuel arrangement made of U3O8Al with a 

richness of less than 20%, water as cooling and moderator, graphite as a reflector, special 

channels for irradiation. 

 

Figure 8: Core No. 18 of Tehran Research Reactor 

3. Results 

3.1. Calculation of fast neutron flux 

According to the results presented in literature [1], finding the maximum flux of fast neutrons 

at high energy E> 0.18 MeV is necessary for the feasibility of making a maximum temperature 

crystal sensor. Therefore, first, the flux values of fast neutrons for different irradiation channels 

were calculated using the F4 command in the MCNP6 code, the results of which are shown in 

Figure 9. The calculation results show that channel F8 has the highest fast neutron flux 

(7.74×1012 n/cm2.s), which can be suitable for a crystal sensor. 
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Figure 9: Fast neutron flux values for different radiation channels in Tehran research reactor. 

The values of fast neutron flux in the axial direction have been calculated for core number 18 

and for channel F8 in Tehran research reactor, which is shown in Figure 10. The active height 

of the fuel plate is approximately 61.5 cm. The dimensions of the irradiation box are 61.5 × 8 

× 1.7 cubic centimeters. According to the calculations, the maximum fast neutron flux is 

located at the height in front of the core, that is, at a height of 10 cm, at a distance of -5 to -15 

cm near the core (this is the optimal height compared to the center of the height of the fuel 

plate in the core). Its maximum value is approximately 4.0 ×1013 n/cm2.s. Of course, it should 

be mentioned that the neutron flux values depend on the position of the control rods and the 

distance to the center of the core. The smaller the distance from the core center, the higher the 

values will be. In these calculations, the error value of the fast neutron flux resulting from the 

code is less than 1% and the ENDF/VII library available in the code is used. 

 

Figure 10: Fast neutron flux values in the axial direction for core number 18 and for box F8 in Tehran 

research reactor 

As stated before, the amount of neutron fluence required to produce this sensor is 2×1020 n/cm2. 

Therefore, according to the maximum fast neutron flux of about 1×13 n/cm2.s calculated for 

channel F8 of Tehran reactor, the minimum time required for continuous irradiation of diamond 

samples inside the core of Tehran reactor is 232 days. 

3.2. Total dose rate Calculation 

The amount of diamond sample dose at different cooling times was investigated. Since in the 

MTCS technique, the diamond sample is subjected to neutron irradiation, activation of the 
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sample (due to the presence of impurities) is inevitable. The challenge at this stage is the 

amount of sample dose after discharge from the reactor. 

For this purpose, first, the sample photon spectrum (continuous spectrum) of 18 photon groups 

in the time period of 0 and 40 days from the cooling time was extracted using the ORIGEN2 

code, and then it was given to the MCNP6 code as an input for dosimetry calculations. The 

simulation continued in electron and photon modes until all statistical parameters were passed. 

Photon dosimetry calculations were performed for 1.6 grams of natural diamond sample at 

different distances from the sample. Figure 11 shows the dose drop graph at different distances 

from the sample and at cooling times between 0 and 40 days. The simulation data show that 

the dose rate of the sample after 0 and 40 days of cooling time will drop by 21 µSv/h and 1.4 

µSv/h per hour at a distance of one meter from it, respectively. 

 

Figure 11: Diamond sample dose rate at different intervals based on cooling time 

The experimental value of the dose rate of the diamond sample after two months of continuous 

irradiation was measured at the place attached to the sample using ALNOR gamma dosimeter, 

which was about 5 mSv/h. The measurement range of this dosimeter is from 0.05 µSv/h to 10 

Sv/h and its measurement accuracy is ±15%. In the results of the simulation, this value was 

obtained at the same place with the same duration of irradiation of about 2.3 mSv/h, which is 

much lower compared to the values of the experimental results. The reasons for the error can 

be many things, including activation of the sample container due to the presence of aluminum, 

calculation error, difference in the measurement location, error of the dosimeter, error in the 

amount of reactor power, exact duration of irradiation and another physical condition. 
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3.3. Lattice parameter calculation 

To identify the phases in a material with the help of XRD patterns, at least 2 or 3 peaks are 

required. The XRD pattern of the sample prepared for the diamond sample is shown in Figure 

12. By measuring the diffraction angle of different crystal planes from the XRD diagram, the 

distance between the crystal planes (d) is obtained from Bragg's relation. The lattice constants 

can be calculated with d. In order to accurately determine the lattice constants, the peaks located 

at higher angles should also be included in the XRD pattern. In this way, the measured 

constants will be closer to the real values. 

But recording a peak at high angles is often not possible. For example, in the diffractometry 

method, usually the counter moves only within the range of angle up to θ2 = 160°. The common 

method is to draw the constant values of the lattice in terms of θ2 and continue the obtained 

graph up to an angle of 180° to obtain the constant value of the lattice up to an angle of 180°. 

But since the obtained graph is not linear, it is not possible to accurately extrapolate the curve 

in the above way. Therefore, instead of θ2, the constant value of the network can be plotted as 

a function of θ so that the graph becomes a straight line. 

 

Figure 12: X-ray diffraction pattern of diamond sample 

Figure 12 shows the X-ray diffraction pattern of the diamond sample. Two peaks were detected 

at the angles of θ=244° and θ=275°. Using the Miller indices (relation 2) related to diamond, 

which is equal to (111) at  2θ=44° and equals (220) at  2θ=75°, a0 or lattice parameter by the 

relation (3) which is shown in Table 2, is obtained. In order to obtain the lattice parameters, 

the sum of squares method is used. As a result, the lattice parameter value is calculated as 

follows. 
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Table 6 .The measured values of d, Ѳ2 and a0 

𝒂𝟎 𝜽2  d 

3.562743 75.4007 1.25962 

3.544261 44.2265 2.04628 

3.54705 44.1899 2.04789 

3.563564 75.3806 1.25991 

For the cubic unit cell, the lattice parameters are: a=b=c and α=β=γ=90°; Therefore, the sum 

of the cubic unit cell will be V=a3. 

V= (3.5544)3= 44.9054 (Å) 

4. Conclusion 

In this article, diamond material was selected as the non-contact maximum temperature crystal 

sensor material. The application of these sensors is that they can be placed in inaccessible 

places, for example, inside the turbine or engine and measure the maximum temperature 

created. Therefore, according to the dimensions of these sensors and the very high accuracy of 

the measurement, a very accurate spatial distribution of the created temperature can be 

obtained. 

Therefore, the simulation of the reactor core and calculations related to the neutron flux were 

performed in order to find the maximum fast flux and shorten the irradiation time. Also, dose 

rate calculations were performed to predict the amount of activity after irradiation inside the 

channel with the desired codes, and the results showed that after about 40 days, the amount of 

total dose rate and activity of the sample decreases drastically. Also, based on the results of the 

XRD test, the lattice parameters and unit cell volume were calculated. Finally, it can be shown 

that in order to reach the neutron fluence value of 2 × 1020 n/cm2, according to the maximum 

fast neutron flux of about 1×1013 n/cm2.s in channel F8, the time required for continuous 

irradiation of the diamond sample inside the Tehran reactor core is at least 232 days. 
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Abstract 

This research aimed to synthesis a bisphosphonate derivative Methylene Di phosphonic acid 

(MDP). Diethyl phosphite [(EtO)2PHO] is converted to sodium diethyl phosphite 

[(EtO)2PONa] using NaH by heat treatment. In the next step, Tetraethyl methylene 

diphosphonate is derived from addition of Dichloromethane. Then the resulted phosphonate is 

hydrolyzed with HCl(conc.). The title compound is achieved in good yield after 

recrystallization. In quality control tests, high bone uptake followed by rapid blood clearance 

are two important characteristics for prepared product labeled with technetium-99m as an ideal 

bone imaging agent. 

Keywords: MDP, Bisphosphonate, Bone imaging 

INTRODUCTION 

The skeleton is one of the most common organs to be affected by metastatic cancer. 

Carcinomas of Breast, lung, prostate, kidney, and thyroid have a tendency to easily metastasize 

to bone. Although there has been significant advancement in imaging technologies, such as CT 

and MR, nuclear medicine bone imaging has been the optimum diagnosis for the detection of 

bone disorders such as bone metastases, because of its high sensitivity. Namely, bone-seeking 

radiopharmaceuticals usually localize in skeletal lesions before the appearance of symptomatic 

and radiographic changes and the resulting easy evaluation of the entire skeleton [1]. 

Technetium-99m radiopharmaceuticals play an important role in wide range of applications in 

nuclear medicine. Bone imaging agents are among the first developed 99mTc-

radiopharmaceuticals and the most widely used them in diagnostic nuclear medicine [2]. The 

first bone-seeking 99mTc-compound, a complex of reduced technetium-99m and sodium 

tripolyphosphate, was reported in 1971, followed by a long chain linear polyphosphate and  
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pyrophosphate. Pyrophosphate is composed of only two phosphate moieties and is the simplest 

polyphosphate. Unfortunately, pyrophosphate and polyphosphate are susceptible to in vivo 

degradation by enzymes such as alkaline phosphatases, resulting in the release of free 

technetium from the complexes [3]. Bisphosphonates (BPs) are synthetic organic compounds 

characterized by a P-C-P backbone structure. They are chemically stable analogues of the 

endogenous metabolites, inorganic pyrophosphates. The biological effects of BPs on calcium 

metabolism were originally ascribed to their physicochemical effects to impede the dissolution 

of hydroxyapatite crystals. Because of their inhibitory effect on the bone resorption, various 

types of BPs are used in bone scanning, and provide an effective way of diagnosis of primary 

bone cancer, metastatic bone disease, Paget’s disease, Osteoporosis, bone trauma, etc. [4].  

99mTc-Methylene diphosphonic acid (MDP) was introduced by Subramanian 1n 1973 which 

showed superior biodistribution compared to other BPs. In the clinical studies an interval of 2 

to 6 hours is required between an injection of 99mTc-labelled bisphosphonates and obtaining 

bone images. Although the accumulation of bisphosphonate compounds in bone is achieved by 

binding the phosphonate groups with the Ca2+ of hydroxyapatite crystals [5]. The phosphonate 

group in 99mTc-MDP serve as both coordinating ligands and Ca2+ binding functional group [6] 

which might decrease the inherent accumulation of it in bone P. Nylen synthesized methylene 

diphosphonic acid (MDP) for the first time in 1930.Among the methods described for the 

formation of carbon phosphorus bond Michaelis-Arbuzov [7] and Michaelis-Becker reactions 

represent the easiest and more used synthetic pathways toward the obtaining of phosphonate. 

To continue the previous efforts to improve logical design for synthesis of BPs have been 

proposed. 

This manuscript describes the synthesis of methylene diphosphonic acid (MDP) and investigate 

its radiolabeling abilities with technetium-99m. Subsequently preliminary in vivo studies in 

rats as a convenient bone-seeking agent is performed.  

EXPERIMENTAL 

Materials and measurements 

All chemical reagents and solvents were supplied by Sigma-Aldrich and Merck Co..NMR 

spectra Were acquired using VARIAN-INOVA 500 MHz (500 MHz for 1H and 125 MHz for 

13C. Chemical shifts δ were expressed in ppm relative to tetramethyl silane (TMS).as an  
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internal standard.The mass spectra were recorded on a Agilent Technology (HP) mass 

spectrometer equipped with a combined electron impact/chemical ionization source .(MS 

Model :5973 Network Mass Selective Detector) The source condition were: temperature  230 

o C, electron energy 70 EV .Melting point(MP) determination was performed using a digital 

melting point instrument  from Stuart model SMP3. 

Synthesis of Methylene Di Phosphonic acid (MDP) 

Diethyl phosphite was added to the reaction mixture of sodium hydride and tetrahydrofuran , 

maintaining the temperature  below 60 o C .After the addition was complete , the reaction 

mixture mas cooled to  and charged sequentially with dimethylformamide  and 

dichloromethane  .The reaction mixture was stirred overnight. The reaction mixture was 

quenched with  H2O. The resulting solution was extracted with dichloromethane. The organic 

layers were combined and dried over magnesium sulfate. The dichloromethane was evaporated 

to produce tetraethyl methylene bisphosphonate. It could be purified by vacuum distillation. 

BP=128oC 

1HNMR(D2O): 1.35(t,12 H, P-O-C-CH3), 2.45 (t,2H, P-CH2-P), 4.15 (d q, 8H, P-O-CH2) 

13CNMR(D2O):16.4 (P-O-C-CH3), 25.7(t, P-C-P), 62.55(P-O-CH2) 

31PNMR(D2O) :19.05 

m/z:289,288(M. +),261,243,233,215,205,187/177,159,152(100%),141,125,97 

It was treated with concentrated HCl , left for 12 h at room temperature and reflux for 4 h. The 

solution was concentrated. and the residue was dissolved in H2O and concentrated, treated with 

AcOH   and allow to stand at room temperature. The solid product was separated by filtration 

and washed with AcOH to produce the corresponding product up to %70 yield. MP=199-201 

o C 

1HNMR(D2O):  2.525 (t,2H, P-CH2-P) 

13CNMR(D2O): 25.9(t, P-C-P) 

31PNMR(D2O) :16.7 
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                                                                 Scheme.1 

Results and discussion  

Mono- and polymethylenediphosphonic acids can be prepared in nearly quantitative yield by 

the hydrolysis of the corresponding tetra-alkyl esters with conc.HCl: 

(RO)2OP(CH2) n PO(OR)2 + 4HCl→ (HO)2OP(CH2) n PO(OH)2                              (1) 

Recrystallization usually yields the acids in a very pure state. The tetra alkyl esters of mono- 

and polymethylenediphosphonic acids required for the above hydrolysis reaction can be 

prepared by either one of two general reactions (X: Halid, M: Alkali metal): 

X(CH2)X + 2MOP(OR)2→(RO)2OP(CH2)n PO(OR)2                                          (2) 

X(CH2)X+2P(OR)3→(RO)2OP(CH2)2 PO(OR)2                                                                    (3)  

 Equation (2) is a Michaelis-Becker-type reaction and equation (3) is an Arbuzov-Michaelis 

reaction. 

For the preparation of methylene diphosphonates with n=1 or 2 a variation of the Michaelis-

Becker is applicable. The method is based on a stepwise of the molecule. Suitable compounds 

are first made with one P-C bond in the molecule, which are subsequently reacted with dialkyl 

phosphite salts to give the desired diphosphonates. 

The compound tetraethyl methylene bisphosphonate of formula(I) 
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(CH3CH2O) -P(O)-CH2-P(O)-(OCH2CH3)  

is a useful intermediate for a variety of purposes. For instance, certain aza bisphosphonic acid 

compounds are described in PCT application number WO95/10188 as having herbicidal 

activity. An intermediate in the synthetic generation of these bisphosphonic acids is tetraethyl 

methylene bisphosphonate. 

In addition to the above utility, tetraethyl methylene bisphosphonate may be converted to 

ethylidene bisphosphonate which is useful as a pharmaceutical intermediate and as a monomer 

for the preparation of phosphorous containing polymers. 

 Tetraethyl methylene bisphosphonate was prepared according to the method of 

G.M.Kosolapof (8). The synthesis from methyl iodide and triethyl phosphite ied to a reasonably 

pure product in %18 yield. 

Tetraethyl methylene bisphosphonate was synthesized as described O.E.O.Homi (9).It was 

achieved in two weeks with %50 yield. 

It would be desirable to reduce the reaction time and increase the yield of tetraethyl methylene 

bisphosphonate over the above procedures. 

This paper describes that employing polar aprotic solvents or mixtures thereof, can decreases 

the reaction time and the product yield. 

The preferred reaction temperature is between 25-60 o C. 

Conclusions 

In this research we have prepared methylene diphosphonate which after labeling with 

technetium-99m can be used for bone Scintigraphy to distinguish skeletal metastasis. The 

results showed that yields are comparable or generally higher than the similar preparation 

reactions and methods. According to the results sum up in this article, the cost-effectiveness 

and easy preparation of raw material for common bone radiopharmaceutical can be 

shown..Subsequently we are performing its radiolabeling with 99mTc  and investigating in vivo 

studies in rats. 
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