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Concrete shields with attenuating and neutron absorbing components (Paper ID : 1226) 

Alipoor M.R1*, Eshghi M.1 

1Department of Physics, Imam Hossein University, Tehran, Iran. 

Abstract 

The neutron shielding capacity of concrete samples by adding boron and iron carbide at different rates in 

the energy range of neutron sources was investigated in this study. In order to investigate the shielding 

capacities of concrete samples, the total macroscopic cross section and Mean Free Path, the cross-section 

of removing fast neutrons, the deposited energy, the thickness required to reduce the neutron intensity to 

0.01, and the different interactions on the neutron against radiation using It was analyzed by the theoretical 

method and Geant4 Montecarlo simulation tool. The results showed that increasing the amount of boron 

carbide in the studied sample, compared to the samples without boron carbide, reduced the number of 

neutrons.  By using different thicknesses and energies, the neutron shielding property of the samples was 

analyzed for the neutron transfer test. The results showed that the sample containing boron carbide (MF3) 

has a 10% better performance than the other investigated samples for absorbing and moderating neutrons.  

Finally, the effective thickness for the moderating and absorption of neutrons was calculated, which showed 

a reduction of 4 cm in shielding thickness. 

Keywords: Neutron shielding, Concrete, components, Montecarlo, simulation. 

INTRODUCTION 

Research reactors are known as one of the main sources of neutron production in the world, which have 

many and varied applications. In recent years, technological progress has led to the production of new 

research reactors for various purposes, such as the production of medical radioisotopes for the diagnosis 

and treatment of diseases and industrial radioisotopes for the production of semiconductors widely used in 

the electronics industry [1-3]. However, this increase has raised concerns about the risks associated with 

the use of radioactive equipment and sources and its impact on the surrounding environment. It is very 

important to follow the radiation protection safety guidelines to reduce the risks of dangerous radiation. The 

use of radiation shielding materials is critical to minimize the risks of ionizing radiation and reduce radiation 

damage to extend the life of device components [4-8]. Materials with high protective performance should 

be used in radiation environments to avoid the effects of radiation. Considering the quantities affecting the 

protective properties such as density, chemical properties (such as lack of corrosion and brittleness) and the  
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thickness of the produced material is necessary for data communication in analytical and numerical 

calculations [9]. In many realistic cases, neutrons are moderated not only by a hydrogen environment but 

also by an internal non-hydrogen shield. Elements with low atomic number (hydrogen, carbon, oxygen) are 

usually used as shielding materials to slow down fast neutrons [10-13]. In places where the neutron flux is 

high, element Boron (B) is effectively used to control and reduce the speed of thermal neutrons with fast 

neutron absorption properties. Also, carbon (C) and beryllium (Be), with their thermal neutron scattering 

and absorption cross sections, are the most suitable moderators for thermal neutrons [14, 15]. Due to the 

development of neutron-based fission and fusion reactors, the need for high-performance shielding 

materials has increased. Neutron shielding materials may also contain high atomic number elements and 

multi-element layers. Concrete is a useful material in radiation protection due to its high stability and cost-

effectiveness. To reduce the radiation dose, many researchers have produced new materials by adding 

different elements to concrete. Production of a new concrete with a mixture of neutron absorbing materials 

reduces the thickness of the concrete to a minimum level and increases the radiation protection efficiency 

of the material. Materials and compounds containing cement are usually used in the construction sector, 

and the primary binding material for concrete is cement [16, 17]. To strengthen the radiation protection 

properties of concrete, researchers are looking for cost-effective materials that can be used for radiation 

protection. In recent years, pulverized eggshell waste, recycled pulverized oysters and scallop shells, palm 

oil, waste glass and many other alternative materials have been successfully used in cement production, and 

the search for new materials continues [18-20]. In terms of radiation shielding properties, cementitious 

compounds are naturally considered good shielding. However, this feature alone is not sufficient for 

radiation protection. Concrete compositions containing high-density cement can effectively act as a barrier 

against radiation. Portland cement can be used in nuclear reactor safety walls, nuclear containment 

structures and radiation isolation walls. In this way, it prevents the passage of radiation and prevents it from 

leaking into the surrounding environment [21, 22]. Portland cement can be modified by adding different 

raw materials to increase its radiation protection properties. Lead is a high-density metal that prevents the 

passage of radiation. It can improve radiation shielding capabilities by incorporating lead powder or lead-

containing aggregates into Portland cement. [23-25].  By adding boron compounds to Portland cement, 

neutron absorption and radiation protection can be improved. For example, boron compounds such as boric 

acid or borax can be used. Borax, a salt of boric acid, can help absorb neutrons and protect against radiation. 

Addition of borax to Portland cement can increase the radiation protection properties. Silica fume is a  
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byproduct with high silica content in the form of fine particles. When added to Portland cement, it increases 

the density of concrete and reduces radiation transmission [26-28]. Iron ore can be used as a raw material 

due to the presence of iron oxide. When iron oxide is added to cement, it absorbs radiation [29, 31]. These 

raw materials are standard options used to enhance the radiation protection properties of Portland cement. 

These minerals contribute to its unique properties, including increased radiation protection. One of the most 

prominent features of these minerals is its exceptional ability to weaken ionizing radiation. This feature 

distinguishes it from other common cement additives that lack this specialized feature. Minerals have a 

higher density compared to conventional cement additives. This higher density is useful for radiation 

protection, as denser materials are more effective at stopping or attenuating ionizing radiation. Mineral-

containing concrete shows lower flammability and modulus, which can help produce more cost-effective 

cement. This feature reduces the baking temperature during production and ultimately saves energy and 

reduces production costs. Minerals are relatively abundant and can often be obtained in bulk. The unique 

properties of minerals make them very versatile in different applications. While its main application may 

be in radiation protection, it can also be used in other specialized environments where its properties, such 

as increased density and structural integrity, are useful [32-34]. Therefore, based on the findings of other 

researchers, it is clear that the use of minerals rich in alumina and iron as an alternative raw material in 

cement production will open new horizons in new concretes. In this study, the properties of neutron shields, 

mineral concretes combined with boron carbide and upgraded mineral concretes will be investigated. 

RESEARCH THEORIES 

The neutron shielding efficiencies of compounds have been compared based on an equivalent absorption 

cross-section called a fast neutron effective removal cross-section, ΣR [35, 36]. It is a linear attenuation 

coefficient given in cm-1 and is defined as a probability that a fast energy neutron undergoes a collision, 

which removes it from the group of un-collided neutrons. The concept of this phenomenon is based on the 

presence of hydrogen as it is the main moderator that dominates the attenuation of neutrons. Calculation of 

fast neutron effective removal cross-sections is by analogy to the calculation of mass attenuation 

coefficients of neutron according to the equation (1). 

∑=

𝑅

∑𝑊𝑖(
∑ 𝑖

𝜌⁄ )𝑖
𝑖

 (1) 
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where: Wi partial density of ith constituent, 𝛴𝑅/𝜌 fast neutron mass removal coefficient of ith constituent. 

The fast neutron mass removal cross-section of constituents is related to the microscopic nuclear properties 

and varies smoothly with the atomic weight. The value can be calculated using empirical equations or 

measured. For most elements and some compounds, experimental and theoretical values of the fast neutron 

mass removal cross-sections have been published [37]. Additionally, in order to estimate the neutron 

shielding efficiency of concrete in a more detailed way, a method based on macroscopic cross-sections for 

a different interaction has been used. In this method, instead of fast neutron attenuation cross-sections, a 

database of neutron scattering lengths and cross-sections that includes the thermal neutron microscopic 

cross-section as well is used [38, 39]. Thus, the macroscopic neutron scattering cross-section or the 

macroscopic thermal neutron absorption cross-section and finally their sum named the total macroscopic 

neutron cross-section have been calculated using equation (2):  

∑=

𝑗

∑𝑊𝑖(
∑ 𝑗

𝜌⁄ )𝑖
𝑖

 (2) 

where: Wi partial density of ith constituent, 𝛴𝑗/𝜌 neutron mass attenuation coefficient of ith constituent for 

a specific interaction (j). 

GEANT4 

The neutron shielding property of the samples was calculated by Geant4 Montecarlo tool. For these 

simulation calculations, sample density and type of particles (neutrons) were first defined in Geant4 

simulation tool. Then the weight fraction was defined according to the mass of the sample in the simulation 

tool. After these definitions, 1 million neutrons with different energies were bombarded on the prepared 

target sample. To calculate all the quantities related to neutrons, the physics of the hadron list available in 

the Geant4 simulation tool was used. The neutron radiation shielding property of the samples in different 

thicknesses (15 -30 cm) was also calculated to determine the thickness effect. The calculated quantities for 

the samples were performed at the specified energy (2.8, 4, 4.1, 4.2 and 4.5 MeV) [40, 41]. 

Results and discussion 

The compositions of the four heavy concretes considered in this study as an alternative to conventional 

cement clay, a meta-schist material characterized by high silicon and iron, are listed in Table 1. In the 

calculation section, the aim is to investigate the difference in the neutron shielding capacity of iron, silicon  
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and boron compounds to estimate the length of neutron attenuation, neutron transmission through 

simulation tools. 

Table 1.  The Chemical properties of shielding materials. 

Properties 

(%) 

Sample Cement 

MB MF1 MF2 MF3 

H 0.32 0.26 0.27 0.27 

B 0.16 -- -- 0.2 

O 36.37 36.58 36.55 36.54 

C -- -- 0.9 0.11 

Na 0.53 0.19 0.18 0.18 

Mg 0.3 0.3 0.3 0.3 

Al 0.57 0.57 0.57 0.57 

Si 13.12 13.2 0.39 13.18 

P 0.38 0.39 0.15 0.39 

S 0.13 0.13 13.19 0.13 

Cl 0.01 0.01 0.01 0.01 

K 0.18 0.18 0.18 0.18 

Fe 42.39 42.62 42.59 41.58 

Ca 5.54 5.57 5.57 5.56 

Density 

(g.cm-3) 
3.053 3.069 3.164 2.855 

The neutron, because of its neutral charge, has a relatively high penetration power in matter. Unlike charged 

particles, neutrons will not be impeded by the atomic coulombic barrier of the material through which the 

neutrons travel and the neutron will consequently not lose energy directly via ionization. However, neutrons 

will interact with the nuclei of matter. There are several possible interactions of neutrons with nuclei. 

Among these are elastic scattering, inelastic scattering, neutron capture and nonelastic. To check the 

performance of a neutron shield, all these interactions must be taken into account. A neutron shield must 

have a high absorption rate for neutrons and reduce the scattering of incident neutrons. The results for 

various interactions that occur on incident neutrons such as neutron absorption and neutron transport, 

neutron inelastic and scattering are shown in Table 2. It can be seen that with the addition of very low 

content of B4C to the MF3 sample, the number of transition neutrons decreases. Also, the number of 

inelastic neutrons will increase, which will decrease the energy of neutrons. 
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Table 2.  1 million neutrons gun to 5 cm thickness of samples at 4.5 MeV energy.  

Interaction 
Sample 

MB MF1 MF2 MF3 

Elastic 432863 429656 429633 410009 

Inelastic 100118 100413 114537 95529 

Transport 466883 469795 455705 494331 

Capture 136 136 125 131 

Total 1000000 1000000 1000000 1000000 

For materials with a high total cross-section, the mean free path is very short, and neutron absorption occurs 

mostly on the material’s surface. This surface absorption is called self-shielding because the outer layers of 

atoms shield the inner layers. According to Figure 1, the MF3 sample has a higher cross-sectional area than 

the other investigated samples. By decreasing the mean free path, neutrons are more absorbed in less 

thicknesses and there is no need for thick shielding. 

  

Fig. 1. Results of total macroscopic cross section and Mean Free Path in terms of neutron energy for samples. 

For neutron shielding, calculations of the effective cross-section of fast neutron removal are shown in Figure 

2. As shown in Figure 2, the results of the calculated ΣR/ρ values show that hydrogen, carbon and boron 

atoms can affect the interaction mechanisms of neutrons with the microscopic cross-section. The main role 

of fast neutron speed reduction mechanisms shows that neutron absorption by boron and carbon increases 

the cross section of fast neutron removal. This can be attributed to the fact that sample MF3 is richer in  
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hydrogen and boron atoms than the other samples shown in Table 1. In addition, increasing the 

concentration of boron atoms in the sample increases the absorption of neutrons, and hence the total cross-

sectional area and the effective cross-section of fast neutron removal increase, so the shielding efficiency 

also increases. This means that the MF3 sample is the most suitable in the field of fast neutron shielding. 

 

Fig. 2. Effective fast neutron removal cross section for samples. 

Neutrons are indirectly ionizing radiation, but generally neutrons have more biological effectiveness per 

unit of absorbed dose than gamma rays and X-rays. Neutrons deliver the radiation dose to specimens via 

the energy transfer from neutrons to charged particles, such as electrons, protons, and nuclei. This is where 

the amount of energy transferred to the sample will be important. According to Figure 3, the energy of 2.8 

MeV volts, the amount of energy transferred to the MF3 sample is more than other samples. While with the 

increase of energy, the energy transferred to the MB sample is more than the others. 
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Fig. 3. Energy Deposit for Sample. 

In Figure 4, the thicknesses of the samples corresponding to the transmission coefficient of 0.01 for the 

energy of 2.8 and 4.5 MeV are drawn. When the thickness of the sample exceeds 20 cm, we will have the 

required thickness to reduce one hundredth of the neutron intensity at 2.8 MeV energy. Also, when the 

thickness of the sample exceeds 35 cm, we will have the required thickness to reduce one hundredth of the 

neutron intensity at 4.5 MeV energy. This increase is due to considering the cumulative effects of neutrons 

and the maximum attenuation of fast and thermal neutrons. After this thickness, the intensity of neutrons 

decreases to the minimum level and the secondary particles resulting from neutron absorption are also 

absorbed in the shield. The results show that the MF3 sample has a lower thickness than the other samples 

in each energy. 

 

Fig. 4. Shielding thickness required for different neutron energy. 

Conclusions 

The results of this study indicate that the estimation of fast neutron removal cross-section, macroscopic 

cross-section and energy deposit is useful for determining shielding performance. As a result, the results 

obtained from this work showed how effective the boron element can be in moderating the neutrons. Next, 

due to safety restrictions, the safe thickness was also calculated for safe use in the equipment which shows 

a reduction of 4 cm in thickness. Finally, the results show that MF3 concrete reaches 10 precent better 

performance than normal concrete. This shows that the composition and microstructure of MF 3 concrete 

can optimize the damping properties for protective applications. Also, the calculation results showed that 

MF3 concrete has extraordinary values for removing fast neutrons and may exceed the value determined 

for common concretes. 
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Abstract 

Gamma-ray shielding parameters for borate glass samples reinforced with niobium and lanthanum are 

reported. We have simulated mass attenuation coefficients between 15 keV and 10 MeV using Geant4 

Monte Carlo simulation tool. The maximum values of linear attenuation coefficient were reported at energy 

less than 0.6 MeV. The half-value layer decreased due to the addition of Nb2O5 and La2O3, but the values 

of half-value layer for glasses containing, Nb2O5 and La2O3 are lower than the half-value layer for samples 

1 and 4. Glass 2 and 4 is the best attenuator in this study due to the lowest half-value layer of this sample. 

Also, the obtained results showed that glass containing 2.5% Nb2O5 and La2O3, a thickness equal to 35 cm, 

is required to reduce photons with energy of 10 megaelectron volts by one tenth. While for a sample free 

of Nb2O5 and La2O3, at the same energy, a sample with a thickness of 38 cm is required.  Finally, we have 

calculated the of removal cross section for fast neutron for glass samples. The of removal cross section for 

fast neutron showed that sample 3 has a better performance for removal fast neutron. 

Keywords: Gamma-ray, Neutron, Shielding, Glass, Geant4, simulation. 

INTRODUCTION 

Among the studies of different health care sectors, medical radiation is still a significant issue for medical 

center staff and researchers in sub-fields of medicine such as radiation therapy and diagnostic radiology. In 

addition to the benefits of radiation, concerns about radiation exposure cannot be ignored [1]. These effects 

cause gene remodeling that leads to organ dysfunction to cause diseases such as cancer and similarly, 

ionization effects in materials can lead to device dysfunction and other radiation damage. Depending on the 

severity and other related factors, these effects may cause irreparable economic losses and even death [2]. 

The use of shields in radiation applications is an accepted way to protect instruments, their components, to 

protect people and other environmental components from uncontrolled radiation without limiting radiation 

activity. The development of reliable radiation shields often requires the use of specialized elements that 

have a high ability to absorb and weaken the radiation beams, especially gamma photons [3]. Considering 

the increasing use of active gamma ray isotopes in various fields, it is necessary to study the interaction of  
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gamma rays in order to identify suitable materials in terms of density and composition in order to reduce 

radiation effects [4]. Therefore, the density and atomic number of the elements are the primary factors that 

have the greatest influence on choosing the right shield. In this regard, lead (Pb) and its derivatives, such 

as cement and steel, are common materials used for protective applications. But materials containing lead 

are known to have negative effects on humans and the environment [5, 6]. Therefore, various materials such 

as alloys, polymers and glasses are proposed as alternatives to concrete and lead-based materials [7-9]. The 

reason for choosing glass is because of its distinctive features such as high optical clarity, excellent 

formability and the ability to change the composition to improve its properties to form different glass 

structures. Such properties justify glass materials for use in basic applications, for example in display panels 

and windows. Borate glasses are characterized by strong bond formation, reduced thermal expansion, 

increased flexibility and low melting point. All these features make borate glasses easy to work with and 

prepare for various applications including optical fibers, filters, communication devices, lasers and most 

importantly, its use in reducing ionizing radiation [10, 11]. Many studies have been conducted for various 

lead-free glass systems that can be used for radiation protection in hospitals and diagnostic laboratories. 

The new glasses, one of which is lanthanum oxide, have an extremely high refractive index and very low 

dispersion, and are used in camera lenses, military binoculars, and other military equipment to correct 

spherical and chromatic aberrations [12]. Glass containing La2O3 will be transparent and colorless due to 

its high refractive index, have high density and high atomic number, so they are very suitable for use in 

radiation shielding applications. Lanthanum oxide, by adding oxide modifiers such as sodium oxide (Na2O) 

and barium oxide (BaO) to increase moisture resistance, reduce melting point and increase the stability of 

the glass network, plays a role in modifying the optical absorption of borate glass. Borate glass with added 

barium oxide, an alkaline earth metal, is an excellent radiation shielding material because it has a good mass 

attenuation coefficient, effective atomic number values, high density, and most importantly, is non-toxic 

compared to lead [13-15]. On the other hand, Niobium pentoxide, which is also known as niobium oxide, 

belongs to the group of metal oxides and is a white and odorless powder. Niobium oxide (Nb2O5) is used 

in the production of optical glass and filters for photographic lenses, copiers and glasses. Also, they have 

high density and high atomic number, so it will be very suitable for use in radiation shielding applications 

[16]. Therefore, the aim of the present study, to investigate the different protective properties of ionizing 

radiation, a new composition of lead-free borate glasses reinforced with lanthanum oxides and niobium 

oxide in different concentrations for its use in radiation protection. 
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RESEARCH THEORIES 

When a parallel beam of mono-energetic gamma radiation is allowed to penetrate through a material of 

thickness, x(cm) the intensity of the incident radiation degrades due to different interaction processes viz., 

photoelectric effect, Compton scattering and Rayleigh scattering in the intermediate energy range used in 

the present study. The equation (1) can be arranged to determine the linear attenuation coefficient as 

follows: [17]: 

 𝑰 = 𝑰𝟎𝒆
−𝝁𝒙 (1) 

where x is the thickness of the sample, I represent the intensity of transmitted photons and I0 denotes the 

intensity of the initial photons.  

Where μ (cm-1) is called linear attenuation coefficient of the sample under investigation. The symbols I and 

Io representing the intensity under the photo-peak with and without the material in the photon beam. The 

equation (2) can be arranged to determine the mass attenuation coefficient as follows: [17]: 

𝝁𝒎 =
𝝁

𝝆
=
𝟏

𝝆𝒙
𝐥𝐧
𝑰

𝑰𝟎
   (2) 

Simulation with Geant4 Tool 

Experiments in particle and beam physics studies involve complex processes, and hence it is convenient to 

perform simulation modeling before starting experiments. The geometry of the experiment and the design 

of the detectors used in these experiments are of great importance. The large size of the detector, which 

increases its sensitivity, increases the cost of detecting complex events. In radiation shielding studies, it 

greatly facilitates the transport of radiation events within shielding materials, provides basic information to 

the user, and guides the design of new materials [18]. Figure 1 shows the narrow beam geometry of the 

Geant4 simulation tool, which consists of a gamma source impinging on a glass plate. Gamma photon 

energy is determined using the GPS spectrum definition in the energy range of 0.15 to 10 MeV. Also, glass 

samples are modeled according to their atomic number, mass number, element weight fraction and density. 

In this work, ten million photons are fired from the energy source to hit the glass sample target. Then the 

transmitted photons are recorded using a detector. Eventually, the mass attenuation coefficients values of 

the studied glasses were calculated based on the Beer-Lambert law. 
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Fig. 1. Simulated geometry in Geant4 tool to determine gamma shielding properties in glasses. 

Results and Discussion 

The compositions of heavy metal oxide glass considered in this study as an alternative to conventional 

glass, characterized by the addition of Lanthanum and Niobium oxides, are listed in Table 1. In the 

calculation section, the aim is to investigate the difference in the gamma shielding capacity of Lanthanum, 

Niobium compounds with borate glasses to estimate the attenuation length and gamma absorption through 

simulation tools.  

Table 1.  Chemical compositions of glass samples.  

Chemical Composition 

(%) 

Sample  

Glass 1 Glass 2 Glass 3 Glass 4 

B2O3 60 55 55 55 

Bi2O3 10 10 10 10 

Al2O3 10 10 10 10 

ZnO 10 10 10 10 

Li2O 10 10 10 10 

La2O3 -- 2.5 5 -- 

Nb2O5 -- 2.5 -- 5 

Density (g.cm-3) 3.527 3.682 3.729 3.634 

The mass attenuation coefficients (MAC) of the glasses were determined using the Geant4 toolbox. The 

results obtained from mass attenuation coefficients in the energy range of 0.015 to 15 MeV are shown 

according to Figure 2. It can be seen that the mass attenuation coefficient of the existing glasses depends  
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on the gamma energy and also on its compositions. For low energy photons (0.015-0.5 MeV), the mass 

attenuation coefficient is significant due to the dominance of photoelectric absorption in this energy range. 

Moreover, some abrupt discontinuities can be seen in the Fig. 2 due to the photoelectric effect near the 

absorption K-edge of La, Bi and Nb elements at 38.92 keV, 90.52  keV and 18.98 keV, respectively.  This 

very slight increase in the energy related to the absorption edge of Niobium and Bismuth causes more 

photon energy to be absorbed by the orbital electron, which can be used for protection in this energy range. 

Also, due to this absorption, secondary particles will have less energy. Among our suggested glasses, glass 

4 and 2 have a higher mass attenuation coefficient, because both have a higher weight fraction than the 

other two samples. 

 

Fig. 2.  Variations of mass attenuation coefficients with respect to a function of photon energy in the Samples. 

The linear attenuation coefficients (LAC) for gamma rays in the studied glasses are qualitatively plotted in 

Figure 3. As Figure 3 shows, with increasing energy, the values of linear attenuation coefficient decrease 

for all glasses. Therefore, the value of the attenuation coefficients of glass 2 and 4 reaches a maximum at 

0.015 MeV and a minimum at 10 MeV. This process is predicted by the behavior of photoelectric effect, 

Compton scattering and pair production cross section according to gamma ray energy. These processes are 

dominated by gamma photon interactions with glasses at these energies. In addition, the dominance of 

photoelectric absorption (a process that completely absorbs photons at low energies below 0.6 MeV) 

explains the relatively higher in this energy range. The Compton process, which is effective at later energies, 

does not completely absorb the photons, but slows them down. In comparison, glass 2 has the highest  
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possible μ at all energies, while glass 1 has the lowest μ. The high atomic number of lanthanum and niobium 

along with bismuth oxide, which is a good absorber for gamma photons, causes the photon attenuation 

characteristics of these glasses to increase.  

 

Fig. 3. Variations of linear attenuation coefficient (μ) with respect to a function of photon energy in the Samples. 

Plotting the reduction of gamma radiation inside a glass sample in terms of MFP can give meaningful 

information. Given that it was obtained for low MFP, more interactions between photons and materials can 

be inferred, resulting in better performance. As the photon energy increases, the MFP increases very 

quickly, so in shielding applications, it is better to increase the thickness of the glass because the gamma 

rays can penetrate deep into the glass. In addition, Figure 4 shows that the existing glass has better properties 

than borate glass with bismuth oxide (Glass 1). 
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Fig. 4. Comparison of the values of mean free path with respect to a function of photon energy in the samples. 

The half value layer HVL values of the present glasses are calculated and plotted in Figure 5. It can be seen 

from Figure 5 that the HVL values of the glasses present at low photon energies are very small (0.511 

MeV). Then, HVL values increase with the increase of photon energy and the maximum thickness, which 

is about 3.5 cm, is observed at about 1.333 MeV for all studied glasses. These findings show that high-

energy photons have a greater capacity to penetrate the shield. With increasing energy and increasing 

density values and increasing μ/ρ, the HVL values determined for the samples increased in energy of cobalt, 

cesium and sodium sources in niobium and lanthanum content samples. 

 

Fig. 5. The values of half value layer with respect to a function of photon energy in the samples. 

In addition, we can estimate the coverage at an even deeper layer, for example a tenth, using the concept of 

the tenth value layer. For this reason, we calculated the tenth value layer (TVL) for the samples and plotted 

the results in Figure 6. After that, the TVL values of the present glasses increase with increasing photon 

energy. The low value of TVL in the low-energy region indicates that the surface of La2O3 and Nb2O5 

significantly affects the capacity of these glasses to reduce radiation, which is consistent with the important 

role of the photoelectric effect. At higher energies, the content of La2O3 and Nb2O5 has a great effect on 

TVL. The required thickness should be as small as possible to select the ideal material sample. It has been 

found that glass 2 and 4, which has the composition structure of La2O3 and Nb2O5, has the lowest TVL 

values compared to other glass samples. Under these research conditions, the behavior of the samples is 

satisfactorily explained by the inverse relationship between LAC and TVL. Therefore, glass density has an 
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inverse relationship with TVL. As seen in Figure 5, the increase of La2 O3 and Nb2O5 increases the density. 

At the same energy, it requires a relatively thinner layer of glass to shield the high-energy photons. 

 

Fig. 6. Tenth value layer with respect to a function of photon energy in the samples. 

The cross-section of the fast neutron removal of the present glasses is shown in Figure 7. The total exclusion 

cross section (ΣR) for fast neutrons for glass 3 has the highest ΣR values. While glass 2 has the lowest ΣR 

values among the present glasses. Although Li and O have the highest mass exclusion cross sections for 

fast neutrons among the elements in glasses. It seems that the increase in the density of glass due to the 

addition of Nb2O5, La2O3 increases the frequency of fast neutron collisions and hence the cross section of 

fast neutron removal. Therefore, the optimal glass structure for fast neutron modulation is found in glass 3. 

Fig. 7. Variations of removal cross section (ΣR) for the glasses for fast neutron. 
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Conclusions 

Gamma-ray shielding parameters are reported for four samples using Geant4 code. We simulated the MAC 

between 15 keV and 10 MeV using the Geanr4 code. The maximum linear attenuation coefficients  values 

were found in the low energy range (less than 0.6 MeV). Linear attenuation coefficients decrease with 

increasing energy and it had the highest value for glass 2 and 4. HVL increased due to the addition of Nb2O5 

and La2O3. HVL values for glasses 1 and 3 are lower than HVL for glasses 2 and 4. Glass 3 did not perform 

well even with a higher density than other samples. Samples 2 and 4 are the best attenuators in this study 

due to the lowest HVL and TVL values in the samples. A 35 cm thick glass 2 is needed to reduce the photon 

surface carrying energy of 10 MeV by a factor of one Tenth, while 1 requires a 38 cm thick sample for this 

purpose with the same energy. The results showed that lanthanide glass has a slightly lower TVL than other 

glasses and is more suitable for use as a transparent radiation shield. 
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Abstract 

Much research is being conducted on the Bremsstrahlung photon contamination in medical linear 

accelerators. This work aims to evaluate Bremsstrahlung photon pollution inside the MIRD Phantom. In 

this work, Bremsstrahlung photon contamination in the ELEKTA Precise linear accelerator at Ayat-O-lah 

Khansari Hospital is measured by thermo luminescence detectors and calculated by MCNPX simulation. 

Comparison between the measured and calculated dose of produced Bremsstrahlung photons at 15MeV 

energy has shown a good agreement, so it will be possible to calculate Bremsstrahlung photon dose inside 

the MIRD Phantom with MCNPX. It was understood that in radiation therapy of neck tumors by 15 MeV 

electrons, the maximum rate of Bremsstrahlung photon dose will be produced at the pharynx position, and 

its average dose is 72.7 mSv. The MCNPX code offers an excellent tool to simulate absorbed doses in 

radiotherapy. So, it will be possible to have a comprehensive photon contamination plan produced during 

the electron therapy for a different part of the body with Monte Carlo codes. 

Keywords: Bremsstrahlung contamination, Thermo luminescence dosimetry, Medical linear accelerator, 

Electron therapy, MCNPX, Humanoid Phantom. 

Introduction 

High-energy electrons have been used in radiation therapy since the 1950s. The electrons' most clinically 

practical energy limit is 6 to 20 MeV for treating superficial tumors like skin, lip, head, and neck cancers 

[1]. Having a finite range is an advantage of electron beam irradiation. This issue causes a sharp drop-off 

in the dose beyond the tumor. Also, a distinct advantage of electron beams is dose uniformity in the target 

volume [1,2]. 

The generation of suitable clinical electron beam imports a challenge to accelerator manufacturers [3]. 

Clinical electron beams contain an admixture of Bremsstrahlung photons produced in various structures in 

the accelerator head, such as the ion chamber, the dual scattering foil, the electron applicator, and the 

irradiated patient or Phantom. Therefore, the rate of producing Bremsstrahlung radiation is greatly affected 

by the thickness and atomic number of these elements [4,5,6].  

It must be considered that electron beams parameter produced by  various LINACs show the difference 

between manufacturers, so it is essential to know the amount of leakage and scattered radiation in electron  
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therapy by different LINACs [7,8]. Hence many studies have been done on various LINACs; some cases 

are mentioned briefly in the following. Characteristics of Bremsstrahlung in electron beams were performed 

on a Varian 2300CD LINAC. The maximum bremsstrahlung dose was estimated to be less than 10% of the 

maximum electron dose [6]. The result of the Monte Carlo investigation of electron beam output factors 

versus the size of the square cutout for the Siemens MD2 accelerator showed that the dose contribution 

from contaminant photons depends on energy and cutout size [9]. In other research, the dose distribution in 

whole-body superficial electron therapy was investigated, and the Bremsstrahlung dose has been studied as 

a function of the number of fields used [10]. 

Research theories 

This study evaluates Bremsstrahlung photon pollution caused by the ELEKTA Precise linear accelerator. 

First, the production of Bremsstrahlung radiation is calculated with MCNPX and measured experimentally 

by thermo luminescence detectors at 15MeV energy. As there is a suitable match between simulation and 

experimental data, Bremsstrahlung photon contamination dose is calculated in different parts of the 

patient’s body Phantom with MCNPX. 

Experimental 

1. MCNP Simulation and Experimental Measurements in Radiotherapy 

Monte Carlo codes are the most accurate methods for predicting dose distribution and accumulation in the 

tissue at radiotherapy [8]. This study simulated the radiation transport of photons and electrons using the 

MCNPX 2.4.0 Monte Carlo code. 

This simulation has been done for the electron mode of the ELEKTA Precise medical linear accelerator at 

Ayat-O-lah Khansari Hospital. The head of the ELEKTA Precise machine for electron mode has a primary 

scattering foil, primary collimator, secondary scattering foil, monitor unit chamber, mirror, X and Y jaws, 

and the electron applicator. This simulation was done for 15MeV energy and a 10cm×10cm applicator. A 

circular disk with a 1mm diameter was considered for simulating the electron source. The energy spectra 

of the electron source were modeled as a Gaussian function with FWHM = 10% for 15 MeV energy. The 

cylindrical polyethylene phantom  with a 5cm radius and 5cm high thermo luminescence detectors, patient 

bed, and treatment room were simulated. The cut-off energy for  transporting electrons and photons was 

considered 0.01 MeV in simulations. For calculating the absorbed photon dose, tally F6 was used. This tally 

gives the amount in the unit of MeV/g per particle. The total photon dose rate in the mSv range (equivalent  
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dose) can be calculated by considering the unit conversion and activity of the source. A schematic of the 

radiotherapy room, its different parts, and the place of simulated TLDs are shown in Fig. 1.  

 

 
Fig. 1. a) 3D view of the simulated geometry of different parts of the treatment room in 15MeVenergy. b) 3D view 

of the simulated geometry of Ayat-O-lah Khansari Hospital radiotherapy room. 

 

To validate the obtained results through simulation, the Bremsstrahlung contamination is empirically 

measured by using five TLD-700 at arbitrary points. The TLD-700 is a lithium fluoride (LiF) thermo 

luminescence detector made by the US Harshaw Company. It is the most commonly used TLD material for 

personnel dosimetry. LiF TLDs have a comprehensive dose response of ~0.01 mSv to 1.05 Sv. Another 

advantage of LiF TLDs is that their adequate atomic number is close to that of human tissue; therefore, the 

dose to the dosimeter is close to the human tissue dose over a wide range of energy. These TLDs are 

designed as rectangular cubes with 0.9mm×3mm×3mm dimensions [11]. The experiment used a cylindrical 

polyethylene phantom  with a 5cm radius, 5cm high, and 10cm×10cm applicator. To calculate 

Bremsstrahlung photon contamination in 15 MeV, 5 TLD-700 were used around the Phantom and the 

patient bed. One of the TLDs was chosen as an environmental dosimeter. The location of other TLDs is 

shown in Fig. 1.(a). LINAC setup was: Dose rate= 300 mu/min, SSD= 100 cm, and monitor unit= 100mu. 

The average measurement error of TLDs is around 10%. 
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2. MCNP Model of the MIRD Phantom 

Using of humanoid phantoms has been popular for many different uses in radiotherapy. Such Phantom 

allows calculating of dose distribution in other organs of the body. In this work, for calculating the rate of 

producing Bremsstrahlung dose in other parts of the body in electron therapy of neck and head cancer, the 

MIRD Phantom was used. The MIRD Phantom is provided by the Massachusetts Institute of Technology, 

Department of Nuclear Engineering. It represents a male 170 cm tall, which contains different body organs 

such as the lung, stomach, kidney, spleen, brain, skin, etc. It has been simulated with three different 

materials, the part of soft tissue, the bones, and the lungs.  Fig. 2. shows our simulation's MIRD Phantom 

on the patient bed. 

 

 
Fig. 2.  Simulation of the MIRD Phantom on the patient bed in the radiotherapy room. 

 

Results and discussion 

The Bremsstrahlung contamination caused by the electron beam of the ELEKTA Precise linear accelerator 

at Ayat-O-lah Khan sari Hospital at different points is measured experimentally and simulated with 

MCNPX for 15 MeV energy. Results are calculated in a time unit and shown in Table 1. As shown in Table 

1, the rate of producing Bremsstrahlung radiation in simulation and experimental data for a cylindrical 

polyethylene phantom shows a similar trend for these arbitrary points. This suitable match allows us to 

calculate the Bremsstrahlung photon contamination dose for different internal organs of the MIRD Phantom 

with MCNPX. The results of the calculation for the reference field (10×10 cm2 applicator) in different parts 

of the MIRD Phantom are shown in Table  2. It was realized that in electron therapy for head and neck 
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tumors, the maximum rate of this unwanted dose would be produced at the pharynx of a patient with an 

average of 72.7 mSv at 15 MeV energy.  

 
Table 1. Comparison of experimental and simulation results at 15MeV in different locations of the radiotherapy 

room. 

 

Table 2. Average of the Bremsstrahlung absorbed dose for different organs of MIRD Phantom at 15MeV energy. 

TLD-700 

characteristic 

location of the TLD-700 

according to the distance from 

origin(cm) 

Average of the 

Bremsstrahlung absorbed 

dose in simulation (mSv) 

Average of the 

Bremsstrahlung absorbed 

dose in the experiment (mSv) 

1 100.52 27.5 40.52 

2 105.8 6.49 5.72 

3 225.52 1.96 0.721 

4 246.48 0.09 0.034 

Body organ Average of the Bremsstrahlung 

photon absorb dose (mSv) 

Average of the Electron 

absorb dose (mSv) 

BRAIN 5.62 6.99 

HEAD 42 242.1 

PHARYNX 72.7 123.6 

THYROID 11.5 12.2 

THYMUS 3.99 4.55 

LUNG 0.062 0.065 

LIVER 0.65 0.684 

SPLEEN 0.482 0.484 

STOMACH 0.447 0.472 

PANCREAS 0.43 0.432 

KIDNEY 0.242 0.259 

LARGE 

INTESTINE 

0.519 0.551 

SMALL 

INTESTINE 

0.314 0.324 

BLADDER 0.027 0.03 

BONE MARROW 2.27 2.92 
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The ratio of Bremsstrahlung photon dose to the irradiated electron dose at each part of the MIRD Phantom 

is shown in Fig. 3. It is clear that the penetrating power of electrons is low, approximately a few mm range 

in tissue. So, the electrons with a good approximation penetrate the depth of neck tissue and loss their 

energies by absorbing in tissues. Because the intensity of the incident electron dose is very high in the head 

and neck, the ratio of the Bremsstrahlung photon dose to the electron dose will be small in these regions. 

This ratio remarkably increased with increasing distance from the place of treatment (neck) toward other 

parts of the body such as the lungs, stomach, kidneys, and so on. It will occur because the electrons 

scattering compared to photons scattering is much more, and the depth of their influence is much less. Some 

portions of this produced Bremsstrahlung photon dose is due to penetrating electron dose. The main 

contribution came from the penetrating photons produced and scattered in other body parts toward these 

areas. 

 

 
Fig. 3. The ratio of Bremsstrahlung photon dose to the irradiated electron dose at each part of the humanoid 

Phantom in electron therapy at 15 MeV energy. 

 

Conclusions 

This study was intended to evaluate Bremsstrahlung pollution inside the MIRD Phantom at electron therapy 

with Precise LINAC. The MCNPX code offers an excellent tool to calculate absorbed doses in radiotherapy. 

In electron therapy for neck and head tumors, the top portion of the Bremsstrahlung photon dose will be 

SKIN 2.12 7.47 

TRUNK 4.93 6.90 
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produced at the pharynx position with an average of 72.7 mSv at 15 MeV energy. Then it will be possible 

to have a comprehensive photon contamination plan produced during the electron therapy for a different 

part of the body with Monte Carlo codes. 
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Abstract 

High-voltage semiconductor devices are prone to Single Event Burnout (SEB) due to the interactions of 

Galactic Cosmic Rays (GCR). SEB is a permanent failure which is initiated by the passage of a single 

particle during turn-off state of the device. In this paper, SEB in a PiN diode induced by various ions in 

space studied through simulation. The studied ion’s LET determined by SRIM. Also, the electrical 

properties of the device due to irradiation studied by Silvaco TCAD tool. The key indicator of the SEB 

occurrence is the threshold voltage of SEB (VSEB). Therefore, the correlation between the ion’s LET and 

VSEB has been investigated.The results indicate that the most sensitive region is in the middle of the device 

and SEB is caused by avalanche multiplication of ion-generated carriers. Furthermore, it is found that the 

VSEB decreased from 3200 V to 2100 V, when the LET increased from 0.19 to 58 MeV.cm2/mg for He and 

Ta, respectively. Therefore, ions with higher values of LET can burnout the device in the lower VSEB and 

make the device more sensitive to SEB. 

Keyword: Single Event Burnout (SEB), Linear Energy Transfer (LET), PiN diode, Silvaco TCAD, SRIM, 

Threshold Voltage of SEB (VSEB). 

Introduction 

Modern Space technology has developed during the last decades and the power demand for space platforms 

has continuously increased. The future space platform’s power should reliably work in space for more than 

30 years without maintenance [1]. In 2016, NASA highlighted the high-power electric propulsion as the 

first priority of future space technologies. These technologies use high-power devices which should work 

in space environments for decades [2]. 

High-power semiconductor devices are essential in modern spacecraft and propulsion systems. The device’s 

performance may be degraded under space radiation. There are charged ions with energy up to 1020 eV in 

space [3]. Interaction of electronic devices with ionizing radiation may affect their performance, leading to 

their failure. Reliability of these systems is very important because of the high costs of space applications. 

When electronic devices are exposed to radiation, they may lose their correct performance due to  
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cumulative or Single Event Effects (SEEs). Cumulative effects are gradual effects which take place during 

the whole lifetime of the electronic devices which are exposed in the radiation environment. These effects 

can be categorized into Total Ionizing Dose (TID) and Displacement Damage (DD). On the other hand, 

SEEs are stochastic events which cause the perturbation of the behavior of electronic devices or systems 

because of the passing of a single ionizing particle. SEE is divided into two categories of soft error and hard 

error. Single Event Burnout (SEB) is a destructive form of SEE (hard error) which can disrupt the power 

devices exposed to radiation. SEB is a widely recognized problem for space applications. It occurs in the 

high-voltage devices when they are in OFF-state. SEB was first observed in power MOSFETs in 1986 [4]. 

But, after that it was reported that power diodes may also experience this phenomenon due to heavy ion 

strikes [5]. In recent years, many investigations conducted to understand the SEB mechanisms and also 

hardening approach in different power devices to reduce the vulnerability of these devices against radiation 

[6-10]. 

The investigations showed that as the applied voltage of electronic devices increases, the probability of 

failure and malfunctions due to SEB are increasing due to the interactions with galactic charged particles 

in space [11,12]. The key parameter of the SEB sensitivity of the device is the threshold voltage (VSEB), 

which related to the ability of the device to resist against SEB [13]. Scheick et al. point that the VSEB may 

be much lower than the breakdown voltage (VBD) of the device and it could be different under irradiation 

of different ions [14].  According to experimental results of Martinez et al. for p-GaN gate HEMT, VSEB 

probably would have been lower for heavier ions [15]. 

Obtaining SEB data test for semiconductor devices is an expensive, challenging and time-consuming task, 

because of the destructive nature of the test. But simulations tools provide an opportunity to investigate the 

behavior of the device due to irradiation. Silvaco TCAD is one of these tools which is based on the finite-

element methods for solving the equations. 

In this paper, simulations performed using Silvaco TCAD to understand the electrical properties of a PiN 

diode during irradiation. PiN diode is considered because of the presence of P-i-N structure in 

all high voltage semiconductor devices. To this perpose, the sensitive injection position and the VSEB 

of each ion were conducted and then, the correlation between different values of LET and VSEB was studied.  

Materials and methods 
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The PiN diode with the voltage breakdown (VBD) of 3.3 kV is adopted in this work. Simulations using 

Victory module of Silvaco TCAD tool were performed to study the device behavior under irradiation of  

different ions. This tool is based on the finite-element methods and solves the Poisson’s and carrier 

continuity partial differential equations for the device. The key models used in the simulation, include the 

SRH1 recombination model, the Auger recombination model, the impact ionization model and the electric-

field dependent model. Doping levels and dimensions which are used in the PiN diode 

simulations are given in Table 1. As the particle passes through the material, it deposits part or all of 

its energy through direct or indirect ionization, and a column of electron-hole pairs is created along its track. 

According to the Bethe-Bloch equation, the LET value firstly increases with energy and then, decreases 

after a peak value [16]. 

Table 1. The parameters used in the diode simulation 

)3-Doping (cm Length (µm) 
Region 

 

181*10 20 +n 

133*10 300 𝒏−layer) -(i   

181*10 20 +P 

 

To understand the relation between the VSEB and LET, different ions with relatively high flux in the space 

were selected. The studied ions are He, O, Ne, Si, Fe, Cu, Br, Kr, and Ta. To consider the same condition 

for the studied ions in this study, it was supposed that all of them pass completely through the device. So, 

for the same range of ions, the energy and LET in the silicon were calculated using SRIM. Then, the 

electrical simulations were performed to obtain the most sensitive region in the device and 

also to observe the effect of the heavy ion strike on the PiN diode behavior. The VSEB at a given 

LET value can be obtained by gradually increasing cathode voltage and observing its transient current. The 

results have been shown in the following section.  

Results and discussion 

The simulated 2D diode structure has been shown in Fig. 1. After the ion strikes the device, some electron-

hole pairs will be generated. Because of the electric field, the strike-induced electron-hole pairs 

 
1 Shockley-Read-Hall 
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separate. Electrons flow to the cathode, while holes flow to the anode. The current density of 

electron and holes around cathode and anode after incidence into the PiN diode is shown in Fig. 2 (a, b). 

 

 

 

Fig. 1. The simulated structure of PiN diode using Sivaco TCAD tool. 

 

  

 (a) (b) 

Fig. 2. The current density of the generated electron and holes around the (a) cathode and (b) anode after ion strike. 

The strike location is in x=2.5 µm. 
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To investigate the most sensitive region, the ion with different values of LET was struck into the different 

locations in the PiN diode. The most sensitive region is defined by the minimum LET value which is 

triggering SEB. Fig. 3, shows the minimum LET which leads to SEB in the device versus position. The  

 

 

results indicate that the most sensitive region is in the middle of the device, where the device is most likely 

to burnout when the ion with lower LET strikes on it. 

 

Fig. 3. The sensitivity of different positions in the PiN diode. 

The transient behavior of the cathode current in the device after ion strike has been shown in Fig. 4. This 

figure is due to the ion strike with two values of LET=13.6 MeV.cm2/mg and LET=27.2 MeV.cm2/mg. 

according to the simulation results, the current pulse after ion strike for LET=13.6 MeV.cm2/mg, falls back 

to zero and the device recovers. So, no SEB has occurred. But for LET=27.2 MeV.cm2/mg, as can be 

observed, the current increases enormously and in this case the device burnout. Occurrence of SEB is due 

to the presence of a strong electric field after the particle strike and the multiplication of ion-generated 

carriers. 
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Fig. 4. Cathode transient current as a result of ion strike with two values of LET. LET= 13.6 MeV.cm2/mg and 

LET=27.2 MeV.cm2/mg. 

In order to investigate the correlation between VSEB and LET, the transient current for different biases less 

than the breakdown voltage has been simulated by irradiation of the ions in the middle of the device as the 

most sensitive region. The results have been shown in Table 2, which indicate that the VSEB is different 

under irradiation of different values of LET. As can be observed in the table 2, the VSEB of He, Cu, and Ta 

ions obtained 3200 V, 2500 V, and 2100 V respectively. The results indicate that the VSEB decreases with 

the increase of LET value. This was predictable, because of the more energy deposition in the device and 

more carrier generation due to the higher values of LET, more multiplication occurs. 
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Therefore, the ion with higher LET value possesses lower VSEB. It means that the sensitivity of the device 

to the occurrence of SEB increases when the ions with higher LET strikes on it. The similar result has been 

recently obtained for GaN HEMT power devices [13]. 

 

 

 

 

 

 

 

 

 

 

Table 2. Relationship of VSEB and LET value of different ions. 

 

Conclusion 

In this work, a simulation study on the SEB induced in a PiN diode has been conducted to investigate the 

impact of LET value on the SEB sensitivity of the device. In order to understand the correlation between 

the ion’s LET and threshold voltage of SEB (VSEB), firstly, SRIM has been adopted to determine the LET 

of the studied ions in the silicon. Then, the transient behavior of the device has been studied using Silvaco 

TCAD tool. The results demonstrate that the PiN diode is most sensitive to the ions injected in the middle 

of the device. SEB is caused by avalanche multiplication of ion-generated carriers. Furthermore, it is found 

that the VSEB decreases from 3200 V for He to 2100 V for Ta, under irradiation of ions with higher values 

of LET. Therefore, ions with higher values of LET can burnout the device in lower voltage and make it 

more sensitive to SEB.  
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Abstract 

The Sensitivity of SPECT relies on both Collimator and Detector Crystals. To design an optimal Scanner, 

a comprehensive study of the impact of both is crucial. Therefore, the aim of this study is to investigate 

the impact of CZT, NaI, LuAP, and BGO on Sensitivity and Scatter Fraction. To achieve this objective, a 

whole-body SPECT Scanner was simulated and validated using the GATE Monte Carlo toolkit. Sensitivity 

and Scatter Fraction were evaluated based on the NEMA NU-1 2018 standard. The results indicate that 

LuAP and BGO exhibit approximately 17.5% and 11.2% higher Sensitivity, respectively, compared to 

CZT Crystal. Additionally, these Crystals show an increase of 18.6% and 35.5% in Scattering Fraction 

compared to CZT. Furthermore, we concluded that Nal(TI) Crystal performed worse both in terms of 

Sensitivity and Scattering Fraction compared to the utilized Crystals. In conclusion, based on the results, 

LuAP and BGO demonstrate better performance in this energy range. 

Keywords: SPECT – Monte Carlo simulation – NEMA – Sensitivity 

INTRODUCTION 

Single photon emission computed tomography (SPECT) is an effect metabolic and functional imaging 

technique, and is increasingly used as a quantitative imaging tool in recent years [1]. SPECT have a wide 

variety of useful diagnostic applications such as bone scanning for metabolic bone diseases, myocardial 

perfusion for heart diseases, and neurotransmitter brain imaging for brain diseases, etc. They are also 

widely used in pre-clinical for drug and disease researches [1,2]. Most of the commercial SPECT systems 

are built with cost-effective, large size monolithic Nal(TI) scintillators by an array of large conventional 

PMTs using the well-known Anger logic principle [3]. This common design is inexpensive to manufacture, 

and robust as using few output electronica channels. However, there are some fundamental limitations 
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such as relatively long image acquisition time due to the low Sensitivity and count rate limited by signal 

pile up, and poor intrinsic spatial resolution due to the scintillation  

 

 

photons spread in the large size scintillator [4]. In the last decades, many researchers have been attempting 

to develop compact SPECT detectors using different scintillators with high Sensitivity, good energy 

resolution as well as high spatial resolution [5]. Currently, the most widely used scintillation Crystals for 

SPECT include thallium-doped sodium iodide (Nal(TI)), and (CZT) telluride zinc cadmium [6]. In this 

paper, we simulated and validated a whole-body SPECT Scanner using the GATE Monte Carlo toolbox 

and investigated the effect of CZT, NaI, LuAP, and BGO Crystals on the Sensitivity and Scattering 

Fraction of the Scanner. We adhered to the NEMA NU1-2018 standard throughout our study. 

Materials and Method 

System Description and GATE Simulation 

To achieve the mentioned goal a whole-body SPECT Scanner was simulated and validated using the GATE 

Monte Carlo (v.9.3) toolkit (Fig.1-a). The simulated Scanner Detector array consists of 32448 Crystals and 

8 heads. Each head has a Detector area of 179.2 mm × 128 mm with 1.6 mm × 1.6 mm pixels with a 

thickness of 5 mm. The Crystals have an active area of 1833 square mm. The Collimator is made of 

Tungsten-Alloy (W 91%, Ni 6%, Pb 3%) with a thickness of 25 mm and has a rectangular array. The 

diameter of the holes is 1.28 mm and the thickness of the septa is 0.32 mm. The Collimator provides good 

Sensitivity both for energies above 140 keV and for low energies of 170 keV and also has a good Scattering 

Fraction (Fig.1-b). The supplementary information of the simulated Scanner is provided in Table 1. The 

key system performance characteristics including Sensitivity and Scatter Fraction have been evaluated 

according to the NEMA NU 1-2018 specifications. As mentioned, in this study, 4 Crystals of CZT, 

Nal(TI), LuAP and BGO were Simulated to evaluate the Sensitivity and Scattering Fraction, and the 

properties of each of the selected candidate materials are shown in Table 2[7]. 
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Table 1. Simulated Scanner specifications 

 

Parameter Design 

 

Detector Number of detector heads 8 

 

Detector heads radial position 185 mm for brain 240 mm for torso (this work) 

Detector thickness  5 mm 

Detector head size 179.2 mm × 128 mm 

Full detector area  1833 cm2 

Pixel pitch 1.6 mm 

 

Number of pixels per head 112 × 80 

 

Collimator Collimator hole shape Rectangular 
 

Collimator material Tungsten-Alloy W 91%, Ni 6%, Pb 3% 

Collimator density  17.3g/cm3 

Collimator length 25mm 
 

Collimator hole size 1.28 mm 
 

Septal thickness 0.32 mm 

 

 

 

Table 2. Comparison of CZT, Nal(TI), LuAP, and BGO characteristics in nuclear medicine. 

 
Crystal Nal(TI) CZT LuAP BGO 

Effective Atomic Number 56 50 65 74 

Density (g/cm3) 3.67 6.2 8.34 7.13 

 

Photon Yield (Ph/MeV) 38000 ---- 10000 - 12000 8000 - 10000 
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Fig. 1. (a) System geometry as simulated in Geant4 application for tomographic emission (GATE). (b) 

close-up of single detector head. 

 

 

Sensitivity Calculation 

The volume Sensitivity measurement gives the number of events detected by the SPECT system per 

second per unit of concentration of radionuclide uniformly distributed [8]. The result depends, among 

other things, on the efficiency of Collimator, the energy window setting, the energy resolution of the 

detector, the Crystal thickness, and the radionuclide [2]. We defined the total Sensitivity, S, of our system, 

and the Sensitivity to selected counts, Sˊ, as: 

 

 

(b) (a) 
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where C is the number of detected counts independent of the energy, Cˊ is the number of selected counts 

in the photopeak region, T is the time in seconds, and A is the total activity of the subject [4]. The Sensitivity 

for a Point Source placed in the air at the center of Scanner has been calculated for two radionuclides 99mTc 

and 177Lu. 

Scatter Fraction 

Scatter Fraction is a metric commonly used in nuclear medicine imaging to quantify the level of Scattered 

radiation relative to the total detected radiation. It represents the ratio of Scattered counts to the total counts 

detected by the imaging system. A lower Scatter Fraction indicates better image quality, as it suggests less 

interference from Scattered photons and thus improved contrast and spatial resolution in the reconstructed 

images [9]. The Scatter Fraction, k, can be written in terms of broad-beam (including Scatter) and narrow-

beam (excluding scatter) counts as [10]: 

 

 

 
Results 

Sensitiviy 

Cbroad − Cnarrow 
K = 

Cbroad 

Eq. 3 

In the initial phase, the Sensitivity of the Simulation system was confirmed with the study by Yunsuk Hoh 

and colleagues, showing a relative difference of less than 1% [6]. The Sensitivities, as defined in Eq 1 and 

Eq 2, were calculated by the centered Point Source for 99mTc and 177Lu (Fig 2 (. Sensitivity is lower for 

177Lu due to the lower branching ratio and the higher energy of the gamma-rays, which have a lower 

photoelectric cross-section [5]. In addition, it has been observed that the Sensitivities of BGO and LuAP 

Crystals are superior to those of NaI and CZT Crystals. This can be attributed to several factors. Firstly, 

BGO and LuAP Crystals exhibit higher stopping power for gamma-rays compared to NaI and CZT 

Crystals [2]. Secondly, they have better energy resolution characteristics, allowing for more precise 

determination of gamma-ray energies [2,11]. Thirdly, their decay time properties are more  

 

favorable, resulting in reduced detector dead time and improved temporal resolution [11]. Overall, these 

factors contribute to enhanced Sensitivity and performance of BGO and LuAP Crystals in gamma- ray 

detection applications [12]. 
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Fig. 2. (a) Sensitivities obtained without the presence of a Collimator. (b) Sensitivities obtained in the 

presence of a Collimator. 

Scattering Fraction 

The Scattering Fraction was calculated for 4 Crystals of CZT, NaI, LuAP and BGO with 99mTc and the 

results are reported in Table 3. It can be seen that CZT has a lower Scattering Fraction than other Crystals. 

This can be attributed to its higher atomic number and density, which result in increased absorption of 

Scattered photons within the Crystal volume, thereby reducing their contribution to the detected signal 

[13]. 

 

 

Table 3. Scatter Fraction results for CZT, Nal(TI), LuAP and BGO Crystals. 

 

 

 

Crystals Nal(TI) CZT LuAP BGO 

 

Scattering Fraction 41% 17.7% 21% 24% 

 

Uncertainty 0.8% 0.9% 0.5% 0.6% 

(b) (a) 
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Conclusion 

In this paper, a whole-body SPECT imaging system equipped with specialized tungsten Collimators is 

Simulated. The study assesses its efficacy in whole body imaging employing 99mTc and 177Lu 

radionuclides. It is noteworthy that 99mTc demonstrates better performance compared to 177Lu in the 

Simulated Scanner. The lower performance of 177Lu is attributed to its lower branching ratio and higher 

energy gamma rays, which have a lower photoelectric cross section. Additionally, the findings indicate 

that LuAP and BGO Crystals exhibit approximately 17.5% and 11.2% higher Sensitivities compared to 

CZT Crystal, respectively. Several factors contribute to these conclusions. Firstly, the intrinsic properties 

of LuAP and BGO Crystals, such as high light yield and fast decay time, make them efficient in absorbing 

and converting incident radiation into detectable signals. This characteristic is particularly crucial in 

scenarios requiring rapid and accurate detection. Furthermore, the excellent energy resolution 

demonstrated by LuAP and BGO Crystals enhances their Sensitivity and enables precise detection of 

various radiation energies, essential in applications where distinguishing between radiation types or 

identifying specific isotopes is necessary. Additionally, the stability and robustness of LuAP and BGO 

Crystals against temperature variations and environmental factors contribute to their superior Sensitivity 

compared to CZT and NaI Crystals. This resilience ensures consistent performance across diverse 

operating conditions and enhances their reliability in practical deployment. Moreover, advancements in 

Crystal growth techniques and manufacturing processes have enabled the production of large size and high 

quality LuAP and BGO Crystals, expanding their applicability in various radiation detection systems while 

maintaining their Sensitivity advantages. Finally, the Scatter Fraction of LuAP and BGO increased by 

18.6% and 35.5% compared to CZT due to their high effective atomic number andhighdensity.
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Abstract 

 

In this study, dose distribution was calculated by Monte Carlo simulation for a novel, high dose rate beta-

emitting disc source (Liberty Vision Yttrium-90 Disc, or LV Y-90 Disc) during treatment of uveal 

melanoma. Hereby, a LV 90Y disc with 6 mm diameter simulated by GATE Monte Carlo simulation code. 

An eye phantom includes different substructures sclera, choroid, retina, cornea, vitreous, optic nerve, lens, 

cornea, anterior chamber, and a tumor with thickness of 1.6 mm, width of 4.1 mm and a base diameter 

(Length) of 2.9 mm, was modeled using the GATE code. The ICRU-72 standard beta spectrum of the 90Y 

source was used, and for validation of this source used in this study using GATE code, the 90Y source was 

verified as an isotropic point source centered in a water phantom. Then, the disc source central axis depth 

dose was calculated in the water phantom, and compared with reference experimental, and simulation 

results. After validating in the water phantom, the depth dose along the central axis of the disc source was 

also calculated in the eye phantom. Furthermore, the received dose in the eye structures was also calculated.  

Keywords: Monte Carlo simulation, Uveal melanoma, Disc source, 90Y source, GATE. 

INTRODUCTION 

Uveal melanoma is the most common primary intraocular malignancy occurring in the uveal layer of the 

eye, which includes the choroid, ciliary body, and iris [1]. Typically, the sources used for plaque 

brachytherapy are 106Ru/106Rh, 90Sr/90Y or 125I (or much less often 103Pd and 131Cs), despite the availability 

of many other radioisotopes for treatment. Eye plaque brachytherapy for eye melanoma treatment with 

106Ru/106Rh plaque is commonly used in Europe and Asia [2] and 90Sr/ 90Y beta emitting HDR source is 

utilized in England. The beta emitting applicators of 90Sr/90Y sources contains two radionuclides in secular 

equilibrium, which was permanently attached at the end of the plaque. Recently, some studies have been 

conducted on the Yttrium-90 (90Y) beta emitting brachytherapy source, which has several distinctive 

features including singular, discrete, disc shaped source, and capable of being assembled into clinical 

applicators used in eye melanoma brachytherapy. Beta radiation from the 90Y source is widely used for 
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treatment of cholangio carcinoma, colon metastases, renal cell carcinoma, and metastatic choroidal 

melanoma [3]. This beta emitter high dose-rate 90Y source can deliver up to 800 Gy/h at 1 mm from the 

surface of the source in water environment, which makes it possible to reduce the time of treatment to a 

few minutes [4]. First clinical implementation of 90Y disc brachytherapy were performed by Finger et al. 

in 2023. They showed 90Y brachytherapy source, as high-dose rate (HDR) source, could be utilized by 

medical physicists, radiation oncologists, and ophthalmic surgeons [5]. In 2023 Chang et al. simulated a 

90Y disc source with 6 mm in diameter. They calculated the dose distribution using GATE/GEANT4 Monte 

Carlo simulations for episcleral brachytherapy and provide a lookup table for treatment planning. The 

results of Monte Carlo simulation were compared with the experimental results using Gafchromic EBT-3 

film [4]. In this study, GATE/GEANT4 Monte Carlo code was used to simulate a new 90Y disc source with 

6 mm in diameter. For validation purposes, the simulated dose distribution results of the disc source were 

compared with the simulation and experimental results of the Chang et al. [4]. Then, in order to accurately 

investigate dosimetry calculations of eye plaques and dose deposition into the tumor and internal structures 

of the eye, a human eye phantom was designed including a choroid melanoma with the thickness of 1.6 

mm, width of 4.1 and the length of 2.9 mm, by GATE Monte Carlo code. The designed eye phantom also 

included sclera, choroid, retina, vitreous, lens, anterior chamber, cornea, and optic nerve.  From this, we 

calculated the percentage of the received dose by the eye components relative to the tumor due to the 90Y 

disc source attached to the human eye phantom. 

Material and Methods 

The 90Y is a beta-emitting radioisotope which produced by neutron activation of 89Y and decays by beta 

emission with a maximum energy of E = 2.28 MeV, mean energy of electrons 0.933 MeV and a half-life 

of T1/2 = 64.1 h. The 90Y beta spectrum used in the simulations was taken from the ICRU report 72 [6]. The 

energy spectrum of 90Y is shown in Figure 1. 
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Fig. 1. The beta energy spectra of 90Y used in our simulation [4]. 

 

The new 90Y disc source 

Currently, the LV 90Y disc source for episcleral brachytherapy is available in 6 mm diameter, and the 

sources with the 8 mm and 10 mm diameter coming soon [4]. This new 90Y disc with various diameters (6 

mm, 8 mm, and 10 mm) are shown in Figure 2-a. The detailed structure of the 6 mm LV 90Y disc source 

illustrates in Figure 2-b. This source consists of a titanium cylinder with 6 mm radius and 1 mm thickness. 

The disc internal section was made of a cylinder with 5.5 mm diameter and 0.5 mm length which consists 

of two parts 90Y source and air. Top and side view of 6 mm disc source simulated by GATE Monte Carlo 

simulation code is shown in Figure 2-c. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 2. (a) Demonstration of three commercially available 90Y disc sources with diameters of 6 mm, 8 mm, and 10 

mm. (b) Detailed structure of the disc source with 6 mm diameter (c) Top and side view of 6 mm disc source 

simulated by GATE Monte Carlo simulation code.  

 

 

Eye Model Description 

A model of adult human eye phantom consisting of sclera, choroid, retina, vitreous, lens, aqueous humor, 

cornea, and optic nerve has been designed in this study by GATE code. In the designed phantom, we have 

considered a spherical shell of 24 mm as sclera, was constructed using concentric spheres which are nearly 

1 mm thickness for the choroid, retina, and vitreous. Based on the information reported in the first clinical 

a 
b 

1 mm 

6 mm-Titanium capsule 

5.5 mm-90Y source 

0.5 mm 

Top view 

Side view 
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study of implementation of 90Y disc brachytherapy [5], a choroidal melanoma has been designed with the 

thickness of 1.6 mm, width of 4.1, and the length of 2.9 mm, which is situated above the eye and on the 

inner surface of the sclera. The eye lens is defined as an ellipsoidal shape with 8 mm, and 9 mm in equatorial 

diameters and 2.5 mm in polar diameter, which has been placed at the posterior part of the anterior chamber. 

The cornea is the transparent front part of the eye and the geometric region bounded by the cornea inner 

wall and the anterior curved segment of the lens is known as the anterior chamber. For optic nerve geometry 

simulation, a cylindrical shell with diameters of 5 mm, and 6 mm,  was considered. Three different views 

of the eye phantom designed in this study are shown in the Figure 3-a. Figure 3-b, which shows the position 

of the disc source on the exterior surface of the sclera in the eye model with a 1.6 mm apex height. It was 

placed in the lateral segment of the eyeball.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. (a) The simulated human eye phantom by GATE Monte Carlo code. (b) The simulated eye phantom along 

with the 90Y disc source. 

In our study the simulations were performed with GATE Monte Carlo cod version 9.2, which is based on 

GEANT4 version 10.7 [7-10] Monte Carlo code.  The GATE standard physics List_Opt3 was used and 

production range cuts were set to 1 µm for photons particles, 10 μm for electrons and, 1 mm for positrons.  

Linear  interpolated spectrum was applied to simulate continuous energy spectrum of the source. For 

dosimetry calculation in the eye phantom, the deposited dose was scored at the cubic voxel level with the 

Dose Actor, and associated uncertainties were calculated with the Dose Actor Uncertainty. In order to run 

simulations with GATE code, random number generator was chosen Mersenne Twister. 

a b 
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Results and discussion 

Validation of the 90Y source 

The first step and before any meaningful simulations in our study, to specify  and validate 90Y energy 

spectrum, a 90Y source  was considered and simulated in the GATE code, and the resulting spectrum  

compare with those offered by the ICRU-72 [6]. Therefore, the 90Y betta source was simulated as an 

isotropic point source centered in a spherical water phantom with a radius  of  20 cm. the energy spectrum 

was scored in a file with Root format using Energy Spectrum Actor in the GATE code. For this purpose, 

2×107 simulation histories were performed  to obtain the least statistical uncertainty (< 1%). Comparison of 

the 90Y energy spectrum in the water phantom, which is calculated by GATE code, with the data presented 

by ICRU-72 [6] is shown in Figure 4. There is a good agreement between our simulation results and ICRU 

data, with an average difference of about 0.83%. Dose distribution due to a 90Y point source centered in the 

water phantom was calculated in the voxels with 0.25×0.25×0.25 mm3 dimensions, as a function of distance 

from the center of the source. The simulation results were compared with ICRU-72 [6]. As seen in the 

Figure 2-b, a good agreement was found  between our results (normalized to 100% at 2 mm depth) and 

ICRU-72 up to 8 mm. 

Dosimetry calculations 

To calculate the percentage depth dose of the plaque, a 20 cm × 20 cm × 20 cm cube of air was created as 

simulation world in GATE code. The plaque was placed in the center of the world volume and a cylindrical 

water phantom  with 10 mm in diameter and 10 mm in height was generated in front of it. In order to record 

the dose at different depths to the center of the source, cubic  voxels with dimensions of 0.5 × 0.5 × 0.5 mm3 

was defined along the central axis of the applicator by GATE Monte Carlo code.  
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Fig. 4. (a) Comparison energy spectrum of 90Y calculated by GATE code with the data presented by ICRU-72 (b) 

Comparison of the 90Y point-source percentage depth dose as a function of depth from the source center with Table 

4.3 of ICRU-72 [6]. 
 

Figure 5 shows the calculated percentage depth dose in the cylindrical water phantom compared with those 

calculated data by Chang et al. [4] and reported data for 131Cs by Zhang et al.  [11]. There is a good 

agreement between GATE results for relative depth dose and previously reported data by Chang et al. [4]. 

Table 1 shows the percentage of the received dose by the eye components such as sclera, choroid, retina, 

vitreous, optic nerve, cornea, anterior chamber, and lens, relative to the received dose in the tumor due to 

the 90Y disc source attached to the eye phantom. The first eye substructure in front of the eye plaque 

brachytherapy is sclera which will receive the highest dose compared to other eye structures. A closer look 

at results shows that by receiving 100% of the dose in the tumor volume  the delivered dose at the sclera 

will be  8.867% m.aximum dose. The lens as the most radiosensitive eye component receive just 0.008% 

maximum dose (dose at tumor volume). For this tumor location, the radation effect on the optic nerve, 

anterior chamber, and cornea was negligible, since doses to these structures were already very low. For a 

tumor with 1.6 mm in thickness the treatment time calculated using the dose rate from the Monte Carlo 

simulation, is 3.65 min considering a prescription dose of 30 Gy at tumor apex.  While the ABS  (American 

Brachytherapy Society) for 125I brachytherapy source suggests the treatment time 3 to 7 consecutive days 

considering a prescription dose of 85 Gy at tumor apex [12]. 

 a dose rate of 0.60–1.05 Gy/h delivering the total dose in 3 to 7 consecutive days.  Figure 6 shows the 

received dose to each component of the eye. As can be seen in this Figure, the maximum dose will be 

received by the tumor, while other eye structures will receive less dose, which indicates the appropriate 

performance of the simulated Liberty Vision Yttrium-90 disc plaque. 
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Fig. 5. The comparison of the plaque central axis depth dose between this work and the work by Chang et al. [4] 
and reported data for 131Cs by Zhang et al.  [11]  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The received dose in the tumor and other components of the eye due to the 90Y disc source 

 

 

Table 1. The percentage of the received dose by each 

of the different tissues of the eye relative to the  

received dose in the tumor 

Eye components (Dose/ Tumor dose)×100 

Sclera 8.867 

Choroid 5.335 

Retina 3.121 

Vitreous 2.142 

Tumor 100.000 

Lens 0.008 

Anterior chamber 0.004 

Cornea 0.004 

Optic nerve 0.007 
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Conclusions 

In this study, using GATE Monte Carlo simulations, at first the clinical parameters of the new 90Y source 

required for the treatment planning of eye brachytherapy have been investigated. The energy spectrum and 

dose distribution due to a 90Y point source were calculated in water phantom and were compared with data 

presented in the literature.  In order to increase the accuracy in dose calculation of the disc source, an eye 

phantom consisting of sclera, choroid, retina, vitreous, lens, aqueous humor, cornea, and optic nerve has 

been designed by GATE Monte Carlo code. The percentage depth dose curve along with dose deposition 

in different eye structures were calculated in the eye phantom. Our results show that the simulated plaque 

can be well used in the treatment of the eye tumors. 
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Abstract 

Due to the widespread use of X-ray irradiation systems in medicine, industry, and agriculture, research in 

design, construction and dosimetry of these devices is under development. These irradiation systems have 

received increased attention in recent years. In this work, using the arrangement of four X-ray tubes around 

the cylindrical irradiation chamber, a low dose uniformity was obtained. The thermoluminescent dosimeter 

(TLD) is used as a radiation dosimeter and can be used as environmental and staff personnel monitoring. 

The TLD measures ionizing radiation exposure by a process in which the amount of radiation collected by 

the dosimeter is converted in visible light when the crystal is heated. The practical dosimetry was carried 

out using TLD (GR 200) dosimeters in different areas of the irradiation chamber and simulated using 

MCNPX software code. Also, the isodoses obtained from MCNPX software code were compared using 

practical GAF Chromic films, and similar results were obtained . 

Keywords: X-ray irradiation system, Dosimetry, TLD dosimeter, GAF Chromic film, MCNPX 

INTRODUCTION 

Ionizing rays, including gamma rays, X rays, and electron particles, break down molecules and change the 

chemical, physical, or biological properties of the materials exposed to radiation [1]. Therefore, ionizing 

radiation can polymerize plastics, kill pathogens and microorganisms, and damage DNA molecules, leading 

to applications in industry, food processing, sterilizing health products, and sterilizing insects. All ionizing 

radiations generally have similar effects on the irradiated material because they have similar relative 

biological effectiveness [2]. Recently, it has become more difficult to purchase and transport small-scale 

stand-alone gamma irradiation systems. For example, Nordion Canada has stopped producing its Cobalt-
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60 springs. Additionally, the international transportation of radioactive isotopes has become a problem. 

This has  

 

 

caused the Joint Division of Nuclear Techniques of FAO and International Atomic Energy Agency in Food 

and Agriculture to look for other types of irradiation that could be suitable for low-dose research work [3]. 

Based on the general requirements of research applications, such as easy localization, easy operation with 

minimal training, and the ability to work continuously for several hours, it seems reasonable that low-

energy X-rays would be suitable for these purposes. The main mechanisms of photon-matter interaction in 

the X-ray energy range are photoelectric absorption, Compton scattering and coherent scattering. In these 

processes, the photon is either absorbed or scattered by an atom and can transfer some, none or all of its 

energy to the irradiated material.  

There are three types of ionizing radiation generally used in radiation processing, namely gamma radiation, 

X radiation and electrons. All have generally similar effects on the irradiated materials (since they have 

similar relative biological effectiveness), and in particular on the irradiated insects. In many different fields 

of radiation application, precise measurement of relative or absolute dose is very important. There are 

different ways to do this. In any dosimetry method, it is very important to check the accuracy, correctness 

and uncertainty of the measurement. The use of TLD and Gafchromic film as a dosimeter requires the 

application and evaluation of a specific protocol in reading these dosimeters and their accurate calibration 

[4]. 

In this study the practical dosimetry was conducted using TLD (GR 200) dosimeters, and then simulated 

using the MCNPX software code. Additionally, the isodoses obtained from the MCNPX software code 

were compared to practical results from GAF Chromic films, yielding similar results. 

EXPERIMENTAL 

The X-ray tube device consists of four RAXON120HPB type X-ray tubes with the following specifications: 

 X-ray Tube Voltage: 60-120 kV, X-ray Tube Current: 0.1-2 mA in continuous mode.  
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The radiation chamber, made of aluminum with a diameter of 10 cm, is symmetrically positioned in the 

middle of the tubes and rotates with a rotating mechanism. Irradiation time is controlled by a digital timer, 

automatically stopping the irradiation of the sample after the specified time. 

 

 

In this study, practical dosimetry was conducted using TLD tablet dosimeters (GR 200) with a diameter of 

3 mm and a thickness of 1 mm. The readings of these dosimeters were performed by PartoPaish Equipment 

Company. Additionally, GAF Chromic films with Ashland TM specifications (EBT3) were utilized to 

assess dose uniformity. Calibration was conducted using data provided in [5]. The irradiation chamber was 

simulated using MCNPX software data (Fig.1). 

 

Fig. 1. Schematic placement of the chamber and tubes within the radiation system 

Results and discussion 

The dose inside the radiation chamber of the manufactured device was determined using two methods: 

practical measurement and Calculation with MCNPX software.  

Practical Measurement: The dose inside the radiation chamber of the X-Ray radiation device (refer to 

Fig. 2) was measured using a TLD (GR-200) dosimeter. The results obtained are presented in Table 1 (in 

an air environment) and Table 2 (equivalent to tissue). The practical dosimetry results within the radiation 

chamber of the X-Ray radiation system, utilizing TLD (GR-200) dosimeters at 120 kV and 1.5 mA, 

irradiated for 5 minutes, were conducted in an air environment. 
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Table 1. The dose measurement inside the radiation chamber of the X-ray radiation system 

TLD 

Location 

(NO) 

kV mA 
Dose 

(Gy) 

Dose Rate 

(Gy/h) 
 

5 120 1.5 6.63 79.56  

6 120 1.5 1.35 16.2  

7 120 1.5 8.15 97.8  

8 120 1.5 1.68 20.16  

9 120 1.5 7.63 91.56 
TLD plate is inserted between 2 

layer of 1 mm Al layer 

10 120 1.5 0 BKG 

 

 

Fig. 2: Shows the placement of the dosimeters inside the radiation chamber at a voltage and current of (a) 120 kV 

and 1.5 mA, and (b) 120 kV and 1.5 mA. Additionally, two aluminum sheets with a thickness of 1 mm are included 

in the setup. 

The practical results of dosimetry inside the radiation chamber of the X-ray radiation system were obtained 

using TLD (GR200) dosimeters. The system operated at a voltage of 100 kV and a current of 1 mA for a 

duration of 15 minutes. The irradiation took place in a medium equivalent to tissue with a density of 0.98. 

The results can be found in table 2 (refer to Fig. 3). 
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Table 2. The dose amount measured inside the radiation chamber of the X-ray radiation system with a voltage and 

current of 100 kV and 1mA. 

NO Dose(Gy) 
Dose Rate 

(Gy/h) 

TLD Location (cm) 

X Y 

1 1.28 5.12 -4 0 

2 1.49 5.96 -2 0 

3 1.82 7.28 0 0 

4 1.83 7.32 2 0 

5 1.44 5.76 4 0 

6 1.86 7.44 0 2 

7 1.76 7.04 0 4 

8 1.78 7.12 2 2 

9 1.87 7.48 4 4 

10 0 BKG 

 

 

Fig. 3: Shows the placement of the dosimeters within the radiation chamber with a voltage and current of 100 kV 

and 1mA. 

The dose amount inside the radiation chamber of the radiation device was calculated using MCNPX 

software for a working voltage of 120 kV in a water environment. The results are as follows: 

The dose amount for each particle was 1.4E-12 ±0.0016 (rem/h)/ (photons/cm2.s). This was determined by 

considering the current in mA and converting 1% of electron particles to X-rays as specified by the 
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manufacturer (RAXON tubes). By converting the current into electric charge and taking into account that 

the maximum current of each tube is 2 mA and that 4 tubes are used, we can calculate the following: 

Ḋ = (1.4 ∗ 10−12) ∗ 4 ∗ (2 ∗ 10−3) ∗ 10−2 ∗ (6.2 ∗ 1018)  𝑟𝑒𝑚/ℎ 

Ḋ = 696 𝑟𝑒𝑚/ℎ         

Therefore, the maximum applied dose in water according to MCNP software calculations will be equal to: 

Ḋ = 6.96  𝐺𝑦/ℎ 

We also measured the dose uniformity in rotating mode using Gaf-chromic film.  

We used an Epson scanner to scan the films and utilized Matlab software to extract the image array. As 

shown in [5], the three main colors have the same response. Therefore, using Matlab, we extracted only the 

red color to gain an understanding of dose uniformity. 

The resulting films are displayed in Fig. 4, showing graphs with lines indicating the relative strength 

(density) of film exposure through the center of the chamber in the axial (z) direction (see Fig. 5). The DUR 

ratio in the axial direction is approximately 1.1. 

 

 

 

 

 

Fig. 4: The Gaf-chromic films before and after irradiation 
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Fig. 5: Shows the dose uniformity in the rotating mode in the axial (z) direction 

 

Conclusion 

In this study, we conducted a practical measurement of an x-ray irradiation chamber using TLD and Gaf 

chromic films. The results indicate that the dose uniformity in the chamber is less than 1.3, and even less 

than 1.1 in the z-direction of the chamber. 
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Abstract 

This study investigates the effect of radiation on the crosslinking behavior of polypropylene blends 

containing recycled polypropylene. The polymer blends based on virgin polypropylene were prepared using 

0, 5, and 10 wt.% of waste polypropylene (WPP) using the melt mixing method in the presence of 2 wt.% 

of trimethylolpropane trimethacrylate (TMPTMA) as a cross-linking promoter, and then using electron 

beam were irradiated at a dose of 40 kGy. The results show that in a dose of 40 kGy, the amount of melt 

flow index (MFI) for polymer blends containing 0, 5, and 10 wt.% of WPP is 0, 0, and 0.01 g/10 min, 

respectively, indicating the occurrence of radiation crosslinking in the presence of TMPTMA. The MFI test 

is also validated by the gel content findings. The crosslinking promoters form more radicals faster than 

polymers alone, thus lowering radiation doses is required to occur crosslinking and achieve the desired 

properties. The study aims to provide insights into the potential applications of radiation technology in 

polypropylene recycling.  

Keywords: Radiation effect, Polypropylene, Crosslinking, Polymer blend 

 

INTRODUCTION 

Approximately 8% of global solid waste consists of plastic debris, with polypropylene (PP) accounting for 

nearly half of that amount. As a result, there is growing concern over the negative impacts of plastic 

pollution on ecosystems and human health. By implementing effective recycling methods, we can reduce 

the volume of waste entering landfills or oceans, conserve natural resources, lower greenhouse gas 

emissions associated with virgin production, and create new economic opportunities [1, 2]. 

Polypropylene (PP) is an indispensable thermoplastic material widely utilized across various industries due 

to its lightweight nature, excellent chemical resistance, and ease of processing. However, the inherent 

limitations of PP - such as low impact strength and poor thermal stability - have led to further discarding 
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of this polymer and increasing its waste volume. This situation has prompted researchers to explore 

strategies to recycle waste PP (WPP) and enhance its performance [3, 4]. 

Crosslinking refers to the formation of covalent bonds between polymer chains, which results in enhanced 

mechanical properties and increased stability against degradation. Conventional crosslinking processes 

often involve high temperatures and pressures, making them energy-intensive and unsuitable for 

incorporating WPP, due to the oxidative destruction of the polypropylene structure resulting from thermal 

processing. In contrast, radiation-induced crosslinking offers a more environmentally friendly alternative 

by utilizing non-thermal means to achieve similar improvements in polymer characteristics without 

compromising the integrity of WPP [5, 6]. 

Irradiation of polypropylene without any additives primarily results in a significant decrease in molecular 

weight due to chain scission. However, crosslinking in composites and polymer blends containing 

polypropylene can be initiated by the formation of radicals that are reactive enough to separate hydrogen 

from the main chain of polyolefin. The conducted research shows that the addition of a suitable crosslinking 

agent, such as multi-functional bismalimide, acrylate, and methacrylate esters, plays an important role in 

achieving the cross-linking reaction instead of chain scission [7-9]. Meanwhile, trimethylpropane 

trimethylacrylate (TMPTMA) is one of the most common cross-linking agents used as a multifunctional 

methacrylate compound in the irradiation process. 

This research will focus on evaluating the effects of electron irradiation on the crosslinking behavior of PP 

blended with varying amounts of WPP under controlled conditions. The resulting changes in properties will 

be analyzed using standard testing procedures and state-of-the-art characterization techniques. Ultimately, 

this study aims to offer valuable insights into the potential of radiation-induced crosslinking as a feasible 

method for upcycling WPP and creating environmentally friendly polypropylene (PP) composites.  

EXPERIMENTAL 

Materials and Characterization 

Virgin PP (ZR230 C, Parslen PP) had a melting index (MI) of 0.35 g/10 min and a density of g/cm3, 

supplied by Zarshimi Company. WPP was collected from factories with pipe grading. The multifunctional 

crosslinking agent trimethylolpropane triacrylate (TMPTA) was purchased from Sigma-Aldrich. 
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A two-roll mixer model PM-3000 from the Brabander company, manufactured in Germany, was utilized 

to mix the components. The molded samples were prepared using a P200P Laboratory Platen Press 

manufactured by Dr. Kolin in Germany. TT200 Rhodotron electron accelerator, with an electric potential 

difference of 10 MeV and a current of 10 mA, at the Central Iran-Yazd Research Complex, was used to 

irradiate the samples. Gel content was measured using the Soxhlet method in accordance with the ASTM 

D2765 standard. The gel fraction of the samples is determined using equation (1). 

𝐺𝑒𝑙 𝐶𝑜𝑛𝑡𝑒𝑛𝑡 (%) = 𝑊𝑎/𝑊𝑏 × 100                                  equation (1) 

where Wa is the weight of samples after extraction and Wb is the weight of samples before extraction. The 

flowability of the composites in the molten state was assessed using the melt flow index (MFI) test. MFI 

measurements were conducted following the ASTM D1238 standard using a Zwick model 4100 

plastometer (manufactured in Germany) fitted with a capillary tube measuring 50.8 mm in diameter, 9.55 

mm in internal diameter, and 162 mm in length. MFI values indicates the amount of composite material 

melted and delivered over a 10-minute period at a constant temperature of 230°C and under a load of 2.16 

kg. 

Preparation and irradiation of WPP/PP blends 

All the samples were mixed using a roller mixer at a temperature of 175°C and a speed of 30 rpm for 6 

minutes to ensure thorough mixing. At first, after melting polypropylene, WPP in content of 0, 5, and 10 

wt.% and TMPTMA in the amount of 2 wt.% were added to the molten PP and mixed for 6 min. TMPTMA, 

as a cross-linking agent, induces the formation of cross-linking networks in the PP matrix by releasing 

monomer free radicals during irradiation. The utilization of crosslinking agents in the composite structure 

decreases the amount of received dose and minimizes the degradation of polypropylene. 

Table 1 summarizes the formulation of the manufactured samples. Composite plates measuring 7x8 cm2 

were molded at a temperature of 175°C and a pressure of 2.5 MPa. Afterward, the prepared composite 

samples were exposed to electron irradiation with a dose of 40 kGy in the air atmosphere, resulting in the 

production of recycled polypropylene (RPP). 
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Table 1. Formulation of composites prepared with varying content of WPP 

No. Sample Code 
PP Content 

(%) 

WPP 

Content (%) 

TMPTMA 

Content (%) 

Absorbed Dose 

(kGy) 

1 RPP0 98 0 2 0 

2 RPP5 93 5 2 0 

3 RPP10 88 10 2 0 

4 i-RPP0 98 0 2 40 

5 i-RPP5 93 5 2 40 

6 i-RPP10 88 10 2 40 

 

 

Results and discussion 

Melt flow index 

Fig. 1 illustrates the impact of electron radiation on the MFI index of mixed samples containing WPP. The 

melt index for PP is 0.35 g/10 min. Without irradiation, adding WPP to the PP matrix and increasing its 

content leads to an increase in MFI value. After a single thermal processing, the non-irradiated RPP0 sample 

demonstrates a more than 70% increase in the MFI value. Only the RPP5 sample shows a slight decrease 

in MFI compared to the RPP0 sample. The reason for this can be attributed to the presence of WPP. Waste 

polypropylene can develop cross-links in addition to undergoing oxidative reactions caused by prolonged 

exposure to air and heat. The presence of crosslinked structures reduces the melt flow index compared to 

non-irradiated RPP0. By increasing the content of WPP, the scission of the chains in the WPP structure 

shows a greater effect in competition with cross-linked structures, leading to an increase in MFI. 
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Fig.1 the melt flow index as a function of WPP content at two different absorbed doses (0 and 40 kGy). **The MFI 

value for i-RPP0 and i-RPP5 could not be measured and is considered as zero in the curve. 

In non-irradiated samples, MFI increases with the rise in the content of WPP, indicating oxidative 

degradation and chain scission. However, when the samples are irradiated, the MFI value in the prepared 

formulations is significantly reduced compared to the non-irradiated RPP. This reduction indicates the 

formation of cross-links due to the irradiation of the samples, for which the value could not be measured 

for samples i-RPP0 and i-RPP5. It should be noted that in the graph (Figure 1), the value is considered zero 

for these two samples. By increasing the content of WPP, the molten polymer blends flowed more easily, 

and the MFI value reached 0.01 for the sample containing 10 wt.% of WPP. 

It can be concluded that in the absence of irradiation, the thermal processing of PP and the addition of WPP 

lead to an increase in MFI due to the destruction of the polymer chains and the reduction in chain length. 

On the other hand, radiation processing creates cross-links throughout the polymer blends, reducing the 

negative effects of increasing WPP and thermal processing of the composite to a great extent. It also 

decreases the rate of MFI increase with rising WPP content. 

The analysis of the results reveals that in all irradiated recycled samples (i-RPP0, i-RPP5, and i-RPP10), a 

high amount of crosslinks is formed at a dose of 40 kGy. These crosslinks impede the polymer from flowing 

at a temperature of 230°C. 
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Gel content 

To determine the effect of radiation-induced cross-links in radiation, the gel content test was performed on 

samples containing WPP, and the results are presented in Table 3. Without irradiation, the gel content of 

PP, and RPP blends is zero [49]. The results show that PP blends in the presence of TMPTMA cross-linking 

agent can effectively gel at a dose of 40 kGy. Sample RPP0 exhibits a maximum gel content of 37.9% at 

40 kGy. In the presence of 5 wt.% WPP, the gel content of i-RPP5 is approximately 33%. The presence of 

WPP led to a slight decrease in the gel content compared to the i-RPP0 sample. This decrease is attributed 

to the destructed structure caused by the presence of WPP. In the presence of 10 wt.% of WPP, the gel 

content slightly increases and reaches 34%. According to Charlesby and Pinner, cross-link formation occurs 

preferentially in amorphous regions. Therefore, the high density of cross-linking in the amorphous domains 

of WPP causes the formation of chemical bonds between PP and WPP. The presence of these bonds 

increases the surface adhesion, which can also affect the mechanical properties [55].  The obtained results 

confirm the findings of the MFI test. 

Table. 2 Gel content of mixed PP/rPP samples irradiated at a dose of 40 kGy 

 

 

 

Mechanism of Crosslinking Promoter 

TMPTMA serves as a cross-linking promoter and a multi-functional monomer (A). It can protect the 

polymer matrix (RH2) from radiolytic decomposition by transferring charge and energy during irradiation 

(reaction 1 and 2). 

RH2
*• + A→RH2 + A*•    (reaction 1) 

RH2
* + A→RH2+ A*       (reaction 2) 

On the other hand, this compound can react with cations, electrons, or free radicals, thereby altering the 

progression of the subsequent reaction chain. In the case of a polymeric matrix with a multi-functional 

agent, the energy absorption follows the "law of mixtures." This means that the total energy absorbed by 

No. Sample Code 
Absorbed Dose 

(kGy) 

Gel Content 

(%) 

1 i-RPP0 40 37.92 

2 i-RPP5 40 32.66 

3 i-RPP10 40 34.40 
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each component of the mixture is proportional to the relative amounts of orbital electrons of each 

component per unit volume. In practical terms, it is very close to the weight fraction of the component. 

However, it is not uncommon to observe disproportionately large radiolytic changes in the smaller 

components of a mixture. This is typically the outcome of the smaller component's involvement in energy 

and charge transfer reactions [10]. 

Polyfunctional agents help achieve cross-linking at a lower radiation level without significant degradation 

of the base polymers [11-13]. The structure of a polymer matrix can be influenced by the presence of species 

produced during thermal oxidation and/or radiation-induced cross-linking [7, 14]. In the presence of 

radiation, these agents can form highly reactive radicals that can homopolymerize or bond to the unsaturated 

branches of polymer chains through the "ene" reaction mechanism. Hence, the created network can be 

strengthened, and the cross-linking density can be increased through the linking of such additives among 

the polymer chains [10].  

Conclusions 

This study has examined the crosslinking behavior of electron beam-irradiated polypropylene blends 

containing recycled polypropylene. The application of electron beam irradiation could induce crosslinking 

networks in all PP blends, as evidenced by the decrease in MFI value and the analysis of the gel content 

result. The irradiation and the addition of TMPTMA have significantly decreased the MFI of all i-RPP 

blends. During irradiation, the monomer free radicals released from TMPTMA would interact with the 

polymeric free radicals generated by the irradiation, leading to the formation of crosslinking networks 

within the PP matrix. The crosslinking networks formed could restrict the mobility of macromolecular 

chains of PP from flowing during heating throughout the entire mixed polymer matrix. The gel content 

results also confirm the MFI test. 
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Abstract 

Superabsorbent hydrogels (SAP) are hydrophilic polymers with a 3D network that can absorb and store 

large amounts of water and aqueous solutions. SAPs are widely used in various applications such as drug 

delivery, hygiene products, agriculture, etc. Ionizing radiation is a very suitable technique for the 

preparation of hygiene products. Natural polymers, such as biodegradable and non-toxic polymers with 

high molecular weight, have been widely used in making SAPs. In this research acrylic acid (AA) was 

partially neutralized with sodium hydroxide then it was added to carboxymethyl cellulose (CMC) aqueous 

solution with different concentrations, 0.5, 1 and 2%. Gamma irradiation was applied to synthesize 

CMC/AA hydrogels at 5 to 20 kGy absorbed doses. FTIR infrared spectroscopy was used to determine the 

functional group of gel structure in SAPs formation. Also, the effect of radiation dose and different 

neutralization percentage of acrylic acid on the gel content, swelling behavior and absorption under load 

(AUL) in water and saline solution were investigated.  

Keywords: Superabsorbent, Carboxymethyl cellulose, Gamma radiation, acrylic acid. 

INTRODUCTION 

Superabsorbent polymers (SAP) are a class of three-dimensional, hydrophilic, functional polymeric 

network systems that can absorb large amounts of water, including those with good water retention 

capacity, even under high pressure or temperature  [1]. Usually, ionic functional groups along the cross-

linked polymer chains encourage the diffusion of water within the network without allowing the substance 

to dissolve in water [2]. SAPs are widely used in various applications such as drug delivery, hygiene, foods, 

cosmetics, and agriculture[3]. 

Superabsorbents with eco-friendly properties and biodegradability are finding increasing interest in the 

academic and industrial fields [4]. Todays, superabsorbents are prepared with a natural polymer, such as 

cellulose, starch, chitosan, alginate, carrageenan, and gellan gum[5]. 

Ionizing radiation is a very convenient technique for the preparation of SAPs. An initiator, catalyst, and 

cross-linker are not required in radiation processing because ionizing radiation is highly energetic[6]. 
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Radiation processing has many advantages, such as ease of process control, and the technology is 

environmentally friendly because it leaves no residue or environmental pollutants [7, 8]. 

A demand for biopolymers derived from feedstock, such as cellulose, has recently arisen. Compared to 

petroleum-based polymers, these biopolymers have the advantages of high hydrophilicity, sustainability, 

biodegradation properties, and non-toxic base components [9],[10]. Biopolymers can be made from 

carboxymethylcellulose (CMC), which has a naturally occurring polysaccharide cellulose base. CMC, a 

linear glycosidic macromolecule consisting of β- (1→4)-linked D-glucose, is the most popular and the 

cheapest cellulose ether that can also be used for this purpose. It is an anionic linear polymer in which the 

original H atoms on the cellulose hydroxyl groups are replaced by a carboxymethyl substituent –CH2COO  

[11, 12]. CMC hydrogel has been prepared by gamma radiation in the presence of mono- and divalent salts 

(NaCl and CaCl2),The result showed that swelling properties depend on the radiation dose and the ionic 

strength of the salts [13]. However, a single study on carboxymethylcellulose/acrylic acid SAPs prepared 

by a radiation method is insufficient to understand this process thoroughly. Thus, this study has reported 

the synthesis of SAPs by copolymerizing acrylic acid with CMC using a γ-ray irradiation technique. The 

effect of radiation dose and acrylic acid concentration on the prepared hydrogels' properties were 

investigated. The hydrogels were characterized with respect to gel content, swelling properties, and Fourier 

transform infra-red (FTIR) spectroscopy. 

EXPERIMENTAL 

Materials 

Carboxymethylcellulose (purity 99.5%), obtained from Sigma Aldrich Co (Product NO 419273), was used 

without further purification. Acrylic acid (purity 99.5%) was purchased from Merck and was stored in a 

refrigerator before use. sodium hydroxide (NaOH 84%) was obtained from Merck and used for 

neutralization. Sodium chloride (NaCl) was also purchased from Merck. Distilled water was used in the 

polymerization and swelling experiments. All the reagents were analytical grade used without purification. 

Characterization 

Free swelling capacity (FSC)  

To  measure swelling, a free absorption measurement test in deionized water and a physiological serum 

solution (0.9% sodium chloride solution) was used using the tea bag method. 0.1 g (W1) of superabsorbent 

in 500 g of deionized water (or saline water 0.9 %) was placed for half an hour until the sample reached 

equilibrium swelling. Then the bag was taken out of the liquid, the excess liquid was removed by hanging 

the bag for a specific time, and the bag was weighed (W2). The same steps were followed for the bag 
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without the sample to serve as blank, and it was also weighed (W0). Absorption capacity or equilibrium 

swelling (g/g) was calculated from the following equation: 

FSC= (W2- W0)/ W1                                                                                                                                         (1) 

Absorption under load (AUL) 

In order to measure Absorbency under load (AUL) of SAP (absorption rate of 0.9% sodium chloride 

solution by the superabsorbent sample which is under 0.3 psi pressure), a glass strainer (diameter 80 mm 

and height 7 mm) was put in the Petri dish and the strainer or fabric net was closed by a metal fastener to 

the end of the glass cylinder (with an inner diameter of 63 mm, an outer diameter of 67 mm, and a height 

of 50 mm) and placed on the glass strainer. Then, 0.5 grams of superabsorbent was uniformly distributed 

inside the cylinder (on a cloth net located on a glass strainer) and a Teflon piston with a diameter of 63 mm 

was placed on the superabsorbent particles so that the pressure was 0.3 psi. applied to the sample. At the 

end, salt water was poured into the Petri dish so that the filter was immersed in the solution. To prevent 

surface evaporation of saline solution and changing its concentration, the entire device was covered. After 

60 minutes, the swollen sample under pressure was weighed and the numerical value of AUL was 

determined from equation 2 [14]. Where W1 and W2 are the weights of dried hydrogel and swollen 

hydrogel. 

 

AUL=(W2-W1)/W1                                                                                                                                        (2) 

 

Determination of Gel Fraction 

The SAP samples dried to constant weight (Wi) were immersed in distilled water for 24 h. They were 

removed from the distilled water, and then dried to a constant weight (W1) in a vacuum oven. The gel 

fraction was calculated as follows: 

Gel fraction (%) = 𝑊1/ 𝑊𝑖 × 100                                                                                                           (3) 

Where W1 is the weight of the dry sample after extraction in water, and Wi is the initial weight of the dry 

sample. 

 

 

Preparation of SAPs 

CMC (0.5,1,2 % wt) mixed with distilled water in a beaker (250 mL) was stirred with a stirrer for one hour 

at room temperature. Then, various concentrations of acrylic acid were added to the solution above  and 
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partially neutralized by NaOH. The mixture was poured into glass test tubes, sealed, and finally irradiated 

by γ-rays with radiation doses of 5, 10,15 and 20 kGy at room temperature (~27 ºC). The CMC/acrylic acid 

SAP obtained in a cylindrical shape was cut into small pieces, dried. 

Results and discussion 

FT-IR Spectra of SAP and Identification 

FT-IR spectroscopic analysis was used to show the nature of bond formation in hydrogen moieties and 

cross-linking in anhydroglucose units. The FT-IR spectrum of pure CMC powder and CMC/AAc combined 

hydrogel was shown in Figure 1. Pure CMC had absorption bands related to O-H stretching at 3461 cm-1 

as well as intramolecular and intermolecular hydrogen bonds in cellulose, -CH2- stretching on 

anhydroglucose units at 2922 cm-1, C=O carbonyl stretching in the anhydroglucose unit of the cellulose at 

1642 cm-1, C-OH in in-plane bending at 1418 cm-1, –OH bending vibration at 1322 cm-1, C=O stretching 

from an asymmetric oxygen bridge at 1157 cm-1, and ring stretching  at 905 cm-1. These values were 

consistent with those reported by Rim Dusit et al. [15]. and Wang et al. [16]. As shown in Figure 1, the 

characteristic absorption bands of CMC at 1064.42 and 1157.024 cm-1 were obviously weakened after the 

reaction in the CMC/AAc composite hydrogel. In the spectrum (blue color), the new band at 1728.92 cm-

1 (C=O stretch of –COOH groups) showed the C=O stretch of the carbonyl group of acrylic acid, which 

was not present in the CMC spectrum (red spectrum). The band shift towards a less obvious wavenumber 

at 1629.75 cm-1 (which was at 1642.97 cm-1 for CMC) for CMC/AAc SAPs indicates the formation of 

copolymer hydrogels. These results also indicate that AAc monomers were grafted onto the CMC 

backbone. 

 
Figure1: Infrared spectroscopy, CMC powder (red color spectrum), and SAPs from CMC/AAc (blue color 

spectrum). 
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Gel Fraction of SAP 

The gel fraction of SAP prepared from the CMC/AAc blend with the various radiation doses and the 

variation of the CMC content in the feed solution is shown in Figure 2. In the radiation dose of 5 kGy, no 

dried gel is formed; with increasing radiation dose the gel fraction of SAP increases (Figure 2). The 

maximum value of the gel fraction is obtained at the 15 kGy radiation dose. From Figure 2, it can be 

observed that a slight decreasing trend of the gel fraction occurred after irradiation at 15 kGy. This result 

might be due to the degradation of the cellulose molecules. In addition, the gel fraction increased with an 

increase of CMC content in the feed solution, and it increased from 73 to 78% following the variation of 

the CMC concentration from 0.5 to 2% at a radiation dose of 15 kGy. When an aqueous solution of 

CMC/AAc is irradiated with gamma rays, free radicals are generated on the CMC and AAc. Random 

reactions of these radicals lead to formation of a graft copolymer of CMC and AAc. When the radiation 

dose increases beyond a certain value, the polymer chains become cross-linked, and a gel-like material is 

obtained.  

 
Figure 2: Effect of radiation dose and concentration of AAc on gel fraction of CMC/AAc SAP 

 

Water absorption of SAP 

The effects of the radiation dose and the concentration of AAc on the water absorption of SAP prepared 

from CMC/AAc are shown in Figure 3. The results show that with increasing CMC percent in solutions 

both the water and saline solution absorption increase due to increasing of hydroxyl groups in the CMC. 

When the samples are irradiated from 10 to 20 kGy the water and saline solution absorption of the SAP 

decrease in solutions contain 1 and 2% CMC. This result might be due to the increased cross-linked density 

with the increase in the radiation dose. for the solution with 0.5% CMC increasing dose lead to increasing 
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water and saline solution absorption. Measured water and salt absorption were reported 437 and 76 g/g 

respectively for the 0.5% CMC best sample, which occurred at a dose of 20 kGy. 

 
Figure 3:  Effect of radiation and concentration of CMC on water absorption of SAPs 

 

 

 

Absorption under load (AUL) 

The Absorbency under load (AUL) test measures the capacity of the SAP sample to absorb fluid under 

specific pressures. Figure 4 displays that with increasing the CMC content the AUL decreases. By raise in 

the irradiation dose and subsequently content of cross-link density the AUL has been significantly increased 

between 15.36 and 25 g/g. For the 0.5% CMC, which has the best saline solution FSC, the AUL is 24.6 g/g 

which occurred at a dose of 20 kGy. 

 

 

 

Figure 4: Effect of radiation dose and concentration of CMC on AUL 
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CONCLUSION 

The synthesis of SAP from a CMC/AAc blend can be performed with a radiation processing technique 

using a Co-60 gamma source. With respect to gel fraction, a 20 kGy radiation dose can be considered 

suitable for the preparation of SAP from a CMC/AAc blend. The grafting of AAc on to CMC confirmed 

by FTIR. The addition of CMC increases the FSC in water, however according to AUL results the best 

properties is observed in SAP with 0.5% CMC. Therefore, it can be concluded that CMC/AAc SAPs 

synthesized with radiation method may be used in drug delivery, dressings, and baby diapers. 
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Abstract 
 

The application of compressed sensing theory has been widely employed in signal processing within 

various imaging systems. This study aims to integrate compressed sensing principles into the design of 

collimators in neutron imaging system. To establish a proof-of-concept experimental setup, the Monte 

Carlo N-Particle Transport Code (MCNP) was utilized. Extensive simulations were conducted to 

determine crucial parameters such as the water height necessary to stop thermal neutrons emitted by a 

252Cf source, dimensions of the collimator array, suitable collimator material, and optimal collimator size 

for the experiment. The simulations involved a cylindrical water tank and a collimator array consisting of 

a 2×2 configuration of channels. Three different materials were simulated to identify the most effective 

composition for the collimator. The array configuration was defined as a randomized combination of air- 

filled and water-filled channels. MCNP was employed to tally neutron counts for each configuration, with 

300 configurations for a 23×23 array and 100 configurations for an 11×11 array. MATLAB, utilizing a 

non-negative least squares approach, was employed to construct images of the source corresponding to 

different collimator array sizes. Additionally, a rectangular tank MCNP model was created, incorporating 

an 11×11 collimator array. Multiple images were generated to observe the minimum number of 

measurements, denoted as K, required for accurate image quality. Based on these simulations, an imaging 

system comprising a 250-gallon tank filled with water and an array of 1.27 cm 11×11 polyvinyl chloride 

(PVC) pipes were chosen for assembly. In contrast to the conventional raster scan method, which 

necessitates K to be equivalent to the total number of pixels (K=121 for the 11×11 case), it was discovered 

that the shape and location of the source can be obtained with K representing only 50% of the total pixels. 

 

Keywords: Compressed Sensing, Collimator Design, Monte Carlo Simulation, Accurate Image Quality. 

 

INTRODUCTION 
 

In conventional imaging methods, a large number of measurements are required to reproduce an image 

with a high level of accuracy [1]. However, recent advancements in compressed sensing theory have 

shown that it is possible to obtain meaningful information with a significantly reduced number of 
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measurements [2]. Compressed sensing theory, also known as compressive sensing, is a revolutionary 

approach in signal processing and image reconstruction that enables the acquisition and reconstruction of 

high-quality signals and images from a small number of measurements or samples [3]. It is based on the 

fundamental principle that many signals and images of interest have a sparse or compressible 

representation in a certain domain or basis [4]. 

 

Traditional signal processing techniques typically require a large number of samples to accurately 

reconstruct a signal or image. However, compressed sensing takes advantage of the sparsity or 

compressibility of signals and images to significantly reduce the number of measurements needed for 

reconstruction [5]. This has important implications in various fields such as medical imaging, remote 

sensing, and wireless communication, where acquiring a large number of measurements may be costly or 

time-consuming. 

 

The key idea behind compressed sensing is to acquire linear projections of the signal or image using a 

random or pseudo-random measurement matrix. These projections capture a compressed version of the 

underlying signal or image, which can then be reconstructed using specialized algorithms [6]. The 

reconstruction algorithms exploit the sparsity or compressibility of the signal or image to recover the 

original data accurately. This approach has been successfully applied in various signal processing and data 

storage applications, but its potential in the field of nuclear imaging remains largely unexplored [7]. 

 

The objective of this study is to investigate the integration of compressed sensing principles into the design 

of neutron source imaging systems [8]. By incorporating these principles into the collimator design, we 

aim to enhance the efficiency and effectiveness of neutron imaging techniques for nuclear security 

applications. 

 

Neutron source imaging would be helpful in the efforts to monitor contraband nuclear materials 

transportation at shipping ports or land borders. Traditional neutron detection methods provide limited 

information about the source, making it challenging to determine the appropriate response level. By 

visualizing the shape and size of the neutron source, we can better assess the threat and respond 

accordingly. 

 

The proposed imaging system offers several advantages over conventional methods. Firstly, it requires 

only one or two neutron detectors to capture images of fast neutron sources, significantly minimizing the 

complexity and cost of the system. Additionally, the materials used in this system are inexpensive and 

readily available, making it feasible for widespread implementation. This imaging technique can also be 

employed in nuclear installations for comparing neutron image signatures, thereby enhancing nuclear 

safeguards measures. 

 

The fundamental principle that allows compressed sensing technique to work is the fact that 

mathematically, signals obtained by measurements using compressed sensing can be translated into 

another set of signals that collectively form the image signals, 𝑥. Compressive sensing works because 𝑥 



99 

 

 

is required to be 𝑠-sparse, which means that 𝑥 can be represented using only 𝑠 non-zero coefficients. As 

𝑥 is plotted as an image, lighter shades in 𝑥 would represent the possible positions with stronger neutron 

intensity. Therefore, if a neutron source is present when the imaging takes place, 𝑥 would be an 𝑠-sparse 

set of signals as it is expected that the neutron source is the dominant neutron emitter that would stand out 

from the surrounding. 

The translation process utilizes incoherence of a sensing matrix, 𝐴, which maps 𝑥 to the measured signals, 

𝑏, the neutron counts. In linear algebra, coherence of a matrix is defined as the largest absolute normalized 

inner product between its different columns and this characterizes the dependence between the matrix 

columns. A small value of coherence (higher incoherence) would result in a better likelihood for successful 

signal recovery. To ensure incoherence, the sensing matrix is required to have randomness as a property. 

Solving for 𝑥 would eventually produce a 2𝐷 resemblance that identifies the shape and location of the 

imaged neutron source. 

Image reconstruction is performed using the non-negative least squares (NNLS) method, which imposes 

the constraint that the sparse entries of the image signals must be non-negative [9]. This assumption is 

based on the premise that only positive values indicate the presence of a neutron source, while other 

surrounding materials do not generate radioactive signals. By solving the equations 𝐴𝑥=𝑏, where 𝐴 

represents the sensing matrix and 𝑏 denotes the measured neutron counts, the image signals can be 
accurately recovered using the lsqnonneg function in MATLAB. 

To determine the optimal collimator design, extensive Monte Carlo N-Particle Transport Code (MCNP) 

simulations were conducted. These simulations involved varying the dimensions, materials, and 

configurations of the collimator array. Neutron counts were tallied for each configuration, and the resulting 

images were reconstructed using the NNLS method. The findings from these simulations have informed 

the decision to proceed with the assembly of an imaging system consisting of a water-filled 250-gallon 

tank and a polyvinyl chloride (PVC) collimator array. 

In conclusion, this research aims to optimize the experimental design for compressed sensing neutron 

source imaging. By incorporating compressed sensing principles into the collimator design and utilizing 

MCNP simulations, we can enhance the efficiency and accuracy of neutron imaging systems. The 

proposed imaging technique has significant implications for nuclear security applications, enabling the 

detection and characterization of contraband nuclear materials with improved precision and cost- 

effectiveness. 

RESEARCH THEORIES 

Monte Carlo N-Particle Transport (MCNP) Simulations 

To optimize the experimental design for compressed sensing neutron source imaging, Monte Carlo N- 

Particle Transport Code (MCNP) simulations were conducted. The initial simulations involved a 

cylindrical water tank, where the height of water necessary to stop thermal neutrons emitted from a ²⁵²Cf 

source was determined. The MCNP program utilized the 𝐹₁ tally to measure neutron counts as they 

crossed a designated surface. This tally was placed underneath the tank to capture direct streaming 

neutrons from the source for image reconstruction. Various sizes of the 𝐹₁ tally surface were examined to 

minimize in-scattering from external neutrons. The collimator, comprising a 2×2 array, was introduced 
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vertically into the model at the center of the tank. Simulations were performed using three different 

materials for the collimator: stainless steel, polyvinyl chloride (PVC), and aluminum. By comparing the 

results, the most suitable collimator material was identified. Once the appropriate material was identified, 

an array size of 23 × 23 (0.316 cm × 0.514 cm × 100 cm) was arbitrarily chosen. A ring source was 

positioned at 50 cm above the water surface and was defined as a 1 μCi 252Cf fission source emitting 4.31 

× 103 ns−1. A ring source was chosen so that the image quality could be evaluated by the easiness of source 

shape and position identification. After the image produced using 23 × 23 array size was evaluated, the 

array size was reduced by half to see if there was any difference in the image quality. An acceptable image 

quality difference would mean that smaller array size may be employed as it would result in a more 

practical experiment. Another model with an 11 × 11 array size (0.635 cm × 0.912 cm × 100 cm) was 

simulated using of a 100 μCi of the same neutron source as one of the variance reduction methods in 

ensuring accurate MCNP results. Figure 1 shows the configuration of proposed imaging system. 

 

 

Fig. 1. Illustration of the proposed neutron source imaging system displayed using the MCNP Visual 

Editor software. 
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Image Reconstruction 
 

A MATLAB code was created to extract the array configurations from the MCNP input files and to rewrite 

in an Excel spread sheet where each array configuration is stored as the row entry of the spreadsheet. The 

extracted data forms matrix 𝐴, which is therefore a 300 × 529 matrix for the 23 × 23 

array and 100 × 121 for the 11 × 11 array. The 𝐹1 tally results were also extracted from the corresponding 

output files and rewritten as the row entry in another spreadsheet. These entries in a new Excel sheet makes 

matrix 𝑏. Here, 𝑏 is a 300 × 1 matrix for the 23 × 23 array and 100 × 1 for the 11 × 11 array. 

min ∣∣ 𝑥 ∣∣1 subject to 𝐴𝑥 = 𝑏 (1) 

Image reconstruction in compressed sensing is usually solved using l1-minimization. There are a few 

variations of l1-minimization technique, depending on the type of problem to be solved. The earliest code was 

developed using MATLAB program and is known as the l1- MAGIC program [10]. An example of one way 

to solve for 𝑥 = 𝑏∕𝐴 by l1-minimization is shown by Eq. (1), which is known as basis pursuit. If a nonnegative 

vector, 𝑥, is recovered by l1-minimization, then it is the unique nonnegative vector that satisfies 𝐴𝑥 = 𝑏. 

Therefore, 𝑥 can also be recovered by NNLS by solving for 𝑥 = 𝑏∕𝐴 and minimizing the 

𝑙2 of the difference between 𝑏 and the inner product of 𝐴 and 𝑥 as shown in Eq. (2). If the image, 𝑥, is 

nonnegative and sparse, the use of NNLS will typically solve for 𝑥 if the NNLS uses the active Lawson 

Hanson algorithm. 

min ∣∣ 𝑏 − 𝐴𝑥 ∣∣2 subject to 𝑧 ≥ 0 (2) 

Solving for Eq. (2) using an active set is possible by solving an unconstrained least-square problem that 

includes only inactive variables, if the active variables are known [11]. This is done by attempting to find the 

nonnegative solution with some variables being assigned to zero. These variables are called an active set 

because of their non-negativity constraints being activated. The active set is modified by a single variable 

in each iteration and finally the unconstrained least-square problem is solved without the active set [12]. The 

lsqnonneg function in MATLAB executes the Lawson–Hanson algorithm that employs this active-set 

technique [13]. 

The recovered signal matrix, 𝑥, is shown as a gray-scaled image using the imagesc command in MATLAB. 

For the 11 × 11 rectangular data, images were constructed with various numbers of measurements, 𝐾, 

starting from 100 and reduced to 30 with an interval of 10 measurements. The purpose of this was to observe 

the effect of 𝐾 value on image quality. 

RESULTS AND DISCUSSION 

The image of the neutron source corresponding to different collimator array sizes was constructed using the 

non-negative least squares (NNLS) method in MATLAB. An MCNP model was created with a 

rectangular tank and a collimator array to generate multiple images based on the number of measurements, 

K. The minimum value of K required for accurate image quality was determined through this process. 

The initial simulations revealed that a water height of 100 cm is required to effectively stop all thermal 

neutrons at the bottom of the cylindrical water tank. This was observed through the zero value of the MCNP 
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tally output for thermal neutrons. To prevent in-scattering from the sides of the tank into the 𝐹1 tally surface, 

it was necessary for the array to be smaller than 25.3 cm by 25.3 cm. 

Introducing a different material into the tank could potentially lead to some neutrons reaching the 𝐹1 tally 

surface due to its lower neutron absorption cross section compared to water. Given that most of the thermal 

neutrons should be absorbed by the determined water height, the ideal material would allow for minimal 

neutrons to reach the 𝐹1 tally surface. Stainless steel emerged as the most effective collimator material, 

resulting in minimal neutron travel through the collimator compared to PVC and aluminum. However, the 

use of PVC as the collimator material only resulted in a slight average count rate increase of 0.17 ± 0.09 

ns−1. Considering the cost-effectiveness of PVC pipes compared to stainless steel pipes, PVC was chosen 

as the collimator material for the proof-of-concept experiment. 

With the prescribed requirements, the successful reconstruction of the neutron source image was achieved 

using a 23×23 array size and all measurements (𝐾=300). Although reducing the array size to 11×11 led to a 

lower resolution in the reconstructed image, as expected with all measurements (𝐾=100), the image quality 

remained sufficient for source localization and shape identification. The reconstructed image, 𝑥, was 

generated using the lsqnonneg function in MATLAB, with matrices 𝐴 and 𝑏 as inputs. The choice of using 

the NNLS technique to solve for 𝑥 was based on its speed and availability in MATLAB. 

A comparison of the images produced by the 23×23 array and the 11×11 array is illustrated in Figure 2. It 

was determined that an 11×11 array size would be suitable and practical for a physical experiment. 

Consequently, a new MCNP model was built to accommodate a rectangular 250-gallon water tank with 

these specifications. The images produced as a function of 𝐾 are depicted in Figure 3, which clearly shows 

that image quality significantly degraded below 𝐾=60. To enable better comparison of image quality as a 

function of 𝐾, the source shape and location were modified to a larger ring placed in the middle of the 

collimator. 
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Fig. 2. (a) the image generated using 23×23 simulation data with 𝐾=300, and (b) the image produced using 

11×11 simulation data with 𝐾=100. The presence of a dotted plot in the bottom figures represents the source 

plot displayed using the MCNP Visual Editor software, providing a top view of the array. 

Fig. 3. Images obtained using varying 𝐾 values during the simulation of a circular source positioned at the 

core of a rectangular container featuring an 11×11 grid. 

In cases where measurements have low count rates, it is expected that there will be a large relative error in 

𝑏, resulting in significant uncertainties in 𝑥. Ideally, determining the minimum 𝐾 would require multiple 

reconstructions from various data sets, each containing measurements for 100 configurations. However, the 
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current simulations serve as a benchmark for the actual experiment. It is anticipated that the source shape 

or location will start becoming visible with a minimum of 𝐾=50 measurements. For final design 

optimization, multiple data set reconstructions will be implemented in the future. 

The MCNP simulations for the rectangular water tank indicate that for a ring source strength of 100 μCi 

with a 252Cf fission spectrum, the average total number of neutrons crossing the bottom of the tank for all 

configurations is 2.58 ± 1.6 ns⁻¹. Assuming a neutron background of 0.5 ns⁻¹ and a detector efficiency of 0.01, a 

10-minute measurement for one configuration would yield an expected average count of 15.5 

± 3.9, with an expected background count of 3.0 ± 1.7. These measurements are statistically distinct from each 

other within 2𝜎, indicating that a 10-minute count is sufficient for analysis through the image reconstruction 

process. 

CONCLUSIONS 

The results of the MCNP simulations demonstrate that employing an 11×11 array comprising PVC pipes 

would be both practical and adequate for conducting a physical experiment aimed at reconstructing neutron 

source images. The simulations revealed that image quality, enabling accurate determination of the neutron 

source's shape and location, can be achieved with as few as 50% of the total pixels compared to the 

conventional raster scan method. This breakthrough holds significant value in developing a system that is 

cost-effective and highly efficient in localizing and identifying the shape of a neutron source. 

Notably, this system stands out for its affordability, as it can be constructed using readily available 

materials such as water, PVC pipes, a water tank, and a water pumping system. 
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Abstract 

Considering that the permission to import seeds of some medicinal plants containing narcotic drugs to most 

countries relies on ensuring the sterility and non-sprouting of these plants, this research investigated the 

effects of different doses of gamma irradiation on the physiology and germination of cannabis seeds for 

sterilization. Gamma irradiation using Cobalt 60 at a rate of 60 Gy/minute with 13 levels of gamma irradiation 

(0, 30, 60, 90, 120, 150, 180, 240, 300, 360, 500, 600, and 900 Gy) was utilized. The samples were completely 

randomized with 3 replications in each sample. The results indicated that gamma irradiation affects some 

characteristics of seed germination. Doses above 120 Gy significantly reduced the number of healthy 

seedlings compared to other levels, with the average stem length decreasing to 1/3 of healthy ones. It was 

found that germination percentage was not a suitable criterion for determining the sterilization dose, as most 

seeds germinated after irradiation but died shortly after. A dose of 150 Gy was identified as the most suitable 

for sterilizing cannabis seeds. 

Keywords: Radiation sterilization, Cannabis Irradiation, Dose determination 

INTRODUCTION 
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Cannabis, with the scientific name Cannabis sativa L., is an herbaceous, annual plant belonging to the 

Cannabacea family. The seeds of this plant have a significant amount of oil and unsaturated fatty acids, and 

the fiber in it is used in paper and textile industries. Tetrahydrocannabinol and cannabidiol are among the 

most important cannabinoid compounds of this plant, which are of great importance due to their known 

medicinal properties, but due to legal obstacles to planting, it has not yet found its main place among plants, 

especially in Iran. This plant usually has two bases and the male and female flowers of this plant are located 

on separate bases and generally the male flowers appear a little earlier than the female flowers. Of course, 

there are also single base and hermaphrodite figures. This plant has clawed leaves with five to seven serrated 

leaflets and has different varieties and shapes with a strong and pleasant smell and its height reaches 1 to 3 

meters. This plant is spring and is cultivated in different regions from early to mid-spring if the weather 

conditions and temperature are favorable. The highest water requirement for this plant is in the rapid growth 

stage (the stage of the emergence of five leaves until the production of buds), which naturally absorbs the 

highest amount of nutrients, and in this stage, it requires a large amount of nutrients and high temperature. 

After water, the type of soil and the method of land preparation are the factors that determine the yield. One 

of the methods that can cause non-germination or sterilization of seeds with low cost is irradiation with 

gamma rays. Although gamma ray irradiation has wide applications in agriculture, medicine and industry, its 

application in the field of new plant breeding has been limited due to reasons such as not knowing the 

appropriate dose for plants. In order to succeed in the sterilization of seed plants, the appropriate dose must 

be determined first. To determine the best radiation dose, two points should be considered, first, the applied 

dose should not be so high that it kills the plants, and next, it should be selected so that the irradiated seeds 

do not reach the flowering stage. Gamma rays are among the ionizing rays that lead to the production of free 

radicals in the cell. Depending on the level of radiation, free radicals can lead to morphological, anatomical, 

biochemical, physiological changes or damage to important cell components. These effects include changes 

in the plant's cellular structure and metabolism (for example, expansion of the thylakoid membrane, changes 

in the efficiency of photosynthesis and the functioning of the antioxidant system, and the accumulation of 

phenolic compounds). Irradiation of plant seeds through the production of free radicals and oxidation of 

atoms causes disturbance in protein synthesis and gas exchange and disruption of hormonal balance and on 

the other hand it affects the activity of enzymes. Previous studies show that these rays cause inhibition of 

metabolic pathways, changes in growth and development, and damage to DNA. Reactive oxygen species in 

very small amounts lead to the expression of basic genes inside the plant cell, but due to the induction of 

ionizing radiation, the amount of reactive oxygen species increases and the balance and homeostasis of the 
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cells are disturbed. This disturbance leads to the reduction of electron transfer in the electron transfer chain, 

which is caused by the reduction of the reducing agent in the Calvin cycle. This situation also subsequently 

leads to photo-oxidation by increasing the flow of electrons towards oxygen and producing hydrogen 

peroxide and hydroxyl radicals. These active reactive species are responsible for causing damage to 

photosynthetic organs, the effect of mutagenic treatments is generally measured by parameters such as 

germination percentage, seedling length and seed germ. The percentage of germination is not a good measure 

to determine the dose effect, because most of the seeds germinate after irradiation, but they die after some 

time. 

EXPERIMENTAL 

In this study, cannabis seeds were prepared from Afghanistan and then divided into 13 groups as follows: 

1- Control group 

2- The seeds that were irradiated with the dose of 30 Gy. 

3- The seeds that were irradiated with the dose of 60 Gy. 

4- The seeds that were irradiated with the dose of 90 Gy. 

5- The seeds that were irradiated with the dose of 120 Gy. 

6- The seeds that were irradiated with the dose of 150 Gy. 

7- The seeds that were irradiated with the dose of 180 Gy. 

8- The seeds that were irradiated with the dose of 240 Gy. 

9- The seeds that were irradiated with the dose of 300 Gy. 

10- The seeds that were irradiated with the dose of 360 Gy. 

11- The seeds that were irradiated with the dose of 500 Gy. 

12- The seeds that were irradiated with the dose of 600 Gy. 

13- The seeds that were irradiated with the dose of 900 Gy. 

The seeds, with the exception of the control sample, were irradiated using the portable seed products 

irradiation system located in Salimi Industrial Town at the specified doses. Next, the treated seeds were 

transported to the laboratory along with the control seeds and planted in separate growth beds. To ensure 

consistent results, 72 seeds from each group were planted in each growth bed. The seeds were monitored 

daily, and consistent light and temperature conditions were maintained for germination. 

Results and discussion 
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After one month, the results were checked and listed in the Table 1 and Figure 1. 

 

 

Table 1. Mean comparison of 72 cannabis seeds in each sample at varying doses 

Sample No. Of sprouts  
healthy 

seedlings No. 

Plastid 

seedlings No. 
Leaflets No. Stem length 

Control sample 68 65 3 6 15 

30 Gy 60 17 43 6 11.3 

60 Gy 55 11 44 6 8 

90 GY 60 25 35* 4 6.8 

120 Gy 56 18 38* 4 5.9 

150 Gy 58 2* 56* 4 4 

180 Gy 64 5* 59* 4 3.3 

240 Gy 47 1* 46 2 3* 

300 Gy 48 0* 48 2 2.2* 

360 Gy 46 0* 46 2 2* 

500 Gy 44 0* 44 2 2* 

600 Gy 50 2* 48 2 2.5* 

900 GY 46 2* 44 2 2.4* 

* Significant at p < 0.05 level vs. non-irradiated seeds (control). 



110 

 

 

 

Fig. 1: Images related to the results of cannabis growth in both the control group and the treatment groups 

Conclusions 

In this study, the impact of gamma radiation at varying doses on the physiology and germination of 

cannabis seeds for sterilization purposes was examined. The findings revealed that exposing cannabis seeds 

to gamma rays alters certain germination characteristics. Specifically, doses exceeding 120 Gy notably 

decreased the number of healthy seedlings compared to lower doses. Additionally, the average stem length 

decreased by more than 1/3. 
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Abstract 

     To enhance the longevity and minimize wastage of agricultural products, an effective method involves 

the use of gamma irradiation to eliminate harmful microorganisms, insects, and pests. To facilitate this 

process, a self-shielded gamma irradiation system "IRAD-0113-01" was designed and constructed 

specifically for treating grains and legumes using 60Co radioactive sources with an activity level of 50 kCi. 

The system operates by feeding agricultural products in bulk through an input funnel equipped with a 

conveyor belt. Under the influence of gravitational force, the products are guided through a spiral path, 

ultimately leading them into the cask or irradiation chamber for exposure to gamma radiation. The 

mechanical structure of the system is robust, capable of withstanding loads of up to 140kN. 

     A notable feature of this system is the unique design of the entrance chamber, which takes the form of a 

step rather than a spiral. This innovative design significantly reduces the amount of lead material required 

for effective shielding by approximately 2 tons when compared to a similar irradiation system developed in 

Hungary. The system demonstrates efficient output, with a mass flow rate of around 1 ton per hour for wheat 

when irradiated with a dose of 200 Gy. The achieved dose uniformity ratio of 2 meets the acceptable standards 

for industrial radiation applications, ensuring consistent and reliable results. By utilizing this self-shielded 

gamma irradiation system, the shelf life of agricultural products can be extended, minimizing the risk of 

spoilage and reducing wastage. Furthermore, the eradication of harmful contaminants contributes to 

improved food safety and quality, benefiting both producers and consumers alike.  

     In this paper, permissible dose limit based on the existing standards were reviewed. The simulation and 

experimental results show that all the parts of the self-shielded irradiation system have a gamma dose of less 

than 20 /Sv h , which is fully compliant with the ANSHI standard and therefore makes the system suitable 

for operation. 

Keywords: Irradiation, Gamma-ray, Self-shielded system, 60Co, Dose uniformity ratio. 

INTRODUCTION 

Nowadays, irradiation is one of the methods of preserving food and agricultural products. Using gamma rays 

is one of the most important and widely used food irradiation techniques. Gamma rays are electromagnetic 

radiation from excited nuclei of 60Co or 137Cs. Gamma radiation, the cheapest type of radiation, is essential 

in preserving food and agricultural products. Irradiation with gamma rays is a physical method of food 

processing [1].  
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Food or agricultural products are exposed to ionizing radiation for a certain period of time. The goals of 

irradiation include increasing food durability, reducing microbial, fungal, and parasitic contamination, 

reducing food product waste, and preventing contamination of food products and the environment. In 

agriculture, one of the most important reasons for using irradiation is to fight insect infestation and reduce 

the waste of grains and legumes. These wastes are around 5-10% worldwide, while in countries with hot 

climates, these wastes can reach up to 50%. The most widespread pest control method uses chemical 

pesticides for grains and legumes. However, this pest control method leads to environmental pollution and 

pesticide residues in seeds and requires special measures for the safety and health of operators. Irradiation 

with gamma rays can eliminate insects, parasites, and pathogens from agricultural products [2]. The use of 

radiation means that disinfectants, which are not only toxic but also cause cancer in the long run, are not 

used. In other words, irradiation of foods with relatively low doses causes the killing or sterilization of all 

the different developmental stages of common grain pests, even the eggs inside the seeds. Dried fruits, 

vegetables, and nuts are always subject to insect attack. Some of these products, especially fruits, can only 

be disinfected using radiation, and chemical methods or physical agents cannot be used.  

Among the problems that using these pesticides brings, we can point out the resistance of pests to pesticides, 

environmental pollution, remaining phosphine residues in seeds, and as a result, causing poisoning in humans 

and other mammals, the unaffordability of using these disinfectants as well as limiting the use of methyl 

bromide since 2005 in developed countries and since 2015 in developing countries. Considering these 

problems and based on the approval of the Environmental protection agency and United Nations Standing 

Committee on Nutrition, food irradiation can be a suitable alternative to pesticides. Also, irradiation in low 

doses prevents the germination of potato, onion, garlic, ginger, and chestnut tubers. These conditions have 

led to the development of radiation methods to eliminate grain pests, which requires the determination of 

appropriate radiation doses. Also, obtaining a license from public health institutions is needed for the 

industrial use of the irradiation process [3]. Research in eliminating grain pests with radiation has been carried 

out since the 1950s. These studies began in 1955 at the Scientific Research Institute of Grains and 

Agricultural Products of the USSR Ministry of Interior (VNIIZ) in collaboration with the Institute of 

Biophysics of the USSR Academy of Sciences. After the Soviet Union, in 1963, the United States of America 

approved the irradiation of wheat and its products with a dose of 20-50 krads. Following these two leading 

countries, grain irradiation is carried out in Ukraine, Brazil, Thailand, Serbia, China, India, Pakistan, Japan, 

Argentina, Belgium, Bulgaria, Chile, France, and Poland [1,2].  
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  The Iran Radiation Application Development Company (IRAD Co.) has carried out the design and 

construction project of a gamma self-shielded radiation system. The gamma self-shielded radiation system, 

model IRAD-0113-01, is a grains and legumes irradiation system with a 50-500 Gy dose. This system can 

irradiate grains and legumes in low doses, cause disinfection and control the germination of products. It can 

also reduce storage pests and increase product durability by reducing microbial contamination and 

eliminating microorganisms that infect and destroy agricultural products. This system can irradiate legumes 

such as peas, cobs, lentils, beans, corn, wheat, and rice. One can also use the portable gamma irradiation 

system for dry fruits such as walnuts, almonds, pistachios, hazelnuts, etc. In this paper, the limits of the 

permitted dose based on the relevant standards will be examined. 

MATHERIALS AND METHODS 

  To irradiate grains and legumes, first, these products enter the stepped spiral from the upper part of the 

system (the funnel) and then the irradiation chamber. The products are irradiated while passing through the 

chamber and exit from the system's lower part (product exit point). In addition to the product's characteristics 

(density, type of product, etc.), the dose received by the product depends on the duration of the product's 

presence (speed of product passing through the irradiation chamber) in the irradiation chamber. This is done 

by Mardon (spiral) at the place of product exit. The rotation speed of Mardon determines the output flow rate 

of the product inside the system, and by changing it, the absorption dose of the product can be changed. the 

complete schematic view of the gamma self-shielded radiation system is shown in Figure 1. The type of 

design is such that it can withstand 140 kN loads. Also, a step ladder was used in order to reduce the amount 

of lead by at least 2 tons. 
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Fig. 1. Schematic view of the gamma self-shielded radiation system. 

 

This system is a gamma radiation device of self-maintaining type in a dry tank. This device includes 60Co 

radiation sources of the self-shielded chamber type, and the maximum activity of the system is limited to 

1.85 PBq. The sources used in this system are supplied in standard dimensions and specific activity by 

suppliers from different countries with this technology. In the Gamma 36 self-shielded system, there is a 

location to place source pencils, which will be arranged based on the activity of the sources and the dose 

distribution in the radiation chamber. A typical 60Co source pencil is sealed with a zirconium sheath in a 

stainless steel sheath and typically has an activity of about 8,000 to 12,000 Ci per pencil. Each pencil has a 

length of 45.2 cm and a diameter of 1.1 cm. Pencils are placed in the radiation chamber equipped with a 

special lead shield. The inner diameter of the steel chamber (where products pass through and are irradiated) 

is 300 mm, and the diameter of the ring on which the pencils are located is 304 mm. Due to the symmetrical 

arrangement of the radiating rods, a dose space with cylindrical symmetry is obtained.  

RESULT AND DISCUSSION 

The design of the gamma self-shielded irradiation system is based on shielding calculations with the help of 

Monte Carlo codes to make sure that the dose rate does not exceed the permissible value provided in the 

standard and to measure the uniformity of the dose inside the radiation chamber. The arrangement of pencils 

is one of the effective factors for creating symmetry and standard dose uniformity. Other factors such as 

activity and density of products are effective in creating standard dose uniformity ratio. Figure 2 shows the 

dose distribution contour plot for the product density of 1 g/cm3 and 18 60Co source pencil placed in the 

irradiation cask. 
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Fig. 2. dose distribution contour plot inside the cask. 

 

According to the calculations and considering that the product passes through the middle of the chamber, a 

special arrangement should be made for the uniformity of the dose with an activity of 50 kCi and dose ratio 

be obtained 2. 

the evaluation and calculation of the distribution of the gamma dose rate of biological shielding of the gamma 

self-shielded radiation system are carried out according to the Permissible dose limits in ANSI/HPS N43.7-

2018 [4,5]. 

 Different parts of the system are made of different materials, including lead as biological shield, SS-316L 

stainless steel for the source chamber, upper entrance funnel, vertical spiral path, typical steel for the outer 

walls of the biological shield, and the device, screws, bases and primary columns of the device and shafts. 

During irradiation, the irradiation chamber, the vertical spiral path, the carriage, and the Mardon are filled 

with grains and legumes. 

     The limits of the allowed dose and the equivalent dose rate for different modes of operation of radiation 

systems with a dry source maintaining chamber are stated in the ANSI/HPS N43.7-2018 standard. As shown 

in figure 3, we will investigate the dose of the gamma self- shielded system at a distance of 5 cm from the 

surface. Table 1 shows the dose for different areas of the gamma self-protection system. 
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Fig. 3. Dosimetry of different regions of the gamma self- shielded system 

 

According to the experimental dose measurement, the allowed limits in the system's design have been met 

according to the gamma self-shielded radiation standard, and the gamma dose rate is within the allowed 

limits.  

 

 

 

 

 

 

Table 1. Dose rate in different positions of the system 

Photon dose rate [µSv/h] Position 

1.31 
Above the system On the 

vertical spiral inlet 

0.28 In front of the end of the Mardon shaft 

15.62 Behind the cover of the location of the carriage and Mardon 

20.10 

Under the table and next to the on/off lead cylinder 

18.75 

15.02 In front of the product outlet 

 

CONCLUTION 
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ANSI/HPS N43.7-2018 standard titled "Design and safe use of dry self-shielded radiation systems" has been 

used in the design, construction and installation of this gamma self-shielded radiation system. The said 

standard is used for self-shielded radiation systems including closed gamma or beta sources. 

It is worth mentioning that the radioactive springs of this device are loaded after transporting the device and 

installing it in the place, and the device will never be transported together with the source, so the design and 

construction of this device is not covered by the regulations of safe transportation of radioactive materials. 

The permissible dose limits are stated in the ANSI/HPS N43.7-2018 standard, and the equivalent dose rates 

are different in various modes of irradiation within the cask. According to the permissible limits in the 

standard, the standard dose rate for operation mode must be less than 20 /Sv h  According to the above 

table and the simulation results for the operating mode of the gamma self-shielded radiation system, the 

permissible limits have been observed in the design of the said system and the gamma dose rate is within the 

permissible limits.  
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Abstract 

The purpose of this study was to simulate the 6 MV Elekta Compact accelerator head installed in Iran- Mehr 

radiotherapy and oncology hospital (Birjand-Iran) using MCNPX2.6 Monte Carlo code. The simulation 

aimed to validate the accuracy of the model by comparing the simulated results with the measured percent 

depth dose (PDD) at 10 ×10 cm2 field and dose profile at 10 cm depth, which were obtained using a water 

phantom and Baldwin-farmer ionization chamber provided by PTW company. The main components of the 

linac's head, including the target, primary collimator, flattening filter, and secondary collimators, were 

simulated. A phase space file generation process involved the using of SSW (surface source write) and SSR 

(surface source read) cards to capture the particle source information. In this case, the horizontal plane was 

positioned 100 cm below the tungsten target. A significant number particle, specially 107 particles (photons 

and electrons), that traversed the surface were then recorded in a binary phase space file for use as an SSR 

card. The deposited energy of photons and electrons was recorded using a mesh tally (type 3) to calculate the 

PDD and beam dose profile. The model’s  accuracy was evaluated by comparing the simulated results with 

the measured data, using relative error as the evaluation metric. The optimum energy of the initial electron 

beam was determined by analyzing the PDD curves. The full-width half-maximum (FWHM) of the electron 

source was adjusted based on the dose profile curves. After computing the PDD curves for electron beam 

energies ranging from 5.5 to 6.5 MeV with a step of 0.1 MeV, an electron energy of 5.8 MeV was determined 

to be the best match. To obtain the optimum FWHM, the profile dose curves were analyzed by varying the 

FWHM from 0.4 to 0.5 cm with a step of 0.01 cm. The optimum FWHM value of 0.44 cm was obtained. 

Different field sizes were simulated by adjusting the secondary collimators, and rotation matrices were 

obtained and used in the TRCL card. The simulated field sizes included 8×8, 10×10, 12×12, 15×15, 20×20, 

25×25, 30×30, and 40×40 cm2. 

Keywords: 6 MV linear accelerator, Elekta Compact, percent depth dose, MCNPX Monte Carlo code, Dose 

profile. 

 

INTRODUCTION 

Radiotherapy is a crucial component in treating over 50% of cancer types and is utilized in 40% of cancer 

patients alongside other treatments [1]. In external radiotherapy, linear accelerator (linac) devices are 
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commonly used to generate beams from a source positioned at a specific distance from the body [2]. The 

choice of accelerator with a known energy is influenced by factors such as tumor depth, extent, and location 

[3]. Accurate treatment planning is essential for ensuring a reliable dose distribution, and Monte Carlo codes 

are valuable tools in this process. The Monte Carlo method is widely recognized for its accuracy in predicting 

radiation fields produced by linacs, offering valuable data that may be challenging to measure directly [4,5]. 

Although the Monte Carlo method can be time-consuming, improvements in computer technology and 

variance reduction techniques are enhancing its feasibility for dose calculations [6,7]. Each type of 

accelerator has unique beam properties influenced by component design and material variances [8]. Even 

identical accelerators may exhibit differing beam characteristics due to adjustments made during field 

installation [9]. Achieving precise alignment between modeled beam properties and those of the actual 

reference accelerator can be challenging and time-consuming [10]. The final beam output is influenced by 

the geometric parameters of components, the materials utilized, and the initial electron source parameters 

within the model. [11]. This linac has been simulated by several Monte Carlo codes, such as GATE [12], 

PENELOPE [13], BEAMnrc/EGSnrc [14,9], and GEANT4[15]. This paper focuses on establishing a Monte 

Carlo model of a 6 MV Elekta Compact accelerator head at Iran- Mehr radiotherapy and oncology hospital 

in Birjand, Iran, using the MCNPX2.6 [16] program. The alignment of the model beam with the actual beam 

is confirmed by analyzing the percentage depth dose (PDD) and dose profile evaluations. 

RESEARCH THEORIES 

 

The head of Elekta Compact linac was simulated using the MCNPX2.6.0 code [16]. Figure 1 represents a 3D 

view of the simulated components. The main simulated components of linac's head included target, primary 

collimator, flatting filter, and secondary collimators. Also, a cubic water phantom with a dimension of 

62.5×62.5×51.5 cm3 was simulated at a distance of 100 cm SSD. A phase space file generation process 

involved the utilization of SSW and SSR cards to capture the particle source information. In this case, the 

horizontal plane was positioned 100 cm below the tungsten target. A significant number particle, specially 

107 particles (photons and electrons), that traversed the surface were then recorded in a binary phase space 

file for use as an SSR card. The energy cut-off was defined as 0.5 and 0.1 MeV for electron and photon, 

respectively. Electrons stopped by target, a bremsstrahlung X-ray is generated. This X-rays spectrum can be 

considered as a photon source that its spectrum changes through different parts of the accelerator head. Two 

physics cards (PHYS: E and PHYS: P) were used to control bremsstrahlung X-rays. Different field sizes 
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were simulated by adjusting the secondary collimators, and rotation matrices were obtained and used in the 

TRCL card.  
 

 

 
 

Fig. 1. 3D view of simulated linac of the 6 MV, Elekta Compact. 

 

 

 

 

 

 

EXPERIMENTAL 

 

The optimum energy and radial intensity of the incident beam were obtained through matching the MCNPX 

derived PDD and dose profile data with those obtained by experimental measurements. PDD relates the 

absorbed dose at any depth (Dd) to a depth at which the absorbed dose is a maximum(D0) [17]. PDD was 

calculated based on equation 1. 
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𝑃𝐷𝐷 =
𝐷𝑑

𝐷0
× 100              (1) 

 

The variation of dose occurring on a line perpendicular to the central beam axis at a certain depth is known 

as the dose profile. To calculate the PDD and dose profiles, mesh tally (type 3) was used to record the 

deposited energy of photons and electrons within cube with dimensions 2×2×0.2 cm3. The obtained date 

converted to suitable format and then PDD was calculated. 

Measurements were performed using a water phantom and Baldwin-farmer an ionization chamber provided 

by PTW company at 10×10 cm2 field for dose profile PDD at 10 cm depth. The PDD curves of 8×8, 10×10, 

12×12, 15×15, 20×20, 25×25, 30×30, and 40×40 cm2 were measured.  

All simulations were done by a server system with the following specifications: Intel(R) Xenon(R) (Intel 

Corp., Santa Clara, CA), CPU 2.70 GHz and 2.69 GHz (two processors), 70.00 GB RAM, and Windows7 

(64 bit) (Microsoft Corp., Redmond, WA). For the calculations, 2 × 109 particles were tracked to decrease 

the statistical uncertainty to less than 3%. 

Results and discussion 

Determine the Incident Electron Energy through PDD Curves 

Although the nominal energy of the device is known as 6 MV, however, the characteristics of the primary 

electron beam for each device must be determined precisely. Studies have shown that the flux of the initial 

electron source follows a Gaussian distribution [18] that the mean energy and FWHM should be determined.  

By using the PDD curve, the optimal energy can be identified as it plays a significant rule in the production 

of bromstrahlung X-rays  influences the absorbed dose value in the phantom. Therefore, the PDD was 

obtained for an energy range from 5.5 to 6.5 with a step of 0.1 at 10×10 cm2 field, and then compared with 

the measured values in each case. The percentage of relative difference was calculated at different depths 

based on equation 2.  

 

2 𝑅𝐷 =
𝐷𝑖(𝑚𝑒𝑎𝑠𝑢𝑟𝑚𝑒𝑛𝑡)−𝐷𝑖(𝑀𝐶)

𝐷𝑖(𝑚𝑒𝑎𝑠𝑢𝑟𝑚𝑒𝑛𝑡)
× 100              (2) 

 

The best energy with the smallest relative difference was determined to be 6.1 MeV. Figures 2a and 2b show 

the PDD curve for energy 6.1 MeV(2a) and the corresponding  relative difference(2b), respectively. 

 
2 Relative Difference(RD) 
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Fig. 2. PDD(a) and relative error (b) curves for 6.1 MeV energy 

 

 

 

Determine the FWHM of the Incident Electron Source  

The FWHM  of the electron source was determined using the dose profile curve. The dose profile curves were 

calculated with a change in the FWHM parameter from 0.1 to 0.2 with a step of 0.01 for a constant energy 

value of 6.1 MeV. At each step, the calculated data were compared with the experimental data. The dose 

profile data was calculated and measured at a depth of 10 cm in the phantom, considering a field size of 

10×10 cm2 and a SSD of 100 cm. Analysis revealed the optimal FWHM value to be 0.44 cm. Figure 3 

illustrates  the comparison of  dose profile percentage obtained from measurements and MC calculations for 

an energy of 6.1 MeV and FWHM of 0.44 cm. As seen in the figure, the dose profile is formed from a flat 

region equal to the field dimensions and at the field edges where the dose change gradient is high in that area. 

The  study indicated that varying FWHM values have minimal effect on the flat region but signifacantly 

affect the penumbra region at the field edges. This finding aligns with previou sresearch by Lu[9]. With an 

increase in FWHM, the dose gradient decreased at the field edges.  
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Fig. 3. the percentage of dose profile obtained from measurements and MC calculations for energy of 6.1 MeV and 

FWHM of 0.44 cm 

 

 

The PDD curves for different fields 

 

Using secondary callimators, different fields were adjusted, and PDD for different fields was calculated. 

Figures 4a and 4b show comparing the results of PDD with the measured data in the fields including 8×8, 

10×10,12×12, 15×15cm2 (4a), 20×20 ,25×25, 30×30, and 40×40 cm2 (4b). 
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Fig. 4. PDD curve for different fields 

 

Results indicate that  a very good match between MC and measured data in the different fields. 

Conclusions 

In this study, the head of 6MV Elekta Compact linac was modeled using the MCNPX Monte Carlo code. 

The model’s accuracy was confirmed through the comparison with measured PDD and dose profile curves. 

The optimum energy and FWHM values of incident electron beam were determined to be 6.1 MeV ad 0.44 

cm, respectively. The obtained beam agrees well with measured data of PDD data for different fields. 
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Abstract 

Beta radiation sources are often used in the production of very thin plastic in industry. One such source of 

interest is 147Pm, which is used to measure the thickness of materials such as plastic in the micrometer range. 

However, the short half-life of 147Pm poses a challenge for its industrial application. Therefore, this study 

investigates the feasibility of using 85Kr sources as an alternative for the production of very thin plastics in 

the micrometer range. The aim of the study is to determine the theoretical and experimental error limits in 

the production of 20 µm thick plastics using 147Pm and 85Kr sources. The results show that the decrease in 

the number of beta particles count for 85Kr and 147Pm sources is 0.084% and 0.8%, respectively, when the 

thickness is increased from 20 to 20.5 µm. Furthermore, the maximum difference in the number of beta 

particles count emitted by the 147Pm source between simulation and experimental methods is 0.15% for a 

plastic absorber with a thickness of 20.5 µm. This difference increases to 0.19% when the 85Kr beta particle 

source is used. Overall, this study provides valuable insight into the potential use of 85Kr sources for the 

production of very thin plastics. The results highlight the importance of considering error margins and 

variations in the number of beta particles count when determining the thickness of materials in industrial 

applications. 

Keywords: 147Pm, 85Kr, Thin plastic sample, Beta gauging, Thickness 

INTRODUCTION 

Nuclear radiation, such as beta radiation, is widely used in industry, e.g. in the analysis of materials. One of 

the applications of nuclear radiation, including beta radiation, is the production of materials with a precise 

thickness, e.g. plastics [1]. For this reason, thickness gauges have been developed for quality control in the 

manufacturing process. One of the most common applications of beta radiation is online thickness gauges. 

These are devices that continuously and contactlessly check the thickness of BOPP (biaxially oriented 
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polypropylene) sheets. These gauging devices are very common in the industry. One of their most common 

applications is gauging the thickness of this type of sheet. 

A beta thickness gauge consists of two main parts (the radioactive source and the radiation detector) and a 

system that processes the data from the detector [2]. Both the 147Pm and 85Kr isotopes are beta-emitting 

radioactive elements used in industry for low-energy applications. 147Pm has a half-life of 2.62 years and an 

energy range up to 224 keV (with an average energy of 61 keV), while 85Kr has a half-life of 10.76 years and 

an energy range up to 687 keV (with an average energy of 251 keV) [3, 4]. 147Pm is often used to gauge the 

thickness of thin plastics (about one micrometre). 

Due to limitations such as the short half-life of the 147Pm source, the 85Kr source was used in this research to 

produce plastics with a thickness of about 20 micrometres. Considering the high half-life of the 85Kr source, 

for the preparation of thin plastics in the production line, the concerns caused by the need for early 

replacement are solved, which is very important in the production line. In addition, it is effective in accurately 

measuring plastic thickness due to the reduction in the intensity of the source and the resulting error [4, 5]. 

147Pm is a radioactive isotope produced indirectly by neutron irradiation on 146Pm. Access to a high-energy 

neutron flux is required to produce 146Pm, so it is possible to produce the isotope 146Pm using the target 

element. 146Pm can be produced in a particle accelerator by the fission of heavy nuclei such as uranium by 

high-energy particles. the 85Kr source is also produced indirectly by the 86Kr isotope decomposition method 

or by irradiating the 84Kr isotope with high-energy neutrons. In contrast to 146Pm, which does not found in 

nature, the isotopes 84Kr and 86Kr isotopes exist in nature in reasonable quantities. Therefore, the production 

of 85Kr is less complicated than that of 147Pm, which does not exist in nature and requires a two- or multi-

step process to produce. Considering the probable limitations in the production of 147Pm and the short half-

life of this source, this study theoretically and experimentally investigated the performance of two beta 

radiation sources, 147Pm and 85Kr, produced to control the standard thickness of thin plastic from the plastics 

industry [6, 7]. 

RESEARCH THEORIES 

The thickness of plastic samples can be gauged by the rate of passage of electrons through the sample and 

their absorption in the sample. Due to the interaction of beta particles with absorbing materials, some particles 

pass through the sample and some particles are also absorbed by the material. Due to the interaction of beta 

particles with absorbing material, some particles pass through the material and some particles are also 
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absorbed by the material. As the thickness of the material increases, the probability of beta particles being 

absorbed also increases. Using Lambert's law, it is possible to determine the decrease in intensity of the beta 

particles emitted from the source after interaction with the material and the thickness of the material. 

This law is as equation (1): 

𝐼 = 𝐼0𝑒
−µ𝑥  (1) 

In equation (1), I is the intensity of the source emitting beta particles, I0 is the initial intensity, µ is the linear 

absorption coefficient of the material, and x is the thickness. The mass absorption coefficient of the material 

can be calculated using the experimental equation (2): 

µ(
𝑚2

𝑘𝑔
) = 1.7𝐸𝑚𝑎𝑥

−1.14                                                                                                                               (2) 

In equation (2), Emax is the maximum energy of the beta particle emitted by the source [1, 8]. By applying 

equations (1) and (2), it is possible to determine the rate of passage of the beta rays of 147Pm and 85Kr through 

the thickness of the plastic sample and the absorption in it in the range of 20 to 20.5 µm. 

To calculate the number of beta particles passing through the BOPP plastic absorber after losing some energy 

and changing direction, MCNPX software was used [9]. To evaluate the suitability of the 85Kr source as an 

alternative to the 147Pm beta radiation source, the change in the number of beta particles after their interaction 

with the plastic material is first measured. BOPP sheet with a thickness of 20-20.5 µm and a density of 0.91 

g/cm3 was exposed to beta radiation from 85Kr and 147Pm sources. The energy spectra are shown in Figures 

1 and 2 and follow the setup in Figure 3. 

Since the 147Pm source is commonly used to gauge the thickness of plastics up to 20 µm, the thickness of 20 

µm was chosen as the standard thickness and the count rate was examined by increasing it by +0.5 µm relative 

to the standard thickness value. The setup used by the MCNPX software for the simulation is shown in Figure 

3. In the simulation using the MCNPX software, the thickness of the plastic sample was increased from 20 

to 20.5 µm (adding 0.05 µm to the previous thickness at each step) and the variation in the number of beta 

particles passing through the plastic sample and emitted from the 147Pm source was investigated. 
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Fig. 1. The energy spectrum of the 147Pm beta emitter source [4]. 

 
Fig. 2. The energy spectrum of the beta emitter source of 85Kr [3]. 
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Fig. 3. Simulated arrangement for the determination of the beta particles passing flux. 

EXPERIMENTAL 

Beta sources are used for online thickness gauging, which is one of the most common applications of these 

sources. The beta thickness gauge used in this study, model BT-3000, is manufactured by JASCH. The 

radiation source and the ion chamber detector are the two main elements of this thickness gauge (Figure 1). 

The thickness of the plastic sheet is gauged by placing it between the source and the detector. The 

measurement principle is based on the attenuation of the low-energy beta radiation emitted by a nuclear 

source when it passes through a plastic sheet. The thickness is determined by sensing the energy changes of 

the beta particles emitted by a source with a certain intensity. The measurement is continuous and online. 

The thickness parameter is constantly gauged and checked by control systems. Any deviations from the 

specified values are detected immediately. All measurement results are evaluated and displayed graphically 

on the monitor. The plastic sheet used in this study is of the BOPP type and has a density of 0.91 gr/cm3 and 

a standard thickness of 20 µm. To gauge the thickness of the plastic sheet in this study, low-energy beta 

radiation sources of 147Pm and 85Kr with intensities of 300 and 500 mCi, respectively, and an ion chamber 

detector with a length and radius of 30 and 10 cm, respectively, were used. According to the simulation setup, 

plastic samples with different thicknesses from 20 to 20.5 µm were placed between the source and the 
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detector. The measurements were performed three times for 180 seconds for each sample and then averaged. 

The results of the measurements for the sources 147Pm and 85Kr are shown in Figure 5. 

 

Fig. 4. beta thickness gauge set up. 

Results and discussion 

Figure 5 shows how the flux of beta particles from 85Kr and 147Pm sources decreases as they pass through 

different plastic thicknesses. The absorption coefficient of the plastic sample was considered for two 

experimentals and the analytical methods (taking into account the energy spectrum of the source) using 

equations 1 and 2. 

Figure 5 shows that the flux of beta particles passing through the 147Pm source decreases more than in the 

85Kr source. The reason for this discrepancy lies in the different energy of the particles released from the two 

sources, which results in the particles from the 147Pm source having a higher stopping power in the plastic 

sample. In addition, the flux of beta particles with an energy of 224 keV decreases by 0.42% after passing 

20.5 µm of the sample thickness. This discrepancy between the analytical and experimental results is due to 

the use of the highest energy for the calculation data. The flux of beta particles from the 85Kr source decreases 

by about 0.084%. This figure is obtained by applying equations 1 and 2 to the particles emitted from 85Kr 

with an energy of 687 keV, i.e. about 0.12%. To contrast the reduction in beta particle flux measured by the 

detector in the laboratory environment, the corresponding setup was considered based on theoretical 

calculations. Figure 6 shows how the flux of beta particles from 85Kr and 147Pm sources decreases as they 

pass through the plastic absorber. The figure compares the results of the Monte Carlo simulation and the 

experimental methods. The detector measured the number of beta particles for different plastic sample 

thicknesses exposed to 85Kr and 147Pm beta sources (using both the simulation and the experimental method). 
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The simulation and the experimental methods provided similar qualitative results for flux variations 

depending on the thickness of the plastic sample between 20 and 20.5, although there were slight 

discrepancies. This discrepancy results from neglecting the details of the measurement simulation, neglecting 

the backscattering electron impacts in the laboratory and the measurement error due to the movement of the 

roller supporting the plastic sheet. The experimental results show that the number of beta particles decreases 

by 0.084 and 0.8% for 85Kr and 147Pm sources, respectively, when the thickness of the sample is between 20 

and 20.5 micrometres. When the thickness of the plastic absorber is 20.5 micrometres, the simulation and 

experimental approaches result in a maximum discrepancy of 0.15% in the number of beta particles of the 

147Pm source. The discrepancy increases to 0.19% for the 85Kr source. 

Figure 7 illustrates how the electron flux of the krypton source decreases as it passes through the plastic 

sample. The electron flux of the promethium source decreases to 0.8% of its initial value in the simulation 

setup after passing through 20.5 µm of plastic. The electron flux of the krypton source can be determined 

under comparable conditions. 

Figure 7 shows that the variation in the thickness of the plastic sample (starting from the standard thickness 

of 20 micrometres), which causes a 0.8% decrease in the electron flux of the krypton beta source, is 1.6 

micrometres. 

The variation of beta particle flux of 85Kr and 147Pm sources as a function of thickness from 20 to 20.5 in 

some half-lifes is shown in Figures 8 and 9. Equations (1) and (2) were used to calculate this variation. When 

147Pm is used as the beta source for 18 half-lifes in the manufacturing process, the calculated variation in 

counts is approximately 1238. The relative error in gauging the plastic thickness in the manufacturing process 

with a deviation of 0.5 micrometres from the standard thickness of 20 micrometres is approximately 2.84% 

for this order of magnitude of counts. To gauge the thickness with an error less than 2%, the source should 

be used for less than 16 half-lifes. If 85Kr is used as a source for less than one half-life to gauge the thickness 

of thin plastic around 20 microns, the gauging error is less than 0.02%. Using the 85Kr source instead of the 

147Pm source can reduce the error in gauging the thickness of thin plastic if the 147Pm source has been used 

for up to 18 half-lifes in the manufacturing process and no new 147Pm source is available.  
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Fig. 5. Comparison of the experimental and analytical results (equation (1, 2)) of the beta particles passing flux of 20 

to 20.5 µm thick plastic samples using the 147Pm and 85Kr sources. 
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Fig. 6. Comparison of simulation and experimental results of beta particle flux from a thickness of 20 to 20.5 µm of a 

plastic sample using 147Pm and 85Kr sources. 
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Fig. 7. The magnitude of the beta particle flux when the plastic sample is 20 to 27 µm thick using an 85Kr source. 
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Fig. 8. Changes in beta particle flux from a thickness of 20.5 µm to a thickness of 20 µm in several half-lifes of the 
147Pm source. 
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Fig. 9. Changes in the passing flux of beta particles from a thickness of 20.5 µm to a thickness of 20 µm in several 

half-lifes of the 85Kr source. 

 
Conclusions 

 

In this study, the strategy of using the 85Kr beta source as an alternative to the old (used) 147Pm beta source 

for the thickness measurement of thin plastics was investigated. The results of the investigations showed that 

the error in measuring the thickness of thin plastics is influenced by the activity of the source and the time of 

its use. In order to measure the plastic thickness with a deviation of 0.5 µm from the standard thickness of 

20 with an error of less than 2%, the promethium source should be used for less than 16 half-lives. This error 

rate was determined for the 85Kr source in the 14th half-life of this source. If the 147Pm source has been used 

for more than 16 half-lives in the production process and no new 147Pm source is available, using the 85Kr 

source instead of the 147Pm source can reduce the error in measuring the thickness of thin plastic by 0.02%. 
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Abstract 

The release of radon gas from soil, water and building materials in closed environments exposes residents to 

this radioactive gas. Although humans use building materials as a protective barrier against the natural 

radiation of the open space (terrestrial and cosmic), the radionuclide compounds released from some 

materials used in buildings cause an increase in indoor radon concentration. Therefore, measuring the amount 

of radon exhalation from building materials is very important for public health. Also, although radon is the 

most important factor and source of natural radiation and its high concentration level in the indoor air of 

closed environments can cause a significant health risk, the main daughter nuclei of radon, 214Po and 218Po, 

have a high ability to cause lung cancer in humans. As a result, public attention and concern regarding the 

release of radon from building materials used in the indoor environment has increased and many efforts have 

been made to evaluate and control indoor radon concentration. 

 In this research, the surface diffusion coefficient of radon from three samples of widely used building 

materials in the Khorasan region was measured and calculated using the active method in the closed chamber 

of the Sarad-RTM1689 equipment. The exhalation rate for these samples was in the range of undetectable 

insignificant values up to 4.85 Bq m -2 h -1. The highest surface exhalation rate was observed in granite 

samples, while the clay brick sample showed a radon exhalation rate lower than the detection threshold (0.05 

Bq m -2 h -1). Our results can offer to choose suitable building materials for a safe indoor environment for 

residents. 

Keywords: radon, exhalation rate, indoor concentration, building materials. 

INTRODUCTION 

From the point of view of radiology, the new and current human lifestyle, which is sometimes accompanied 

by quarantine or isolation conditions like during the COVID-19 epidemic, can increase the risk of exposure 

to natural radiation as a result, the possibility of lung cancer increases. According to the World Health 



140 

 

 

Organization (WHO), 3% to 14% of lung cancer deaths are related to long-term exposure and living in an 

environment with a high concentration of radon gas [1]. Therefore, it is necessary to prevent, reduce, and 

control the radon exhalation rate from building materials [2]. Radon gas is released from the decay of radium 

nuclei (226Ra) and depend on the granularity and size of the pores or fine cracks in the building materials [3]. 

The occurrence, rejection, and effect of (226Ra) can be found in building materials, but determining the 

amount of radon exhalation rate is not easily possible from the activity of (226Ra) [4]. Therefore, the actual 

measurement of the radon exhalation rate should be done to estimate the radiological risk associated with 

building materials. In particular, building materials with magmatic origin (melted materials under the earth's 

crust) such as granites are classified as important sources of radon [5-8]. Recent laws in the construction of 

residential, commercial, and industrial buildings in our country, like in other parts of the world, have paid 

special attention to energy saving and thermal efficiency, and as a result, indoor radon increases by reducing 

the rate of air conditioning [9]. On the other hand, although some research is available on the measurement 

of radon gas emissions from water supply sources in Iran, there are few official and comprehensive reports 

on radon monitoring and its emission rate from building materials in different regions of Iran including 

Khorasan [10-14]. The main goal of this research is to evaluate the radon exhalation rate from common 

building materials such as concrete, concrete block, and granite used in the residential area of Mashhad city 

in Razavi Khorasan. 

MATERIALS AND METHODS 

The investigated building materials included concrete cylindrical samples, granite stone, concrete blocks and 

clay bricks (Figure 1). The reason for choosing these materials was the huge use of these materials in most 

of the buildings under construction. To obtain reliable and accurate data, an attempt was made to select 

samples from pure materials. The samples were dried overnight at 100°C in an oven to remove water from 

their pores. Concrete blocks are often used in external walls, clay bricks in internal porcelain walls, 

cylindrical concrete samples (with a combination of sand, lime, cement and water with a density between 

1018 and 1600 kg/m3) in the foundation and columns and Granite stones  are used in the floor of the building. 

These materials were randomly selected from building materials stores and local markets.  
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Figure (1): Selected building materials: concrete blocks, concrete cylinders, clay bricks and granite stones (figure 

pointer 1). and Mashhad city, Taken from Google map (map pointer 2).  

EXPERIMENTAL 

SETUP  

The measurement of 

radon and thoron and 

its products are always 

based on detecting the type of alpha, beta or gamma rays that are emitted from them. All of these rays cause 

various effects such as local defects, currents or electrical pulses when they collide with matter Therefore, 

different tools and methods can be used to record these emissions. One of the most widely used methods is 

the closed chamber method, in which the desired quantity is evaluated by sucking the volume of trapped air 

above the surface of the sample to be evaluated and passing it through the appropriate detector during a 

predetermined period of time. [15-19]. Among other methods is the open chamber method, in which the 

environmental conditions and its effect on the evaluation cannot be controlled [20,21]. According to the 

registration of the desired isotope and the power of time resolution, other methods, including the cover sample 

method, can be used to determine the activity (226Ra) [22] Among these methods, the first one is the most 

used and recommended. Because in the closed chamber method, it is possible to control the parameters of 

the environment (such as humidity, pressure and temperature) as well as the inherent parameters of the 

experimental set (including the rate of leakage, the rate of back emission and natural background radiation) 

[23]. 

The test settings and the placement of the equipment inside the closed chamber are specified and shown in 

Figure 2. The closed chamber is made of six sheets of colorless glass with a cross section of 80 x 30 square 

centimeters, a height of 50 centimeters, and a thickness of 1 centimeter. To stick them, waterproof silicone 

glue is used and its corners are sealed with special glue. The seam was tested by filling it with water, and no 

water seepage or seepage around the chamber or along the joints after 3 days. The net volume of the chamber 

was 0.1250 cubic meters. The volume of RTM1689 inner cell and tubes was 0.0008 cubic meters. The volume 

of instruments related to the measurement was 0.0020 cubic meters. The free volume of Vn compartment was 

different according to the sample volume. These values can be considered from 0.1000 cubic meters to 0.1140 

cubic meters. The measurement of radon concentration was carried out using RTM1689 solid state alpha 

detector made in the German Sarad company (Figure 2). 

 



142 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (2): Showing the equipment settings of the RTM1689 device and the samples inside the closed chamber to 

measure the Rn concentration of the samples. 

 

RN ACCUMULATION 

After the sample is well insulated inside the chamber, the concentration of radon gas released from the sample 

inside the closed chamber is measured. Radon concentration curve, usually given in Bqm-3, It increases until 

it tends to the equilibrium concentration [15] (See Figure 3). An equilibrium state occurs when the rate of 

radon gas production and emission is equal to the rate of radon loss due to natural decay, ventilation and back 

emission.  The time required to reach the equilibrium concentration depends on the type of substance and test 

conditions, which took more than two weeks for the samples examined in the present study. By ensuring that 

the environmental parameters (temperature, elevation and pressure) are constant, the increase in CRn can be 

described as follows: 
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Where, λe (h
-1) is the effective rate which includes, the natural radon decay λRn (h

-1), the chamber leakage 

rate λL (h-1), and the back diffusion rate λBd  (h
-1). E represents the Rn exhalation. A (m2) is the exhalation 

area of the sample. CBg (Bq m-3) represents the laboratory background contribution as a result of the chamber 

leakage. If the free volume Vn (m3) of the closed chamber is at least ten times bigger than the sample pores, 

Rn accumulated outside the sample does not return to the sample, thus the back diffusion effect can be 

neglected [21,24,25]. The closed chamber volume in the present work meets this condition, therefore, there 

is no loss due to back diffusion, giving λBd = 0.  

At time t = 0, the initial Rn concentration Ci (Bq m-3) is equal to CRn (Bq m-3), and the solution to Eq (1) is:                                                                                                                                                 
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 After a long period, the CRn relationship will become the equilibrium state concentration as follows:  

                                                                                                             (4)                                                                                                       

Hence, Eq. (3) can be written as: 

                                                                                               (5)                                                                                                          

Figure 3 shows the accumulation curve of Rn for a selected sample of the concrete cylinder sample. Ceq was 

calculated according to the experimental data and λe was calculated by fitting the data using Equation 5. From 

the relevant data sets, Ceq and le were found as: 

 λe =(0.0195±0.0003)h-1 , Ceq =(146±11)Bq m-3 

By inserting the value of λe obtained in equation 2, the value of λl is calculated as follows: 

-)h=(0.0120±0.0002 lλ 

Which parameter λl includes the air exit and entrance to the chamber. 
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Figure (3): Rn concentration variation curve as a function of time for the concrete cylinder sample. 

RADON LEAKAGE 

To ensure the leakage rate of the chamber, several collapse tests were performed. A sample was placed inside 

the chamber and the chamber was well sealed, and after a few weeks, the sample was put aside and sealed 

again. If the operation is performed carefully in a short perio, some of the gas already accumulated in the 

chamber remains [15]. if this radon concentration inside the chamber is denoted by Cdec, we have for its 

changes: 

BgLdecLdecRn
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C
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                                                                                                       (6) 

CBg (Bq m-3) is the fraction of the laboratory background that enters due to leakage. The solution to Eq. (6) 

can be expressed as: 
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At time t = 0, the concentration of Rn Cdec is equal to the initial Rn concentration C0 (Bq m-3). The effective 

decay rate λdec (h
-1) is equal to (8), where λRn (h

-1) is the radon decay rate and λL (h
-1) is the chamber leakage 

rate. 

LRndec  +=                                                                                                                                             (8) 

The optimal values of the radon surface diffusion rate coefficient (E) and the chamber leakage coefficient 

(λL) can be obtained by comparing the experimental data with the three-dimensional diagram of the radon 

concentration changes inside the chamber with the changes of these parameters, which are obtained from the 

-50 0 50 100 150 200 250 300 350 400 450

0

50

100

150

R
ad

on
 c

on
ce

nt
ra

tio
n(

B
q/

m
3 )

Time(h)



145 

 

 

computer simulation for time (Figure 4). The results of this method for the Sample concrete cylinder at t=10h 

were obtained as follows: 

E= (1.95±0.18) Bq.m-2h-1 , λL =(0.0120±0.0002)h-1  

 

Figure (4): Three-dimensional diagram of changes in radon concentration inside the chamber with variations in 

radon surface diffusion rate (E) and chamber leakage coefficient (λL) obtained from computer simulation for time 

t=10h for the concrete cylinder sample provided. The red dot represents the radon concentration at this time in an 

experimental study. 

Results and discussion 

The Rn emission rate (E) is defined as the net amount of Rn  that escapes from the building material per time 

unit. Exactly, E is  defined as the radon activity measured in Becquerel (Bq) per hour  (h-1). There are two 

forms to express E, considering the exposed  surface area (A) or the  mass of the building material (m). In the 

first  case, E is noted as the surface exhalation rate (EA)  expressed in  Bq. m-2. h-1. The second case, as mass 

exhalation rate (Em)  expressed in Bq. kg-1. h-1. In the present work, it will be defined by EA value which is 

calculated by the  following equation: 

A

VC
E

Rnn
A

eq *

=
                                                                                                                                                              (9) 
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The parameter Ceq was corrected as C*eq, heeding the loss due to the chamber leakage. To ensure the results 

obtained for the surface diffusion coefficient, the data obtained for different coefficients can be put in 

equation 3 and the experimental test can be simulated in the desired time with computer numerical methods. 

The matching of this curve with the curve of experimental changes will prove the correctness of the data. 

Figure 5 is an example of this simulated curve under the same conditions as the experimental test in Figure 

3, and their clear agreement shows the correctness of the radon surface diffusion coefficient obtained for the 

concrete cylinder sample. Table 1 shows the values of the surface emission rate of radon of the studied 

samples. 

 

 

 

 

 

 

 

 

Figure (5): The graph of changes in the rate of radon surface emission for the concrete cylinder sample obtained 

through computer simulation. 

 

The maximum radon exhalation rate was observed in granite samples. Among the results obtained from the 

samples, the radon exhalation rate of the examined clay bricks was undetectable, which means their radon 

surface emission rate can be ignored. The values measured in this research are consistent with the values 

reported in other works [6,7,16]. 
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Table1. The exhalation rate of sample building materials and their use in the building. 

measurement 

error  
)

1-h  2-Bq m ( 
AE 

)
1-h  2-Bq m ( 

Application Description 

 - Less than detection threshold Internal Walls clay brick 

0.54 4.85 Floor Granite 

0.18 1.95 Columns and 

foundation 

concrete cylinder 

 

 

Conclusions 

Radon gas is an inert, colorless, odorless, and radioactive gas whose high concentrations in the residential 

environment can cause serious problems for human health. Building materials can be the most important 

factor in radon exhalation in residential buildings. In this research, the surface diffusion coefficient of radon 

from commonly used samples of construction materials in the Mashhad, Khorasan Razavi region, which 

included concrete cylinders, granite stones, and clay bricks, was investigated. The radon surface diffusion 

coefficient of these three samples was measured and calculated using the active method and in a closed 

chamber with the Sarad-RTM1689 radon meter.  The radon surface diffusion coefficient of these three 

samples is shown in Table 1, In the range of measurable values by this device, 1.95  Bq m -2 h -1 was obtained 

for the cement cylinder and 4.85  Bq m -2 h -1 for granite stone. Observing the highest rate of radon surface 

emission in granite samples, as other researchers in this field have already reported, is a clear sign of not 

using this stone in residential buildings, especially with a low ventilation coefficient with outdoor. Also, 

these results can offer effective help in choosing suitable building materials for the safe indoor environment 

of the residents [26,27]. 
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Abstract 

Despite the increasing expansion of radiation therapy and diagnostic radiation centers in the country to treat 

and increase the quality level of treatment of various diseases, we are still facing challenges such as 

dosimetry, calibration and quality control of radiation therapy and diagnostic radiation devices. In this sense, 

it is important to prepare and make a suitable phantom. Phantoms are used in dosimetry due to their density 

and effective atomic number similar to body tissues. Among the phantoms prepared for dosimetry purposes 

is the Rando phantom. The main purpose of this study is to determine the feasibility of the materials for 

making the anthropomorphic head phantom (AHP) head and neck phantom using a Digital Light Processing 

(DLP) 3D printer, as well as the design of the whole human body phantom with the lowest cost. The 

dimensions of different parts of the phantom were extracted from CT-Scan images and were designed using 

SolidWork, Meshmixer and Ultimaker Cura. In this study, the use of Thermoplastic polyurethane (TPU) 

resin equivalent to soft tissue and bone tissue were investigated. Considering that the density of soft tissue 

and skull bone is 1 
𝑔𝑟

𝑐𝑚3⁄  and 1.6-1.7 
𝑔𝑟

𝑐𝑚3⁄ , the density of these two resins is 1 
𝑔𝑟

𝑐𝑚3⁄   and 1.6 
𝑔𝑟

𝑐𝑚3⁄  

. In order to verify the  accuracy of our developped phanom a Monte Carlo based simulation assessment was 

done using GEANT4 code. Final results show that there is good agreement between our phantom  in 

comparison with other common available phantoms. 

 

Keywords: anthropomorphic phantom, 3D printer, internal dosimetry, Monte Carlo simulation 

 

INTRODUCTION 

 

Phantom is a numerical and physical model that shows the characteristics of several anatomical structures 

needed by humans. Phantoms are used for dosimetry purposes, calibration and quality control of radiation 

therapy devices. 

In internal dosimetry, due to the unavailability of internal organs and tissues and the presence of various 

radiations, it is not possible to perform the dosimetry in a practical way only if the detector is placed instead 

of the desired organ or tissue, which is not possible. During radiation therapy with any radiation, it is always 
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necessary to stop the absorption of excess dose by a normal tissue. On the other hand, measuring and 

evaluating the absorbed dose is an important issue. Therefore, before practical treatment, a new phantom 

modeling may be very useful for dose calculation. [1] 

In this sense, it is important to prepare and make a suitable phantom.  

External beam radiation therapy is a standard-of-care cancer treatment method used to deliver localized 

radiation to known tumor sites. However, it is often limited by the toxicity of normal tissue to tissues that are 

anatomically close to the tumor. Head and neck cancer is a disease in which the tumor is often associated 

with vital normal tissues (spinal cord, brainstem, visual structures, etc.). [2] 

Radiation therapy plays an important role in the treatment of head and neck cancer with a high probability of 

tumor control and a low probability of normal tissue complications. In image-guided radiotherapy to the head 

and neck absorbed dose to vital organs such as the lens, parotid gland and thyroid gland are of concern 

because they have already received doses from the course of radiotherapy. Phantoms are used to measure the 

absorbed dose during the treatment process and prevent extra dose to the sensitive tissue. [3] 

Phantoms are used in dosimeters due to their density and effective atomic number similar to body tissues. 

One of the phantoms prepared for dosimetry purposes is Rando phantom. The head phantom allows us to 

place different sized dosimeters in many locations of the phantom volume. The human head has 

heterogeneous characteristics with distinct dielectric properties of head tissues due to corresponding 

components such as water, fat and protein. Due to the distinctive characteristics of head tissues, researchers 

have developed different categories of head phantoms for imaging purposes. For example, a heterogeneous 

phantom, a 3D printed phantom, a four-shell diffusion phantom, a plaster phantom, a reconfigurable 

phantom, and a head-sized phantom. The fabricated head phantom allows us to place different sized 

dosimeters in many locations of the phantom volume. The head phantom is made based on three-dimensional 

arrangements filled with numerous biochemical compounds, whose density and effective atomic number are 

similar to body tissue. Currently, several imaging technologies such as computed tomography scanning, 

magnetic resonance imaging, X-ray mammography, ultrasound, and positron emission tomography are used 

to detect brain abnormalities in the human head in the medical research system. 

Low energy photons can be dangerous to human organs, tissues or DNA, RNA. Significant phantom 

materials that can be used in diagnostic radiology, radiation protection, radiation dosimetry, and dose 

estimation were reviewed for some essential radiation application values. The interaction of gamma ray 
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photons with matter has always been one of the fields of great interest among researchers due to its usefulness 

in medical imaging, radiation therapy, energy production, and food science. A thorough understanding of the 

interactions is necessary to accurately measure and control gamma radiation in various applications in order 

to minimize the risks of exposure and maximize their benefits. [4] 

Low-energy photons are widely used in the medical field for various purposes such as medical imaging, 

radiography, and radiotherapy, as well as for radiation protection, radiation dosimetry, and dose estimation. 

Therefore, understanding their interactions is essential because low-energy photons are more damaging than 

high-energy photons. Phantom materials are artificial materials designed to mimic human tissues and have 

values of mass attenuation coefficients and effective atomic number similar to real human tissues. These can 

be made of various materials such as polymers, gels, plastics and even real tissue.  

In the research of Josefine Cederhag and et al., their purpose was to establish the correlation between 

thermoluminescence dosimeters (TLDs) and Gafchromic film to measure absorbed doses and compare the 

minimum, maximum and average absorbed doses in larger areas of interest and in different organs and tissues 

of the skull  to draw during cone beam computed tomography (CBCT). The result of their work was this: 

TLD positioning could not cover several organ sites. For this, only measurements of the absorbed dose from 

the film were available. [5] 

In the research of Durer Iskanderani et al., the aim of this study was to map and compare the distribution of 

absorbed doses with Gaffochromic film for panoramic radiography and cone beam CT scans (CBCT) of the 

temporomandibular joint (TMJ) using adults and children phantoms. The result of their work was that the 

absorbed doses differed significantly between and in the radiosensitive tissues. The bone surface and salivary 

glands received the highest absorbed dose compared to other tissues in both panoramic and CBCT 

examinations of the TMJ. [6] 

Although there are various reports for making phantoms using different 3D printers including fused-

deposition-modeling 3D printers and also using different materials [7,8], but in our opinion, these methods 

have defects such as the presence of holes, non-uniformity of the produced product, long manufacturing time 

and high cost. Therefore, we investigated the possibility of using DLP 3D printer as well as TUP resins which 

are available and cheap to make this phantom. In addition to these things, we investigated factors such as 

cost reduction, construction time, and accuracy in design and achieved significant progress. Also, our results 

are very close to the real results. 
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In this research, we first used the GEANT4 simulation code to compare soft tissue and bone tissue with resins 

in terms of some factors (such as density, effective atomic number, etc.). Then, using CT-scan images and 

GEANT 4, we extracted the exact dimensions of the skull and designed the skull with Meshmixer, Ultimaker 

Cura and Solid work software and analyzed the results. 

EXPERIMENTAL 

GEANT4 simulation code 

In the first part of this research, using the Monte Carlo method and the GEANT 4 simulation code, the 

target volume was defined in dimensions of 5 cm × 5 cm × 3 cm and the dimensions of the detector are 25 

cm2. The ingredients of this target were primarily skull bone and soft tissue. Then, the amount of rays 

reaching the detector was checked by using photon beam emission with a width of 2 cm. The numbers of 

this survey were registered as a reference. In the next step, the target volume of two TPU resins is 

considered to be equivalent to bone tissue and soft tissue. (Fig.1.) 

 

 

 

 

 

 

Fig.1. The Photon Beam, Target volume and Detector 

In the next section, the dimensions of the target volume have been changed to 10cm × 10cm × 10 cm and 

the dimensions of the detector are 100 cm2. The ingredients of this volume are defined as in the first part, 

firstly the skull bone and soft tissue as a reference, and in the next step, two TPU resins. Then, by using 

proton beam emission with a width of 2 cm, the depth of penetration of the beam into the target with different 

materials was investigated. (Fig.2.) 

 

 

 

 

 

Fig.2. The Proton Beam, Target volume and Detector 
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Also in this simulation code, all the constituent elements of resins, soft tissue and bone tissue are defined and 

all physical and chemical properties as well as the most important factors such as density and effective atomic 

number related to them were applied. 

Phantom design 

Here, we used head CT-SCAN images and extracted the desired phantom dimensions from the images 

using GEANT4 code. Then we designed the phantom using Ultimaker Cura, Meshmixer and Solid work 

software. In designing the phantom from the outside to the inside, the first layer was considered as the skin 

layer on the skull, the second layer as the skull bone and the inner soft tissue layer. (Fig. 3 and 4) 

 

Fig. 3. Phantom design using Ultimaker Cura software (Red is Skin and equal to soft tissue, green is skull 

bone and yellow is soft tissue) 

 

 

 

 

 

 

Fig.4. skull design using Solid work and Meshmixer software 
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In the last part of the research, we investigated the fabrication of the AHP phantom using a DLP 3D printer. 

Its prototype was made using Fused deposition modeling (FDM) 3D printer and is shown in Figure 5. 

 

Fig. 5. Skull of AHD Prototype using FDM 3D printer 

Results and discussion 

In the first part of the simulation using the GEANT4 code, by comparing the number of particles that reached 

to the detector that had passed through the reference materials and two resins, the results at Table 1 showed 

that the use of two resins in this research is very favorable and have similar results to the reference results. 

According to Table 1, the percentage of particles that reached the detector in bone tissue and TPU resin is 

54.59 % and 55.66 %, and this value for soft tissue and TPU resin is 66.6 % and 67.09 %.  

Table 1. The percent of particles that reached to the detector 

 Skull bone  

(Density: 1.6 
𝒈𝒓

𝒄𝒎𝟑⁄  ) 

TPU resin 

(Density: 1.6 
𝒈𝒓

𝒄𝒎𝟑⁄  ) 

Soft Tissue 

(Density: 1 
𝒈𝒓

𝒄𝒎𝟑⁄  ) 

TPU resin 

(Density: 1
𝒈𝒓

𝒄𝒎𝟑⁄  ) 

particles (%) 54.59 55.66 66.6 67.09 

 

Also, after checking the Bragg curve and the penetration depth of the particles in the second part of the 

simulation, the results showed that the penetration depth of the proton beam in the two resins is almost the 

same as the penetration depth in the reference tissues, which is shown in figure 5 and 6. In this figures, it can 

be seen that the penetration depth in bone tissue and TPU resin is 55 mm and 56 mm, and this value for soft 

tissue and TPU resin is 77 mm and 78 mm. 
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Fig. 5. The Bragg curve of results 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Proton penetration depth in the target volume 

In future research after the development of this product, we will examine the dosimetry results using the AHP 

phantom compared to a reference phantom (e.g. Rando phantom).  
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Since the density of lung tissue is 0.6 g/cm3, we will face limitations and challenges to make this part of the 

phantom. 

Conclusions 

Phantoms are the anatomical structure of the whole human body and are used in dosimetry, quality control 

and calibration of radiation therapy and diagnostic radiation devices. One of the methods of making phantoms 

is using 3D printers. In this research, the possibility of making a phantom using a DLP 3D printer and TUP 

resins with different densities was investigated. The desired dimensions were extracted from CT scan images. 

Factors such as density and effective atomic number were applied in the GEANT4 simulation code. The 

simulated volumes were exposed to photon beam and proton beam irradiation. According to the results 

obtained from the number of particles reaching the detector, there is only a 1.07% difference in the number 

of photons reaching the skull bone and the equivalent TPU resin, and there is a 0.49% difference for the soft 

tissue and the equivalent TPU resin. Also, the penetration rate of the proton beam in the soft tissue and skull 

bone is only one millimeter different from their equivalent TPU resins. Therefore, our selected resins are 

suitable for making phantoms due to their availability and low cost. The novelty of our research, after careful 

design and selection of suitable resin, it was possible to make a phantom and a new method to make it has 

been introduced. It is suggested to use 3D printers and newer materials to make this phantom. The 

construction of this phantom is in our future plans and the results will be reported in the next investigations. 
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Abstract 

Determining the continuous level of materials using nuclear technology in places where conventional 

methods are not responsive, provides important information for many industries, including iron processing 

factories. In this technology, it is tried to determine information related to the surface of materials by using 

the interaction of gamma rays with these materials. In the Kerman iron mining and industrial company, in 

order to monitor the online feeding of the iron processing plant line, it uses a nuclear level gauge with three 

Co60 sources, which have activities of 28.5, 28.5 and 30.5 mCi. 

The use of nuclear precision instruments should be such that the risk of radioactive radiation does not threaten 

the heath of the personnel and rescuers at the site, either during normal operation or during an accident. 

Therefore, in this study, the Accident of the fall of all three radioactive sources of this level gauge due to the 

collision of the on-site overhead crane with them and Exiting the source from the holding chamber in order 

to investigate the safe distance of rescuers without protective equipment against the radiation present at the 

scene of the accident has been done. So that the results can be used to develop strategies to deal with this 

Accident. For this purpose, the desired sources and phantom of the human body were designed in GEANT4 

code, and then by placing the phantom at different distances of 20 to 250 cm from this sources, the absorbed 

dose rate at different distances from the sources in the important human organs was obtained. The results 

showed that at a distance of 250 cm, the average absorption dose of the whole body will be 0.01 msv/h, so 

the rescuers are not allowed to cross this distance without using personal equipment and to provide aid, the 

area around the sources must be isolated up to this radius. 

Keywords: Nuclear level gauge, Phantom, GEANT4, Absored dose rate 

INTRODUCTION 

Kerman province is the second largest province of the country after Khorasan province, where large mines 

and important steel factories are located. Iron mining and industrial companies of Kerman province play an 

important role in the policy making and management of the region. Due to the continuous presence of 

personnel and employees in the environment of the iron processing production line as a result of the accident, 
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it is necessary to investigate the dangers caused by the radiation of cobalt 60 element. Research shows that 

cobalt 60 is used in many technologies and provides many benefits to the daily operations of industry. [1] In 

similar research, it can be said that cobalt 60 source is used for oil and gas well logs, as well as in multiphase 

flowmeter technology in oil and gas production facilities, and in transition rocks for reservoirs in refineries, 

x-ray fluorescence, XRF, and sulfur gauges in laboratories. [2] The use of radiation sources has increased 

significantly since the last 20 years due to the advances in the special technology of ionizing rays that today 

the use of ionizing radiation sources in many industries including automotive, semiconductors, oil and 

petrochemicals, Cement, iron processing company, detergents, paper, etc. are used [2]. Dealing with radiation 

sources (ionizing rays) with the purposes of radiation protection is achieved by complying with national and 

international radiation protection regulations [3]. Measuring the volume or the level of the contents of the 

open air has been neglected in many industries and scientific applications. In most of these cases, it is not 

possible to observe the fluid, or continuous measurement and constant control of the amount of fluid is 

needed. Therefore, for achieve these purpose, level sensors have come to help the industry. In terms of 

technology, there are different methods for measuring the level of units. including: visible glass, moving 

glass, floating sensors, use of liquid weight measurement and tank (load cell), use of bubblers, use of 

differential pressure sensors, use of radar waves, use of light and laser waves, use of radioactive rays, acoustic 

and ultrasonic sensors, the use of inductive sensors, capacitive probes and other cases. [4]  

In different methods, the level is measured either single-point or continuously. In point measurement, the 

material level is monitored at a predetermined point to prevent the overflow or complete emptying of the 

tanks, and continuous measurement also monitors the amount of material level in the tank constantly and 

without interruption.[5] Point and continuous level measurement systems in many industries including oil 

and gas exploration and extraction, oil and gas refineries, petrochemical and chemical industries, 

pharmaceutical, cement, mining, papermaking, electricity and power, food and water industries and sewage 

is used. [6] 

Harmful tissue reactions, cancer as a result of radiation hazards due to high dose radiations. [7] Considering 

this issue, investigation and study on radiation consequences can have a significant impact on radiation 

protection in medicine, research and future industry [8]. 

This research describes the permissible distance against ionizing rays with three Cobalt 60 sources at 

distances of 20, 50 and 100 cm. that the personnel and employees can pass by observing the allowed distance  
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without using personal equipment and assistance. Finally, with the definition of an adult male phantom 

approved by the MIRD committee, according to the spectrum of radiation from three sources of cobalt 60 at 

different distances, the amount of absorbed dose in different and important organs of the body was calculated 

using GEANT4. 

Materials and Method 

Method section 

Two detectors and three Cobalt 60 sources with 28.5, 28.5 and 30.5 mCi activity are used in Kerman Province 

Mining and Industry Company for nuclear level measurement. In this method, detectors and sources are 

located around the tube of the level gauge. When the iron ore passes through this tube, it will change the 

count of the detector output. Now, in this study, the Accident of the fall of all three radioactive sources of this level 

gauge due to the collision of the on-site overhead crane with them and Exiting the source from the holding chamber in 

order to investigate the safe distance of rescuers without protective equipment against the radiation present at the scene 

of the accident has been done. The schematic can be seen from Figure 1, where three sources are placed at 

different distances from the phantom.  

 

Fig. 1. Schematic placement of three Cobalt 60 sources at different distances 

Simulation  

In this research, the amount of absorbed dose received by several important organs of the body was evaluated 

and calculated by using GEANT4 calculation code. To write this code, three cobalt 60 sources were defined  
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at different distances from the adult phantom. At a distance from 20 to 250 cm, three sources of cobalt 60 

with activity 28.5, 28.5 and 30.5 were placed. In each of these intervals, the amount of absorbed dose reached  

to the phantom was evaluated in the GEANT4 code. The image of the adult human phantom in the GEANT4 

code that has been simulated can be seen from Figure 2. 

 

Fig. 2. Adult human phantom designed in GEANT4 code 

Monte Carlo simulation is a precise method to confirm the results, develop and optimize a typical experiment. 

Geant4 code derived from (Geometry and Tracking), is a Monte Carlo simulation tool written in C++ 

programming language and is based on the transport of various types of particles in the environment. 

GEANT4 has extensive libraries containing the cross section (probability of interaction) of different particles 

and in different environments. One of the prominent features of this code is its high capability in designing 

geometry, physics of particle interaction and radiation source. In this research, the material, geometry, and 

spring were introduced using tools, and in this code, an adult male phantom with a height of 180 cm was 

coded and designed to check the absorbed dose to different organs of the phantom body. 
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Results and discussion 

The calculations and results were done by the GEANT4 code, the results of the absorbed dose reached to 

each body organ at different distances are shown in Table 1. Table one shows cobalt 60 with three sources 

with activities of 28.5, 28.5 and 30.5 at a distance from 20 to 250 cm from the phantom. The amount of 

absorbed dose in terms of millisilverts per hour for each organ is shown in Table 1. 

 

Table 1. The absorption dose of some of the most important organs of the body with cobalt 60 source with three 

sources with activities of 28.5, 28.5 and 30.5 at a distance from 20 to 100 cm from the phantom 

Absorbed dose 

(mSv/h) 

100cm  

Absorbed dose 

(mSv/h) 

50cm  

Absorbed dose (mSv/h) 

20 cm  

Organs 

0.29 0.841 5.5 Brain 

0.43 1.103 7.68 Thyroid 

0.52 2.11 8.83 Heart 

0.59 3.308 11.71 Right Adrenal 

0.57 3.33 11.53 Left Adrenal 

0.609 3.074 6.19 Liver 

0.55 2.93 7.3 Left Lung 

0.57 2.86 8.05 Right Lung 

1.000072 3.99 12.36 Left Arm 

1.00006 4.03 12.46 Right Arm 

0.57 2.907 8.24 Spleen 

0.49 1.407 6.38 Left Clavicle 

0.54 1.45 6.93 Right Clavicle 

1.009 3.82 10.93 Left Kidney 

1.007 3.93 10.51 Right Kidney 

1.98 5.43 26.46 Left Leg 

2.1 5.42 26.32 Right Leg 

0.48 3.56 10.61 Thymus 

0.73 3.98 18.86 Stomach 

0.39 1.094 6.41 Left Scapula 

0.36 1.23 6.13 Right Scapula 

0.82 3.98 17.007 Left Testis 

0.86 4.003 19.88 Right Testis 

0.62 2.85 12.28 Pancreas 

0.707 4.11 18.91 Pelvis 
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0.73 4.21 19.24 Bladder 

0.66 3.61 17.62 Small Intestine 

0.63 3.89 17.99 Large Intestine 

0.66 4 18.63 Lower Large 

Intestine 

 

 

 

The results of this research, according to Table 1, show that at a distance of 20 cm, the amount of total dose 

reached to the body is higher than at a distance of 50 and 100 cm, and the highest amount of dose received 

is the leg organ. Also, the results show that at a distance of 100 cm, the total absorbed dose is 1.072 mSv/h, 

which is higher than the permissible limit for radiation workers who are exposed to X-rays. Also simulation 

for 150, 200 , 250 cm was done and the result of these was shown in table 2.  

 

Table 2. The average absorbed dose reached to body organs at different from 20 to 250 cm 

The average absorbed dose (mSv/h) 

250cm  200cm  150cm  100cm  50 cm  20cm  

0.01 0.063 0.26 1.07 4.30 19.69 

 

Also, the results are shown as a chart in Figure 3. According to these charts, the brain organ, as the farthest 

organ from the source, received the lowest dose, and the leg organ, as the closest organ to the source, received 

the highest dose. The displacements in the graphs are due to the different distances of the source, which 

changes the amount of ray reaching the phantom at different distances according to the angular change. 
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(B) 
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(C) 

Fig. 3. Graphs of absorbed dose from head to foot at distances of 10 cm (A), 50 cm (B) and 100 cm (C) 

Conclusions 

In order to maintain the health of employees, personnel and rescue workers in iron ore processing industrial 

mines in Kerman province, the absorbed dose from sources of ionizing radiation was investigated in this 

paper during the accidents. The average absorbed dose at different intervals is given in Table 2. As can be 

seen in Table 2, the results obtained with the GEANT4 code showed that the amount of dose reached at 

different distances up to 200 cm is higher than the permissible limit. The permissible absorbed dose for 

radiation workers is 0.003 mSv/h per hour. According to the results and studies obtained at a distance of 

more than 250 cm, the absorption dose is within the permissible limit. Therefore, it is recommended that  
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radiologists and rescuers follow protective and safety measures against radiation in order to maintain their 

health during this incident. 
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Abstract 

Nuclear methods are widely used in advanced industrial measurement systems. The nuclear densitometer is 

one of the most accurate methods of density measurement, which is based on detecting the attenuated flux of 

a gamma-ray source with a certain activity. Due to its high speed and being online, this method has become 

a very suitable alternative to the usual time-consuming and expensive analysis methods. Using this method 

in iron processing industries has reduced costs and increased efficiency. In the Kerman iron mining and 

industrial company, a nuclear densitometer with a Cs137 source, which has an activity of 100 mCi, is used 

to check the presence or absence of iron concentrate in the exhaust dust of iron processing plants. The use of 

precision nuclear instruments should be such that the risk of radioactive radiation does not threaten the Health 

of the personal at the site, either during normal operation or during an accident. Therefore, in this paper, the 

fall of the radioactive source of this densitometer due to an earthquake and its exit from the holding chamber 

has been investigated in order to calculate  the absorbed dose by the personnel at distances of 10, 50 and 100 

cm from the source. So that the results can be used to develop strategies to deal with this Accident. For this 

purpose, the desired source and also the phantom of the human body were designed in the GEANT4 code, 

and by placing the phantom at different distances from this source, the absorbed dose in the important human 

organs was obtained. The results showed that the average absorbed dose of the whole body at distances of 

10, 50, 100 and 170 cm is 24.27, 1.3617, 0.21 and 0.0077 msv/h, respectively, which distance more than 170 

cm, the dose is allowed.  

Keywords: Phantom, Nuclear Densitometer, Absorbed dose, GEANT4 

INTRODUCTION 

Nuclear instruments are widely used by various industries for measuring product quality, optimizing 

processes, energy storage, irradiating materials, monitoring physical processes, and other applications due to 

their many economic advantages [1-2]. The first industrial use of these tools was reported more than fifty 

years ago, and since then their use has expanded widely [3]. In these tools, there is no need for direct contact 

with the materials under test, and therefore they can be used to monitor difficult processes, such as identifying 
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materials with very high temperatures or toxic and dangerous materials and packaged products that can be 

opened around the protection [4]. In addition, beta, gamma and X-ray radiations, which are often used in 

these tools, do not damage the material and do not change their physical properties or appearance. Due to 

these countless advantages, radioisotope sources and nuclear tools have maintained their practical position 

in the industrial and scientific fields in competition with other alternative tools [5]. Nuclear measuring 

instruments often operate automatically and are used in a portable or stationary and installed form. All these 

tools include a source that acts as a radiation source. Also, there is at least one detector in them that measures 

the intensity of the radiation beam after it interacts with the material [6]. 

The nuclear densitometer is a type of measuring device that can be used for measurement by radiometric and 

non-contact methods. The nuclear densitometer device is installed on the pipe. This type of device can be 

made in any shape and size, and there is no limit to its size and shape. In general, nuclear gamma ray 

densitometry is one of the most accurate measurement methods that is widely used in the industry [7]. The 

nuclear densitometer can be used in the fields of oil product relationship in the transmission line and also to 

determine the mass flow rate in combination with the flow meter [8].  

In the nuclear densitometer of Kerman Mining and Iron Industry Company, the source of cesium 137, which 

has an activity of 100 mCi, is used [9]. Radiation hazards due to high dose radiation sometimes cause harmful 

tissue reactions, cancer, etc. Investigation and study of radiation consequences can have a significant impact 

on radiation protection in medicine, research and future industry [1,4]. 

Due to the high activity of cesium 137 in Kerman Mining and Iron Industry Company, the risk of radioactive 

radiation threatens the health of employees and personnel at the place of iron ore processing operations when 

the source falls due to natural events such as an earthquake or an accident of a source falling from a container. 

 For this purpose, in this research, the dangers of radiation after the occurrence of these incidents were 

investigated and the amount of absorbed dose by different organs of the human body has been evaluated 

using the GEANT4 calculation code at distances of 10, 50, 100 and 170 cm from the source of cesium 137. 

became. 

 

Material and Method 

To measure the density by nuclear methods in Kerman Iron Mining and Industry Company, the pipe is tested 

between the detector and a source of cesium 137, which is counted every time iron passes through this path 

of the detector, as a result, the presence and passage of iron can be found. In this research, with the aim of 

cesium 137 falling to the ground due to an accident such as an earthquake, the amount of radioactive radiation 
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hazards caused by this source at distances of 10, 50,100 and 170 cm has been investigated using the GEANT4 

calculation code. In Figure 1, you can see the schematic of the location of the Cs 137 source with an activity 

of 100 mCi. 

 

Fig. 1. Schematic of placement of Cs137 at different distances from the human body 

GEANT4 (GEometry ANd Tracking 4) is an object-oriented Monte Carlo simulation toolbox that has been 

developed in collaboration with many world scientists [10]. GEANT4 is a simulation tool for the passage of 

particles through matter. This computational code includes a full spectrum including tracking and physics 

and geometry models [11]. In this article, using this calculation code, which is widely used in radiation 

protection, the amount of dose received from Cesium 137 at different distances was investigated and 

evaluated. In this research, Cesium spring 137 was considered as a point source. In Figure 2, you can see the 

image designed with the GEANT4 code of the adult human phantom at distances of 10, 50 ,100  and 170 cm 

with the code. 
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Fig. 2. Adult human phantom simulated with GEANT4 code 

 

Results and discussion 

 

After checking the output of the GEANT4 simulation code, the results of absorbed dose to different organs 

of the phantom by the cesium 137 source are shown in Table No. 1. In this table, the amount of absorbed 

dose at distances of 10, 50, 100 and 170 cm from the phantom is calculated in terms of mSv/h. 

According to what was expected, the results of this research show that at a distance of 10 cm from the source, 

we have the highest absorbed dose in different organs of the human phantom. According to the results 

obtained at distances of 10, 50, 100 and 170 cm, the total absorption development is 24.27 (mSv/h), 1.3617 

(mSv/h), 0.21 (mSv/h) and 0.0077(mSv/h), respectively. According to the obtained results, the absorption 

explanation obtained in the distances calculated by the GEANT code is higher than the permissible limit.  
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Table 1. The amount of dose absorbed by the source of cesium 137 to different organs of the phantom 

Absorbed dose 

(mSv/h) 

100cm  

Absorbed dose 

(mSv/h) 

50cm  

Absorbed dose (mSv/h) 
10cm  

Organs 

0.024 0.6633 9.24 Brain 
0.053 1.00084 12.81 Thyroid 
0.085 1.0014 13.12 Heart 
0.087 1.0105 16.42 Right Adrenal 

0.0893 1.0106 16.99 Left Adrenal 
0.0793 1.0093 14.302 Liver 
0.731 1.01003 12.5002 Left Lung 
0.069 1.01 12.67 Right Lung 
0.125 1.1034 18.51 Left Arm 
0.184 1.1032 19.405 Right Arm 

0.0654 1.0308 13.32 Spleen 
0.0595 0.93 13.21 Left Clavicle 
0.0582 0.949 13.41 Right Clavicle 
0.1801 1.13 17.75 Left Kidney 
0.1790 1.168 18.88 Right Kidney 
0.295 1.971 28.722 Left Leg 
0.297 1.104 28.721 Right Leg 

0.0687 1.0709 12.18 Thymus 
0.125 0.995 18.32 Stomach 

0.0458 0.916 12.94 Left Scapula 
0.0401 0.92 12.83 Right Scapula 
0.118 1.19 20.11 Left Testis 

0.1506 1.18 20.13 Right Testis 
0.0795 0.85 16.94 Pancreas 
0.171 1.051 19.075 Pelvis 

0.1706 1.015 19.802 Bladder 
0.1105 0.991 18.14 Small Intestine 
0.1192 0.98 18.906 Large Intestine 
0.1201 0.99 19.15 Lower Large 

Intestine 
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Also, the results are shown as a diagram in Figure 3. The brain organ, as the farthest organ from the source , 

received the lowest dose, and the leg organ, as the closest organ to the source, received the highest dose due 

to the presence of the spring on the ground, the highest dose to the leg organ and the lowest dose to the brain 

organ due to The distance of the skull (the height of the phantom is 180 cm) is entered from the ground. The 

displacements in the graphs are due to the different distances of the source, which changes the amount of ray 

reaching the phantom at different distances according to the angular change.  

 

(A) 
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(B) 

(C) 

Fig. 3. Graphs of absorbed dose from head to foot at distances of 10 cm (A), 50 cm (B) and 100 cm (C) 



176 

 

 

 

Conclusions 

In this research, the amount of absorption dose with cesium 137 source with 100 millicury activity in 

source falls Accident at different organs of the phantom has been obtained at 10, 50, 100 and 170 cm 

different levels. According to the results, in each of these intervals, the received dose is higher than the 

permissible limit. Simulation at a distance of 170 cm showed that this distance is within the allowable limit. 

It is recommended that radiation workers and rescuers are not allowed to provide aid during this accident 

up to a distance of 170 <X without observing safety issues, and it is necessary to observe protective and 

safety measures against radiation in order to maintain their health. 
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Abstract 

Radon is a radioactive gas that nowadays is considered one of the most harmful natural factors in residential 

areas all over the world. After cigarettes, radon gas is considered to be the biggest cause of lung cancer. 

Therefore, it is very important to study the measurement of radon concentration in different parts of the 

building. In this research, by choosing a sample building, the distribution of radon concentration in different 

regions is modelled by using Computational Fluid Dynamics (CDF) in two conditions, non-ventilation and 

natural ventilation. Then the results measured by a continuous work radon detector have been compared in 

a similar condition. Also, to confirm the results, the average radon concentration in the building and for 

different conditions was compared with the data obtained from the analytical method. The results show that 

the modelling performed in a non-ventilation method with an error of less than 15% is consistent with the 

experimental data. Also in natural ventilation conditions, the experimental results confirm the numerical 

modelling results. On the other hand, the results derived from the analytical solution in both non-ventilation 

and natural ventilation conditions confirm the results obtained from the simulation of the distribution of 

radon concentration. Our emphasis on this study is to determine the proper location of sleeping, sitting, and 

standing in a building, to reduce the dose received from radon gas. 

Keywords: Radon, Natural ventilation, Computational Fluid Dynamics (CFD), Analytical method. 

 

INTRODUCTION 

People in developed countries, on average, spend more than 85% of their time indoors, such as in houses, 

offices, schools, and so on. Although the building is considered as a shelter for protecting against heat, cold, 

sunshine, noise, etc., the people, however, these shelters are not safe enough as they may contain pollutants 

in the indoor environment. Pollutants affect the quality of the indoor atmosphere which may damage human 

health. Unfortunately, there are many kinds of pollutants that are rising constantly [1]. 

Studies have shown that after cigarettes, radon (222Rn) is the major cause of lung cancer (UNSCEAR, 2000) 

and is one of the most harmful pollutants in the domestic environment of many countries, including  
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Scandinavia, the United Kingdom, and the United States. It is estimated that half of the dose the public 

receives is from radon and its progeny. And that radon is responsible for more than 3,000 and 21,000 annual 

lung cancer deaths in the UK and the United States, respectively [2-3]. 

In recent years, with further identification of the internal damage caused by radon in human health, the 

development of more precise research seems necessary, especially with the expansion of closed ventilation 

systems such as fan coils, chillers, radiators, floor heating and air conditioners in residential, offices and 

educational places. According to many research activities, the average radon content in residential houses is 

about 48 Bq/m3, and in open environments is about 15 Bq/m3. But the very important point is that this amount 

can vary considerably in different places [4]. 

In addition, using traditional methods of measuring indoor radon, one can only see the average raw material 

provided for a whole building or for one room in a period of one year. The lack of information in such 

methods is not acceptable in terms of the safety principles of indoor air quality. 

The World Health Organization also insists on having information concerned with the rate of radioactive 

elements such as radon that may be carcinogenic [5]. 

In other words, most of the research performed, up to the present, on indoor radon has been measured and 

the average air concentration is calculated in a few buildings. Although this information is useful in terms of 

finding areas and buildings potentially with potential internal radon risk factors, it is not enough in the 

prediction of the real risk for their residents. For example, the exact location of breathing during sleeping or 

sitting and also during daily activities is very important, so they should be taken into account with more 

efficiency compared to the areas that are not frequently used by the inhabitants. Therefore, in recent studies, 

the focus is on measuring, as well as finding an acceptable pattern of radon distribution, taking into account 

all existing physical parameters, including ventilation conditions at specified times and also for places that 

are more important in our current studies. The need to continuously measure internal radon using solid-state 

detectors to determine the level and distribution of radon concentration in residential environments was 

emphasized [6]. 

Many scientists investigated the effect of physical factors such as temperature variations, humidity, 

geological characteristics, and rainfall on the average internal radon concentration [7-9].  

By using Computational Fluid Dynamics (CFD), the method of distribution of radon concentration based on 

the physical characteristics of the room and also the proper ventilation effect on reducing indoor radon 

concentration has been checked and reported [10-13]. 
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In this study, the distribution of radon concentration in different locations and also in different physical 

conditions was investigated by selecting a suitable sample building, from March 2017 to January 2018. Due 

to the dynamical complexity of radon distribution in the interior of the buildings, in addition to the usual 

measurements, the computational fluid dynamics method was used. Determining the required parameters, by 

using the Fluent software, the distribution of radon concentration in the specified building was simulated. To 

validate the derived model, the data obtained from the numerical solution for the specified points were 

compared with the results obtained from the analytical solution and also the data from measurement obtained 

by using a high-precision continuous radon detector work. 

 

EXPERIMENTAL 

Sample Building 

In this work, a study was conducted to investigate the effect of various physical factors on the distribution of 

radon concentration in the interior of a one-story building in Shandiz-Iran. This building is situated on an 

almost ground floor and is connected to three areas: salon, kitchen and bedroom, toilet and bathroom are 

located outside the main building. The total area of the building is about 48 m3 and the height of the roof is 

3 m (Figure 1). 

The salon's area is about 24 m2 and the entrance door of the building is 120 cm wide and 190 cm high in the 

eastern corner of the southern wall, and below which is a gap of approximately 4 cm along the width of the 

door, which can be used as natural ventilation. The bedroom and the kitchen are similar in size with a length 

of 4 m and a width of 3 m parallel to the northern part of the building. Also, according to Figure 1, there are 

two similar windows with dimensions of 100 to 50 cm and 2 m above the floor in the middle of the northern 

wall of the bedroom and kitchen. The walls, roofs, and floors of the entire building are covered with tiles and 

ceramics with a low radon emission rate. On the other hand, there are some small but deep gaps in the walls. 

These gaps are the main source of radon entry to the building and are depicted in Figure 1, Gap1 to Gap4. 

Measuring chamber 

 To determine the rate of radon emission at given surfaces, a cubic measuring chamber has been used that 

except for its open face; five other faces are coated with an impenetrable plastic material. During measuring 

the output flux, a Radon Meter device is placed inside the chamber. Dimensions of our chamber are 

45cm×45cm×25cm and with the existence of a measuring device inside the chamber, the volume of empty 

space is roughly .032 m3. The area of open surface is 0.16 m2. 
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Figure 1. 3D Model (top) and Sample Building Map (bottom). 

 

Measuring device  

In order to measure the radon concentration in this study, we used the Radon Meter Model 2-1688 RTM 

made by the German company Sarad. It is a portable electronic measuring device that can simultaneously 

measure and record pressure, temperature, relative humidity, and Thoron concentration. In addition, it has 

the ability to operate in two fast and slow modes (higher precision). The most important feature of this device 

is its rapid response to variations in radon concentration compared to other devices or other measuring 

methods. 

RESEARCH THEORIES 

Method of Active measurement  

In order to focus our research on the critical points affecting human health, four important heights of the 

floor, at which often an adult human being with a normal stature, breathes a mixture of air and Radon were 

selected (Figure 2-top) and, accordingly, the Radon concentration was measured at each stage for 16 sample 

points in different areas of the building (Figure 2-bottom) and compared with the data obtained from fluid 

dynamics (CFD). At each stage, the measurements continued to reach a stable equilibrium state (at least three 

half-lives). Also, the number of boundary conditions used in the Fluent, such as the temperature of the walls,  
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ceiling, and floor inside, as well as the pressure and temperature of the air outside the building, were measured 

several times and their averages were used in our study. These quantities are presented in Table 1. 

 

 

 
 

Figure 2. Important respiratory heights for an adult human being with a normal stature (top) and a view of the 16 

selected sample points that are located at the intersection of the drawing lines (bottom). 
 

Method of Computational Fluid Dynamics (CFD) 

Using the finite-volume method of conservation laws, numerical equations were solved by using powerful 

Fluent software. The general form of conservation laws in fluid flux for a small controlled volume, which 

depends on variable C is:  

( )
( ) ( ) C

C
. CV . D C S

t


 


+ =  +


                                                       (1) 

The first term on the left of this equation is the time rate of the variations of the fluid element C (unbalanced 

effect). The second term is the pure flux of the variable C outside the fluid element (motion effect), the first 

term on the right shows the rate of C variation as a result of the diffusion, and finally the last term is the 

source of C production, which in fact shows the rate of flux change due to the C production.   

All equations used in this method are derived from equation (1). The quantities are introduced in Table 1, 

and the equations used in this method are introduced in Table 2. Fluent software uses the laminar flow models 

in solving equations. That is for calculations, we consider adhesion forces in the areas neighbor to the walls,  

 



182 

 

 

and forces of viscosity in the areas remote from the walls, The non-organized networks govern the solutions 

of our equations. The advantage of using this type of network can be  significant in reducing computational 

costs compared to the organized networks. 

It should also be noted that to simplify the numerical modeling, several limitations have been used in this 

research as the following: 

1. The effect of the presence of residents and furniture in the building is neglected. 

2. All gases in the building are assumed ideal. 

3. Due to the lack of access to realistic changes in the temperature of the walls, floor, and ceiling during 

simulation, their average values are used as a constant. 

 

Table 1. Quantities used in measurements and CFDs. 

 

Symbols and Abbreviations 
  kenetic energy E  Radon exhalation 

rate(Bq𝑚−2s−1) 

v  Air change rate K  Thermal Conductivity(w/m-

k) 

Rn
  Radon decay constant (s-1 or h-1) G  Radon generation rate (Bq 

m-3 s-1) 

C
p  Specific heat capacity (J kg-1 K-1)   

Turbulent dissipation rate 

(m2 s-3) 

  Kinematic viscosity (m2 s-1) S  Source term 

u

v

w

 
Velocity components in x, y, and 

z coordinates (m s-1) 

V  Velocity vector(m/s) 

A  Surface (m2)   Density (kq/m3) 

M
w  Molecular weight(kmol/kg) D

e  radon difference (Pa) 

RH  Relative humidity T  Temperature (.C) 

C  Radon concentration (Bq m-3) p  Pressure Deference (Pa) 

L  Characteristic length(m) V  Velocity (m/s)  

s
 Density of the soil grain Re  Reynolds number 

f  
Radon emanation coefficient 

A
Ra

 
Radium activity (Bq/kg) 

CFD  Computational fluid dynamics CRM Continuous radon monitor 

FB Body force vector T Temperature (K) 
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D Effective diffusion coefficient 

(m2s
−1) 

V Volume (m3) 

 

Analytical solution method 

 A well-known analytical model was used to estimate the radon concentration in the sample building. In this 

model, radon concentration is increased by the release of radon through slabs and all surfaces in the building,  

 

On the other hand, the radionuclide decay and ventilation reduce this quantity. The final equation to 

determine the internal concentration of radon in a room with the volume V, is presented [14-15]. 

0( ) (1 )t t

i

EA
C t C e e

V

 



− −= + −                                            (2) 

where iC  is  the internal radon concentration  at time t (h), 0C is the initial radon concentration at t = 0 in terms 

of 3Bqm− , 2 1( )E Bqm h− − is the radon input flux, or the radon emission rate from the soil and building 

materials, ( )A m2  is  the area of the surface  through which the radon gas is released, ( )V m3 is the volume of 

the closed room or the test chamber and (h ) −1 is the total radon decay rate that is given by the equation:

Rn V  = +  

Where Rn  is the radon decay constant, and V  is the air ventilation rate from the room or compartment. 

Therefore, the most important variables in determining the internal radon concentration are the radon input 

flux entering the room and also the room ventilation coefficient. Therefore, in the event of blockage of all air 

ventilation systems, in the case of stable equilibrium, the equation 2 can be rewritten as: 

axM

Rn

EA
C

V 
=                                                     (3) 

By inserting radon emission data from different gaps (Table 1) and the volume of the building, the average 

radon content in the building is derived by using relation 3[16]. 

 

Table 2. Equations used in CFD for numerical solution. 

 

Expression Equation 
( )

( )

( ) ( ) ( )

D
. V

Dt t

u v w 0
t x y z

 



  


= + =


   
+ + + =

   

 The mass conservation 

equation 

( ) ( ) ( ) ( ). V u v w 0
x y z

  
 = + + =

  
 

The mass conservation 

equation -in the steady state 

condition 
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The momentum 

conservation equation 
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The simplified forms of 

the momentum equations - 

in the x, y and z directions. 
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The energy conservation 

equation 
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Conservation equation – In 

steady state and 

incompressible flow 
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 Radon transport equation 

( ) ( )
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Radon transport equation- 

no radon generation and 

decay in the air, 𝑆𝐶= 0 

( ) ( ). CV . D C =   
Radon transport equation -

For steady state conditions 

and constant radon density 

 

 

Results and discussion 

   During the period from March 2017 to January 2018, radon concentration was measured at different points 

in the building in different periods, and, according to its conditions, numerical solutions were performed both 

with Fluent software and with an analytical solution. Each complete cycle includes at least 10 days with no 

ventilation and 4 days with a condition with specific ventilation rates. In the followings, we explain various 

surveys for a typical period. 

Border Conditions 

 All indoor air ventilation systems were completely blocked for about 10 days (860,000s). Although during 

this period, we saw temperature variations of around 10 ° C in the air outside the building for a full day and 

night, the wall temperature inside the building was almost constant. According to our measurements, the 
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average temperature of the northern, southern, eastern, and western walls, as well as the temperature of the 

ceiling and floor was 16, 17, 17, 19, 16, and 15 ° C respectively. 

 

Radon Entrance Rate  

 The floors and walls in the sample building are completely insulated in this study, and apart from the four 

gaps in the floor, labeled as Gap1 to Gap 4 in Figure 1, the radon emission rate released from other surfaces 

can be ignored. The radon emission rate of these gaps was measured for different months of the year, using 

a measuring chamber and a continuous measuring device, both described previously. Putting all required 

measured data in Equation 2, the average values are tabulated in Table 3. 

 

Table 3. Radon emission rates from slots. 

Gap4 Gap3 Gap2 Gap1 Gap  /      

Parameter 

Kitchen Bed 

room 
Hall Bed 

room 
Location 

2-2.8×10 2-3.2×10 -5.1×10
2 

2-4.9×10 )2Area(m 

0.39 0.42 0.64 0.48 s)2E (Bq/m 

 

 

Non-ventilation condition  

Modeling plates based on CFD at x=2 m and x=6 m are shown in Figure 3 about the boundary conditions of 

the sample state and after 800,000 seconds of blocking all air ventilation routes. The intersection of these 

plates with the lines perpendicular to them at selected heights specifies the density at the corresponding 

points. The results of this simulation are compared with the data obtained from the measurement and are 

tabulated in Table 4. The maximum difference observed in these cases is about 15%, indicating a relatively 

good coincidence of the CDF model with experimental results. 

Also, Figure 4 shows the contour variation of radon concentration at a height of 1.5 m from the floor at the 

same conditions. The average of these values and also the average of the data obtained from measurement 

are compared with the average concentration derived from the analytical solution of Equation 3. The results 

are tabulated in Table 5. As can be seen, the experimental and analytical results are consistent with the 

simulated results. 

Effect of Ventilation 
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In order to investigate the effect of ventilation on the concentration and the distribution of indoor radon 

concentration, opening the gap under the main door and windows on the northern walls allows the entrance 

of fresh air into the building.  

The average temperature of the intake air during this period was 14°C and the radon concentration in the 

building could be ignored. 

 

During this period, meteorological data shows that for most of the time, the direction of the airflow outside 

the building was south-north, so, during the ventilation, it was assumed that fresh air entered the building 

from the gap under the main door, and exit from the windows on the northern side of the building. 

 

 

 

 
 

Figure 3. Radon concentration contours in x=2 m (top figure) and in x=6 m (bottom figure) for a closed room mode. 

 

 

Table 4.  Radon concentration in 16 sample building samples based on numerical solution and measured in closed 

room mode. 

 
)3C(Bq/m Coordinate(cm)  

Measurement Numerical Z Y X  

228±31 199 20 150 200 1 
219±28 196 60 150 200 2 
202±23 195 100 150 200 3 
187±19 194 150 150 200 4 
241±37 215 20 450 200 5 
229±24 211 60 450 200 6 
221±22 208 100 450 200 7 
211±21 206 150 450 200 8 
241±27 227 20 150 600 9 
244±25 221 60 150 600 10 
237±21 218 100 150 600 11 
234±27 214 150 150 600 12 
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385±39 334 20 450 600 13 
341±29 316 60 450 600 14 
317±32 296 100 450 600 15 
294±27 274 150 450 600 16 

 
 

 
Figure 4. Radon concentration contours at a height of 1.5 meters from the floor in non-ventilation conditions. 

 

Table 5. Data obtained from measurement methods, analytical and numerical solutions for radon average 

concentration in the building after a 10-day period without ventilation. 

 
Measurement 

 

Numerical 

Solution 

Analytical 

Solution 

Calculation 

Method 
252±29 238 272±38 )3C(Bq/m 

 

By inserting the measured data obtained from the temperature changes in the corresponding thermodynamic 

equations used in these cases, the air velocity and the ventilation coefficients in each case were calculated 

separately. 

These patterns show a mean velocity of approximately 40 mm /s in a typical period, for airflow from the 

main door. Also, the ventilation rate equivalent to this velocity, (according to the given air inlet and also the 

volume of the room) is 5 1
3.3 10V

s
 −=  . 

Similar to the non-ventilated mode, the contours simulated from radon concentration using the Fluent 

software at x=2 m and x=6 m were used to calculate radon concentration at these points. (Figure 7) 

The data obtained from this modeling with the results obtained from measurements over a 4-day period 

(100,000s) after the start of the natural ventilation, is presented in Table 6. There is a good consistency 

between the results of modelling and those obtained from experimental data. 
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Figure 5. Radon concentration contours at x = 2m (top figure) and x = 6m (bottom figure) for a 4 day period of 

continuous natural ventilation. 

 

 

Also, Figure 6 shows the radon concentration contour at a height of 1.5 meters from the floor, after the 

same period of ventilation, from which we can obtain the mean value of radon concentration in the room. 

Also, by inserting the ventilation coefficient in Equation 5, the predicted analytical value was obtained at a 

stable equilibrium. Our results are indicated in Table 7. 

 

 
Table 6. Radon concentration in 16 sample points in the building based on numerical solution and measurement for a 

4 day period of natural ventilation. 

 
)3C(Bq/m Coordinate(cm)  

Measurement Numerical Z Y X  

43±4 39.5 20 150 200 1 
47±9 35.9 60 150 200 2 
42±8 34.1 100 150 200 3 
39±7 33.2 150 150 200 4 
31±7 24.7 20 450 200 5 
29±5 25.6 60 450 200 6 
33±7 26.9 100 450 200 7 
34±7 27.4 150 450 200 8 
51±8 44.8 20 150 600 9 
43±6 40.8 60 150 600 10 
42±7 37.2 100 150 600 11 
41±7 34.1 150 150 600 12 
32±6 27.9 20 450 600 13 
28±6 20.8 60 450 600 14 
24±5 19.6 100 450 600 15 
21±3 19.5 150 450 600 16 
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Figure 6.  Radon concentration contours at 1.5 meters height from the floor for a 4-day period of natural ventilation. 

 
Table 7. Data obtained from measurement methods, analytical solution, and numerical solution for average radon 

concentration in the building for a 4-day period of natural ventilation. 

 
Measurement 

 

Numerical 

Solution 

Analytical 

Solution 

Calculation 

Method 

23±4 16.1 17±2 )3C(Bq/m 
 

Temperature Effect 

Figure 7 (solid curve) shows the effect of temperature variations on radon concentration in natural ventilation 

conditions. As it is seen, the radon concentration decreases by reducing the average temperature difference 

between internal and external environments. The results derived by other scientists (dashed curve) also 

confirm this behavior [13]. 

 
Figure 7. The variations in radon concentration versus temperature differences between Internal and External 

Environments in Natural Ventilation, the solid curve is the current study, the dashed curve is Rabi et al. work, 2017. 
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Height Effect 

The accuracy of our results in this study shows that by increasing height from the floor, the concentration of 

radon decreases. Figure 8, shows a sample of these variations for the mid-point of the bedroom in a natural 

ventilation condition in our research (solid curve) and also in other research (dashed curve). An increase in 

the slope of these variations is observed by decreasing height in both distributions (Akbari and Oman, 2015). 

[11]. 

 
Figure 8. The variation of radon concentration versus height difference from the floor in natural ventilation, the solid 

curve is Current study, dashed curve belongs to Akbari and Oman work. 

 

Conclusion 

We have used in this paper, a 3D model of CFD for research and development concerned with the distribution 

of radon concentration in a typical building. In the case that, all the building ventilation routes were closed 

for a 10-day period, the results obtained (Table 4) show that the maximum difference between the simulated 

and experimental data is about 15%. 

On the other hand, the data show that, although in all areas, radon concentrations are greater than the 

permissible value (100 Bq/m3), the person sleeping on the ground or in a bed with the location of his head in 

the middle of the bedroom receives a radiation dose almost twice as much as the person standing on the right 

side of the hall. 

On the other hand, Table 5 shows that the average data obtained from these two methods has at most, a 14% 

discrepancy with the results obtained from the numerical solutions in similar conditions. This indicates an 

acceptable accuracy for the simulated model. 
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Also, the data in Table 6 shows that although the results of numerical modeling and experimental data (after 

4-days of natural ventilation with the assumption that fresh air entered the building from the gap under the 

main door, and exited from the windows on the northern side of the building) 

Have 20-30%, discrepancy in 7 points out of 16 points, but there is a good consistency between the two 

methods for the remaining 9 points. 

More clarification of the data indicates that after the 4-day period of natural ventilation, although the radon 

concentration is declared permissible, in all parts of the building, but radon concentration at 20 cm high in 

the middle of the kitchen was about 142 percent more than the radon concentration in the place where one 

was standing in the middle of the bedroom. 

Also, the average values of the numerical solution in natural ventilation are almost consistent with the average 

values of the analytical solution., but the average values of experimental data are about 35% higher than 

those for numerical solution (Table 7). There are three reasons for such discrepancy: 

1. On experimental averaging, only data at a height of 1.5 m and less was used, so the absence of radon 

concentration data at higher altitudes increases the mean value. 

2. In all calculations made in this paper, the release of radon from other areas of the building has been ignored 

due to the low radon emission factors of those surfaces, but the sum of these small quantities of radon released 

throughout the entire period is probably more significant, so that it can affect the experimental measurements 

(as seen in most experimental data in Tables 4 and 6). 

3. The presence of a background error of a few Bq/m3b may lead to a larger error in measuring the lower 

radon concentration regions. 

Also, as expected and shown in Figure 7 (solid curve), by increasing ventilation time, as well as by reducing 

the difference between indoor and outdoor temperature, radon concentration is also reduced. In this regard, 

although the average air velocity during the natural ventilation period is assumed to be constant for simplicity, 

we know that this variable is reduced by decreasing the temperature difference between the two 

environments. This is also consistent with the results obtained by Rabi et al. 

Furthermore, the results of this study show that radon concentration decreases by increasing altitude, and as 

shown in Figure 8 (solid curve) it has the maximum gradient near the floor. It has also been reported by 

Oman and colleagues, how to reduce radon concentration by increasing the height from the floor of the 

building. (Figure 8 - dashed curve) 
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Finally, it should be acknowledged that due to the risk of indoor radon affecting human's health, with the 

development of the necessary hardware and software, more research activities are needed to consider the 

impact of air conditioning equipment, furniture, etc., on the human body. Achieving more precise 

experimental measurements will enable us to find radon distribution models for each building in order to find 

the critical points where the radon concentration is considerable. Also, by using the results of these 

researches, buildings can be designed in such a way that their residents receive a lower annual effective dose. 

Note: This research did not receive any specific grant from funding agencies in the public, commercial, or 

not-for-profit sectors. 
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Abstract 

In this paper, a sample in the form of a circular disk from a gas light mantle are prepared and the effects of 

its radioactive radiation are investigated. To this end, the spectrum of the gamma rays emitted from the disk 

is recorded by using gamma spectroscopy and the HPGe detector. The results are obtained by Monte Carlo 

simulation for a disk with a thickness of 1.3 cm and a diameter of 4.7 cm along with a detector with a diameter 

of 5.9 cm. Some photoelectric peaks in the spectrum such as 643, 727, 795, 861, 911, and 969 keV 

corresponding to daughter nuclei of 208Tl, 228Ac, and 214Bi for 232Th are identified. By analyzing the 

photopeaks corresponding to these daughter nuclei, the average specific activity for 232Th in the gas light 

mantle is measured to be 0.20 ± 0.015 kBq/g. This amount of activity is equivalent to an affective dose of 

12.31 mSv/year not recommended for safety reasons prescribed by the ICRP. 

Keywords: Gas light mantle, Gamma spectroscopy, Thorium-232, Monte Carlo 

INTRODUCTION 

Thorium is present in most soils and rocks in very small amounts. The abundance of this element is three 

times as much as the uranium. 232Th is the most abundant isotope of the element with a half-life of 14.5 

billion years [1]. The pure form of this metal element is silvery color and maintains its luminance for several 

months. Thorium oxide (ThO2) with a melting point of 3300 °C has one of the highest melting points among 

all oxides [2]. If this metal is heated in the air, it will ignite and burn with bright white light. For this reason, 

thorium is used in gas light mantles [3-5]. Carl Auer von Welsbach was the first person to use a mixture of 

99% ThO2 and 1% CeO2 to create a bright white light in a gas lamp [6]. 

Gamma spectroscopy for the samples made of the gas light mantle has been carried out for 232Th and its 

daughter nuclei, 224Ra, 228Ra, 212Pb and 212Bi with activity of 2.40 kBq [3]. Furthermore, the levels of 

radioactivity for 232Th are estimated to be 1.410 ± 0.140 kBq from the content of 228Ac for 11 mantles made  
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by different countries using gamma spectroscopy technique. [7]. Moreover, Doretti et al. determined specific 

activity of 232Th to be equal to 4.047 kBq/g in a gas lamp mantle with an alpha spectroscopy method [8]. 

Investigation on two gas mantles, claimed to be non-radioactive, based on Instrumental Neutron Activation 

Analysis (INAA), gamma spectroscopy and Liquid Scintillation Counting (LSC) has been reported the 

presence of Th-content in these mantles with the activities of 796 Bq and 1054 Bq in the samples with 195 ±

1 mg and 258.7 ± 0.4 mg, respectively [6]. 

Due to the emission of alpha particles and gamma rays, long-term exposure to 232Th causes radio toxicity, 

which can be disturbing. The maximum permissible concentration of thorium in air is reported to be 

3.7 × 10−2 Bq/ml air [9]. The annual intake limit for 232Th with specific activity of 4 kBq/g is 170 mg, which 

is equivalent to an effective dose of 20 mSv per year [10]. 

Poisoning caused by thorium can occur through inhalation, ingestion, open wounds, and skin absorption. 

Most thorium enters the body as a hydrolyzed salt polymerized providing colloidal particles that are 

accumulated in the liver, spleen and bone marrow cells [10-12]. If inhaled, it will accumulate in the lungs 

[10]. Because of the biological half-life of thorium in humans, 2 years in the liver, 5 years in the lung and 20 

years in the skeleton, it is expected to cause health effects through alpha emissions and chemical interaction 

in the organs [10]. Cancer of blood vessels, liver, kidneys, and other organs can occur when exposed to 

thorium for 11 to 37 years as a radioactive environment [12]. The 232Th injection in mice causes neural 

changes and cholinergic function, which may result in inducing oxidative stress in different regions of the 

brain [13]. Moreover, effects such as Down’s syndrome, mental retardation, and point mutations in the 

ultraviolet region due to the occurrence of 232Th and 238U normal radionuclides were reported as a long-term 

effect in high background radiation areas (1-45 mSv/year) on liver carcinogenesis [14]. 

Today’s, in developed countries, the use of free-thorium mantles is commonplace due to the risks of the use 

of radioactive heavy metals. In Australia in November 1992, the National Health and Medical Research 

Council announced that thorium-containing mantles should have a warning sign [15]. 

In this paper, due to the frequent use of the gas light mantle and the well-known biological effects of thorium 

on health human, we have determined specific activity released from 232Th in a gas light mantle to inform 

the harmful effects that may result from this radionuclide. For this purpose, we have used gamma 

spectroscopy method to identify daughter nuclei of 232Th. We have characterized the parameters 

corresponding to a radioactive disk by Monte Carlo simulation technique. The values of radiation dose that 

can affect the human’s organs have also been specified. Hence, the paper is organized as follows. In Sec. 2,  
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the experimental method is discussed. Data analysis is also represented in sub-Sec. 2.1. The results have been 

presented in Sec. 3, with the sub-Sec. 3.1 and 3.2, respectively, which can obtain the corresponding 

radioactivity and dosimetric data. 

EXPERIMENT 

To measure of specific activity of 232Th in a gas light mantle, three gas light mantles are prepared as a circular 

disk with a thickness of 1.3cm and diameter of 4.7 cm. The disk is then placed in front of a high purity 

germanium (HPGe) detector with a aperture diameter of 5.9 cm and a resolution of 1.98 keV in energy of 

1408 keV so that, the front surface of the disk was up to 5 cm. The gamma spectra delivered from this disk 

have been recorded by a multi-channel analyzer with 8192 channels. A standard point source of 152Eu with 

activity of 19 kBq has been used to calibrate energy and efficiency of the detector at a distance of 6.3 cm. 

The counting time of gamma rays released from the disk was approximately 4 hours and dead time of the 

detector was about 1%. 

Data Analysis 

To measure the efficiency of the detector against gamma rays emitted from the disk, we have determined 

efficiency for a standard point source form Eq. (1) as follows: 

                                                           𝜀0 =
𝑆𝜆

𝑓𝐴[1−exp (−𝜆𝑡𝑐)]
 ,                                                           (1) 

where s, λ, f, A and 𝜀0 denote to pure surface under photoelectric peak, decay constant, branching ratio, 

activity at the beginning of the count and point source efficiency, respectively. The term of 𝑡𝑐 is counting 

time of the detector.  

In this experiment, the 232Th activity in the disk has been obtained from Eq. (2) for several photoelectric 

peaks seen in the spectrum as below: 

                                                           A=
𝑆𝜆

𝛾𝜀0
Ω′

Ω
[1−exp (−𝜆𝑡𝑐)]

 ,                                                         (2) 

where Ω′ and Ω stand for the solid angles corresponding to disk and the point source, respectively. The solid 

angle for a point source can be calculated as [16]: 

                                                          Ω = 2𝜋 (1 −
𝑑

√𝑑2+𝑅𝑑
2
),                                                       (3) 
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where d and 𝑅𝑑 represent the distance from the detector and the radius of the detector, respectively. The 

amount of Ω′ in the distance from disk to detector is shown in Fig. (1) obtained by using the Monte Carlo 

simulation for a disk with a thickness of 1.3 cm and a diameter of 4.7 cm along with a detector with diameter 

of 5.9 cm. 

 

 

Fig. 1. Monte Carlo simulation for solid angle of a disk with thickness of 1.3 cm and a diameter of 

4.7 cm along with a detector with diameter of 5.9 cm. 

Results and Discussion 

In this work, some photoelectric peaks in the spectrum such as 643, 727, 795, 861, 911 and 969 keV were 

identified corresponding to daughter nuclei of 208Tl, 228Ac and 214Bi [1]. Considering parameters associated 

to each daughter nuclei, radioactivity measurement and dosimetry have been carried out. 

Radioactivity  

The gamma spectrum emitted from the mantle at a distance of 5 cm from the detector in a semi-logarithmic 

scale is shown in Fig. (2) 
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Fig. 2. The gamma spectrum of a gas light mantle. The photoelectric peaks corresponding 

to daughter nuclei in decay chain of 232Th are shown in the figure. 

The photoelectric peaks of the daughter nuclei in the decay chain of 232Th are also seen in this picture. A 

number of these daughter nuclei, their photoelectric energy and branching ratio are presented in Table 1. 

Considering the parameters for each daughter nuclei, the disk activity has been determined by using Eqs. (2) 

and (3). Activities of each of these daughter nuclei are presented in Table 1. The average of these activities 

with an approximate error of 8% has been attained to be 1.1 kBq. A part of this error is due to systematic 

error related to measurement of sample dimensions and solid angle while the other part result from statistical 

error related to counting.  

Table 1. Daughter nuclei of 232Th, their photoelectric energies and branching ratios. 

 

 

 

 

 

 

It is worth noting that the actual activity, in general, depends not only on the age of the mantle, but also on 

the amount of 232Th in the mantle [3].  

 

 

Daughter 

nuclei 
Energy (keV) Branching ratio (%) Activity (Bq) 

228Ac 463 4.5 1122 
214Bi 727 7.35 1087 
228Ac 795 4.34 1123 
208Tl 861 4.55 1065 
228Ac 911 26.6 1160 
228Ac 969 𝟏𝟔. 𝟐𝟑 1020 
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2. Dosimetry 

Given the fact that these substances accumulate in the liver, lungs, spleen, and bone marrow (red) due to the 

absorption or inhalation of thorium and its daughter nuclei, now we present the quantities corresponding to 

absorbed, equivalent and effective doses by these organs.  

The absorbed dose is energy of radiation R absorbed per unit mass of tissue T. The dose equivalent, 𝐻𝑇, in a 

specified organ is also defined by 𝐻𝑇 = 𝑊𝑅𝐷𝑇.𝑅, where 𝐷𝑇.𝑅 and 𝑊𝑅 stand for values of the absorbed dose 

in a tissue T by radiation R and the corresponding radiation weighting factor, respectively. The effective dose 

is given by 𝐸 = ∑ 𝑊𝑇𝐻𝑇𝑇  that is sum of equivalent doses to organs and tissues exposed, each multiplied by 

the appropriate tissue weighting factor 𝑊𝑇 . Considering 𝑊𝑅 = 20 [17] and 𝑊𝑇 = 0.12 for bone marrow 

(red) and lung and equal to 0.05 for liver and spleen [18] the absorbed, equivalent and effective doses related 

to these organs are calculated. The results are shown in Tables 2-5. In all the calculations, we have assumed 

that someone uses a gas lamp for an hour per day. The total effective dose of these organs is 12.31 mSv. 

Evidently, the value of the total effective dose increases for longer exposure time of the sample. Considering 

the limit of the public effective dose as 1 mSv/year prescribed by the ICRP [19], the hazardous of the gas 

light mantle due to ThO2 is confirmed.  

Compared to Doretti’s results [8] based on alpha spectroscopy to identify daughter nuclei of 232Th in a gas 

light mantle, this work has been carried out with more precision due to the use of gamma spectroscopy. In 

addition, Saı¨dou et al. reported that alpha spectrometry has sensitivity, with a detection limit (1–5 mBq/kg) 

typically 1000 times lower than gamma spectrometry for 232Th [20]. 

 

 

 

 

 

 

 

 

 

 

Table 2. The deposited dose in liver with 1.7kgm = . 
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Table 3. The deposited dose in lung with 1kgm = . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Daughter 

Nuclei 

Energy 

(keV) 

Activity 

(Bq) 

Absorbed 

Dose 

(mGy) 

Equivalent 

Dose 

(mSv) 

Effective 

Dose 

(mSv) 

228Ac 463 1122 0.06 1.28 𝟎. 𝟎𝟔 

214Bi 727 1087 0.10 1.96 𝟎. 𝟏𝟎 

228Ac 795 1123 0.11 2.2 𝟎. 𝟏𝟏 

208Tl 861 1065 0.11 2.2 𝟎. 𝟏𝟏 

228Ac 911 1160 0.13 2.6 𝟎. 𝟏𝟑 

228Ac 969 1020 𝟎. 𝟏𝟐 𝟐. 𝟒 𝟎. 𝟏𝟐 

Daughter 

Nuclei 

Energy 

(keV) 

Activity 

(Bq) 

Absorbed 

Dose 

(mGy) 

Equivalent 

Dose 

(mSv) 

Effective 

Dose 

(mSv) 

228Ac 463 1122 0.10 2 𝟎. 𝟐𝟒 

214Bi 727 1087 0.17 3.4 𝟎. 𝟒𝟎 

228Ac 795 1123 0.19 3.8 𝟎. 𝟒𝟔 

208Tl 861 1065 0.19 3.8 𝟎. 𝟒𝟔 

228Ac 911 1160 0.22 4.4 𝟎. 𝟓𝟑 

228Ac 969 1020 𝟎. 𝟐𝟏 𝟒. 𝟐 𝟎. 𝟓𝟎 
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Table 4. The deposited dose in bone marrow (red) with 𝑚 = 1.5 kg. 

 

 

 

 

 

 

 

 

 

 

 

Table 5. The deposited dose in spleen with 𝑚 = 0.15 kg. 

 

 

 

  

 

 

 

 

 

 

 

In addition, activity of 232Th has been calculated using gamma spectroscopy by a Ge(Li) detector with an 8% 

absolute efficiency [3]. In the last experiment, the activity of 232Th has been specified indirectly from the 

activity of 228Th. Moreover, Etsuko et al. estimated activity of 232Th from the 228Ac activity using gamma 

spectroscopy by using an HPGe detector with a relative efficiency of 32.7% [7]. Determination of 232Th 

activity via these procedures is feasible only within about 3 years after extraction, since after this time the 

228Ac to 228Th activity ratio stays almost constant with time [3, 8]. 

 

Daughter 

Nuclei 

Energy 

(keV) 

Activity 

(Bq) 

Absorbed 

Dose 

(mGy) 

Equivalent 

Dose 

(mSv) 

Effective 

Dose 

(mSv) 

228Ac 463 1122 0.07 1.5 𝟎. 𝟏𝟖 

214Bi 727 1087 0.11 2.2 𝟎. 𝟐𝟔 

228Ac 795 1123 0.13 2.6 𝟎. 𝟑𝟏 

208Tl 861 1065 0.13 2.6 𝟎. 𝟑𝟏 

228Ac 911 1160 0.15 3 𝟎. 𝟑𝟔 

228Ac 969 1020 𝟎. 𝟏𝟒 𝟐. 𝟖 𝟎. 𝟑𝟒 

Daughter 

Nuclei 

Energy 

(keV) 

Activity 

(Bq) 

Absorbed 

Dose 

(mGy) 

Equivalent 

Dose 

(mSv) 

Effective 

Dose 

(mSv) 

228Ac 463 1122 0.73 14.6 𝟎. 𝟕𝟑 

214Bi 727 1087 1.1 22 𝟏. 𝟏 

228Ac 795 1123 1.3 26 𝟏. 𝟑 

208Tl 861 1065 1.3 26 𝟏. 𝟑 

228Ac 911 1160 1.5 30 𝟏. 𝟓 

228Ac 969 1020 𝟏. 𝟒 28 𝟏. 𝟒 



202 

 

 

Conclusion  

In this work, a sample of the gas light mantle was studied in order to investigate the effects of radioactive 

radiation. The presence of the photopeaks originated from the daughter nuclei of 232Th such as 208Tl, 228Ac 

and 214Bi were recorded by gamma spectroscopy technique using the HPGe detector. Afterwards, the average 

specific activity for 232Th in the gas light mantle was calculated via the analytical formula as well as the 

Monte Carlo simulation to be equal to 0.20 ± 0.015 kBq/g. Moreover, as this radioactive substance can 

affect the lung, spleen, liver and bone marrow, the dose absorbed by someone who is exposed to the radiation  

for one hour per day was determined with the total effective dose of 12.31 mSv. Especial care was taken the 

experiment to be carried out with high accuracy. Comparison between the results obtained in this 

measurement and the value reported by the ICRP demonstrates that use of the gas light mantles can be 

harmful due to the radiation damage; and consequently, is not recommended. 
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Abstract 

The study aims to assess the concentrations of Naturally Occurring Radioactive Materials (NORM) in soil 

and water samples collected from Kazeroon, Iran, using gamma spectrometry. The investigation focuses on 

radioactive isotopes, including Ra-226, Th-232, K-40, and U-238, to understand their presence in the 

environment and potential implications for human health. Six distinct soil sampling points encircling 

Kazeroon were randomly selected to ensure representative data collection. Additionally, water samples were 

gathered from three urban drinking wells and five springs located on the city's periphery. The application of 

gamma spectrometry, coupled with meticulous accounting for background radiation and calibration 

procedures, facilitated accurate measurements. The results revealed varying concentrations of radioactive 

isotopes in soil samples, ranging from 5.92 to 212.57 Bq/kg. This variability can be attributed to the 

geological composition of the region. Strikingly, all water samples exhibited concentrations of radioactive 

isotopes below the minimum detectable limit, indicating minimal levels of natural radioactivity in the water 

sources of Kazeroon. In conclusion, this study underscores the importance of assessing NORM 

concentrations in the environment, particularly within urban areas. The research outcomes provide valuable 

insights into the distribution of radioactive materials in soil and water, emphasizing the need for ongoing 

monitoring and potential mitigation strategies. By contributing to the understanding of natural radioactivity 

levels, the study highlights the relevance of considering radiation exposure in urban planning and 

environmental management efforts. Ultimately, this research enhances our knowledge of the intricate 

interactions between natural radioactivity, human health, and the environment.  

Keywords: NORM, Gamma spectrometry, Radiation exposure, Urban development 
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INTRODUCTION  

The presence of Naturally Occurring Radioactive Materials (NORM) in the environment is a subject of 

considerable scientific and public health interest. NORM encompasses a variety of radioactive elements 

found in the Earth's crust, including uranium (U-238), thorium (Th-232), potassium (K-40), and their decay 

products, such as radium (Ra-226). These elements are ubiquitous in soil and water, contributing to 

background radiation levels experienced by all living organisms. The study of NORM is crucial due to its 

implications for environmental health, public safety, and regulatory compliance. Understanding the 

distribution and concentration of NORM can help assess potential risks to human health and guide the 

development of strategies to mitigate adverse effects. 

Kazeroon, a city in the Fars province of Iran, is characterized by diverse geological formations, making it an 

area of interest for studying the concentration of NORM. The region's unique geology, including its soil and 

water resources, may influence the distribution and levels of NORM. Given the significance of agriculture 

and urban development in Kazeroon, assessing the levels of NORM is essential for ensuring the safety and 

health of its population and environment. Previous studies have highlighted the importance of monitoring 

NORM in various regions, emphasizing the need for localized assessments to understand regional variations 

in natural radioactivity [1,2]. 

The objectives of this essay are to: 

1. Provide an overview of NORM and their importance in environmental and public health contexts. 

2. Highlight the significance of studying NORM in the specific context of Kazeroon, Iran, considering its 

unique geological and socio-economic characteristics. 

3. Assess the concentration of key NORM elements (U, Th, K, and Ra) in soil and water samples collected 

from various locations within Kazeroon. This assessment aims to establish baseline levels of natural 

radioactivity, contributing to the broader understanding of environmental radiation and its implications for 

human health and safety. 

This study contributes to the growing body of knowledge on natural radioactivity, offering insights into the 

distribution of NORM in a region where such data are scarce. By identifying areas with elevated levels of  
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natural radioactivity, this research can inform risk assessment and management strategies, ensuring the well-

being of the community and the integrity of the environment in Kazeroon. 

RESEARCH THEORIES 

Definition and Sources of NORM 

NORM refer to radioactive substances found in the Earth's crust. These materials include elements such as 

U-238, Th-232, K-40, and their decay products, notably Ra-226. NORM can be found in varying 

concentrations in soil, water, air, and even in building materials, contributing to the natural background 

radiation that all living organisms are exposed to. The primary sources of NORM are igneous and 

sedimentary rocks from which these radioactive elements are gradually released into the environment through 

weathering processes [3,4]. 

Historical Perspective on NORM Studies in Urban Areas 

The study of NORM and its impact on urban areas has evolved significantly over the past few decades. 

Initially, the focus was primarily on occupational exposure in industries such as mining and oil and gas, 

where workers might be exposed to elevated levels of NORM. However, as understanding of the widespread 

presence of NORM grew, researchers began to investigate its implications for the general population, 

particularly in urban settings. Urban areas are of specific interest due to the concentration of population and 

the potential for enhanced exposure through building materials and infrastructure that may contain NORM, 

such as concrete, bricks, and water supply systems [2,5]. 

Importance of Assessing NORM in Environmental Health and Safety 

Assessing the levels of NORM in the environment is crucial for several reasons. Firstly, it helps in 

understanding the baseline levels of natural radioactivity to which populations are exposed. This knowledge 

is essential for public health, as prolonged exposure to elevated levels of radiation can increase the risk of 

cancer and other health issues. Secondly, assessing NORM is vital for environmental protection. It enables 

the identification of areas with naturally high levels of radioactivity, guiding land use and urban planning 

decisions to mitigate exposure risks. Lastly, knowledge of NORM concentrations supports regulatory bodies 

in developing guidelines and safety standards to protect workers and the public from potential radiation 

hazards [2,4]. 
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Understanding NORM's distribution and impact is integral to ensuring environmental health and safety. As 

urban areas continue to grow, and as human activities disturb natural materials, the importance of monitoring 

and managing exposure to NORM becomes increasingly significant. 

METHODS  

Overview of Gamma Spectrometry and Its Application in NORM Assessment 

Gamma spectrometry is a widely used analytical technique for identifying and quantifying radioactive 

isotopes in various materials. It operates on the principle of detecting and measuring the energy and intensity 

of gamma rays emitted by radioactive substances. This method is particularly effective for assessing NORM 

due to its sensitivity, accuracy, and non-destructive nature. Gamma spectrometry allows for the precise 

determination of radionuclides such as U-238, Th-232, K-40, and Ra-226 in environmental samples [1,6]. 

Description of Soil and Water Sampling Procedures 

Soil Sampling: Soil samples were collected from predetermined locations within the study area to ensure a 

representative distribution of sampling points. A stratified random sampling approach was adopted to cover 

different land uses and geological features. At each sampling site, the top 15 cm of soil was collected using 

a stainless-steel auger, as this layer is most relevant to human exposure. The collected samples were then air-

dried, homogenized, and sieved through a 2 mm mesh to remove large particles and organic debris, preparing 

them for analysis [7]. 

Water Sampling: Water samples were collected from both surface and groundwater sources, including rivers, 

lakes, and wells. Sampling involved collecting water in pre-cleaned polyethylene bottles, which were rinsed 

with the water being sampled before filling. The samples were then transported to the laboratory under cool 

conditions. Prior to gamma spectrometry analysis, water samples underwent a pre-concentration process to 

increase the detectability of low-level radionuclides [8]. 

Calibration and Background Radiation Accounting Methods 

Calibration of the gamma spectrometry system is essential for accurate measurement of radioactivity in 

samples. Calibration was performed using standard reference materials with known activity concentrations 

of the radionuclides of interest. This process ensures that the system's measurements are accurate and 

reproducible. Additionally, to account for background radiation, which includes cosmic rays and natural  
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radioactivity from the laboratory environment, background measurements were taken with an empty detector 

or with a blank sample. These background counts were subtracted from the sample counts to obtain the net 

activity concentrations of the radionuclides in the samples [1,6]. The methodology outlined provides a robust 

framework for the accurate assessment of NORM in soil and water samples. By employing gamma 

spectrometry, coupled with rigorous sampling and calibration procedures, this approach ensures reliable 

quantification of natural radioactivity in the environment. The minimum detectable activity (MDA) of our 

measurement system was carefully determined through calibration procedures using standard reference 

materials and accounting for background radiation. To perform energy calibration, at first, we placed Cs-

137, Co-60, Am-241 and Ba-131 springs which have specific energies on the system and obtained the 

channel-energy calibration chart. In order to count samples with different geometry and dimensions, it is 

necessary to first perform the efficiency calibration for the detector. For the calibration of yield of soil 

samples, from the standard sources of the International Atomic Energy Agency, such as RGU for the 

calibration of uranium and its chain elements, RGTh for the calibration of thorium and its chain elements, 

and RGK for the calibration of potassium, as well as soil-6 for the calibration of Cs-137 and System quality 

control was used. The efficiency calibration of liquid samples was also done by a composite standard liquid 

sample. Figure 1 and 2 shows the calibration curve of the samples.  
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Fig. 1. Calibration efficiency curve for water sample 

 

Fig. 2. Calibration efficiency curve for soil sample 
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RESULTS AND DISCUSSION 

The gamma spectrometry analysis of soil samples collected from various locations around Kazeroon revealed 

the presence of NORM, including uranium (U), thorium (Th), potassium (K), and radium (Ra). The 

concentrations of these radionuclides varied across different sampling sites, reflecting the heterogeneity of 

the geological composition in the area. The average concentrations were found to be within the expected 

range for natural soils, with uranium (U-238) at 5.92 Bq/kg, thorium (Th-232) at 6.25 Bq/kg, potassium (K-

40) at 212.57 Bq/kg, and radium (Ra-226) at 30.33 Bq/kg. These values are consistent with global averages 

reported in literature for soils, indicating that the soil in Kazeroon does not exhibit unusually high levels of 

radioactivity [2]. Table 1 shows the concentration for soil samples. 

Table 1. Corrected concentration for soil samples 

 
  

Ra-226 Th-232 Cs-137 K-40 U-238 U-235 

Sample 1 Bq 19.18 6.54 0.24 233.63 4.71 1 

Bq/kg 31.96 10.91 0.4 389.39 7.85 1.66 

Sample 2 Bq 22.35 2.56 0.42 105.51 2.3 0.87 

Bq/kg 34.39 3.95 0.65 162.32 3.53 1.34 

Sample 3 Bq 19.96 6.04 2.24 162.22 3.14 0.61 

Bq/kg 32.19 9.74 3.61 261.64 5.07 0.98 

Sample 4 Bq 19.95 0.87 0.31 72.87 4.65 0.84 

Bq/kg 28.09 1.22 0.44 102.63 6.55 1.18 

Sample 5 Bq 18.2 6.09 2.42 148.47 5.62 1.08 

Bq/kg 25.64 8.58 3.41 209.11 7.91 1.52 

Sample 6 Bq 17.75 1.86 0.16 90.23 2.76 0.27 

Bq/kg 29.58 3.1 0.27 150.38 4.59 0.44 

 

Water samples from both drinking water wells within the urban area and springs in the periphery of Kazeroon 

were analyzed for their NORM content. The concentrations of radioactive isotopes in all water samples were 

found to be below the minimum detectable limits for gamma spectrometry, suggesting that the water sources 

in Kazeroon are not significantly impacted by natural radioactivity. This finding is in line with the World 

Health Organization's guidelines for drinking water quality, which specify permissible levels of radionuclides 

in drinking water [9]. The absence of detectable levels of NORM in water sources is a positive indicator of 

the water quality in Kazeroon, with minimal risk posed by radioactivity to public health through water 

consumption. This suggests that the residents of Kazeroon are exposed to radiation levels from NORM that  
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are within safe limits for public health. The low levels of NORM in water further contribute to the overall 

assessment that the environmental exposure to natural radioactivity in Kazeroon does not pose a significant 

health risk to the population. These results are crucial for informing public health policies and environmental 

management practices in the region, ensuring that the health and safety of the community are safeguarded 

against potential radiological hazards. 

The results of the study conducted in Kazeroon, Iran, indicate that the concentrations of NORM in soil and 

water samples are within safe limits when compared to global and national benchmarks for radiation 

exposure.  

The variability in NORM concentrations observed in the soil samples from Kazeroon can be attributed to the 

region's geological composition. Kazeroon's diverse geological formations, including sedimentary rocks that 

are known to contain higher concentrations of uranium and thorium, play a significant role in the distribution 

of NORM. Studies have shown that areas with significant sedimentary rock formations tend to exhibit higher 

natural radioactivity levels due to the presence of these radionuclides [3]. Understanding the geological 

context is crucial for interpreting the variability in NORM concentrations and assessing potential exposure 

risks. 

The findings of this study have significant implications for environmental health and safety in Kazeroon. The 

low levels of NORM in soil and water suggest minimal risk to public health from radiation exposure. 

However, the study underscores the importance of considering natural radioactivity in environmental health 

assessments and urban planning. Long-term exposure to even low levels of radiation can have cumulative 

health effects, making it essential to monitor and manage NORM exposure [10]. 

Incorporating NORM assessment into urban planning and environmental management strategies is vital for 

sustainable development. The data obtained from this study can inform land use planning, construction 

practices, and water resource management in Kazeroon. For instance, areas with slightly elevated NORM 

levels might be designated for non-residential use, or specific construction materials could be chosen to 

minimize indoor radon levels, a decay product of uranium found in soil. 

NORM assessment plays a critical role in urban planning by identifying areas where natural radioactivity 

may impact public health and the environment. This information is essential for making informed decisions  
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about land use, infrastructure development, and environmental conservation, ensuring that urban expansion 

does not inadvertently increase exposure to natural radiation. 

Mitigation strategies for managing NORM exposure include regulatory measures to limit the use of materials 

with high NORM concentrations, public education on minimizing exposure, and environmental remediation 

techniques. For example, improving ventilation in buildings can reduce indoor radon levels, while proper 

water treatment processes can remove radionuclides from drinking water [9]. 

Continuous monitoring of environmental radioactivity is crucial for detecting changes in NORM 

concentrations and assessing the effectiveness of mitigation strategies. Regular monitoring can help identify 

emerging risks and ensure that public health measures are updated in response to new data. This proactive 

approach is essential for protecting public health and the environment from the potential risks associated with 

natural radioactivity [2]. 

CONCLUSIONS 

The comprehensive assessment of NORM in soil and water samples from Kazeroon, Fars province, Iran, has 

yielded significant insights into the environmental radioactivity of the region. The key findings from this 

study indicate that the concentrations of radioactive isotopes such as uranium (U), thorium (Th), potassium 

(K), and radium (Ra) in soil samples are within expected natural ranges. Similarly, the analysis of water 

sources revealed that the levels of NORM are below detectable limits, suggesting minimal risk to public 

health from water consumption. These results are significant as they provide reassurance regarding the 

environmental safety and public health implications for the inhabitants of Kazeroon. However, the study also 

underscores the importance of continuous monitoring and management of natural radioactivity, particularly 

in urban areas undergoing rapid development and expansion. The findings serve as a valuable baseline for 

future research and can inform urban development strategies to ensure that growth is sustainable and does 

not inadvertently increase exposure to natural radiation. 

Recommendations for Future Research and Urban Development Strategies 

1. Continuous Monitoring: Implement regular monitoring programs to track changes in NORM 

concentrations in soil and water, ensuring early detection of any shifts in environmental radioactivity levels. 
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2. Public Health Studies: Conduct epidemiological studies to investigate potential health effects associated 

with long-term exposure to low levels of natural radioactivity, enhancing our understanding of the risk to 

public health. 

3. Urban Planning: Integrate NORM assessment into urban planning and development processes, using the 

data to guide land use decisions, building material selection, and infrastructure development to minimize 

radiation exposure. 

4. Public Awareness: Develop public education campaigns to raise awareness about natural radioactivity, its 

sources, and effective measures to reduce exposure, empowering the community to make informed decisions 

about their health and safety. 

5. Research on Mitigation Strategies: Invest in research to explore innovative technologies and strategies for 

mitigating exposure to NORM, including advancements in building design, water treatment, and 

environmental remediation. 

In conclusion, the study conducted in Kazeroon provides a foundational understanding of the levels of natural 

radioactivity in the region, contributing to the body of knowledge necessary for informed decision-making 

regarding environmental health and urban development. The proactive management of NORM exposure, 

guided by continuous research and monitoring, will be crucial in safeguarding the health and well-being of 

the inhabitants of Kazeroon and ensuring the sustainable development of the area. 
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Abstract: 

           In this scientific paper, unique copper metal targets were employed for a brief proton bombardment 

of a few minutes. The specific energy utilized was 12.5 million electron volts, and the nuclear reaction 65Cu(p, 

n)65Zn was harnessed to synthesize the radioisotope Zn-65. After a fortnight's wait, during which most 

unwanted radioisotopes decayed, the targets underwent a meticulous recovery and purification process to 

isolate the coveted Zn-65 radioisotope. The procedure commenced with a combined recovery method, where 

the copper targets underwent an acid wash with a concentrated hydrochloric acid solution, fortified with a 

touch of hydrogen peroxide. This initial step was designed to eliminate as much copper chemical impurity 

as possible through a Fast Electroplating operation. Subsequently, the solution obtained was subjected to 

chemical purification using a cylindrical Plexiglas column. This column, with its 3-centimeter inner diameter 

and 15-centimeter height, was packed with the ion exchange resin "Dowex 1x8 100-200 mesh in Cl- form." 

Hydrochloric acid solutions of varying concentrations were then passed through the column at a steady pace 

of roughly 3 mL per minute. The meticulous recovery process yielded impressive results. Through gamma 

spectroscopic analysis of samples at different stages, it was determined that the overall recovery yield for the 

produced Zn-65 radioisotope was approximately 91.78%. Furthermore, the losses attributed to the Fast 

Electroplating operation (Electrolysis) and chromatographic separation with the resin column were quantified 

at 2.5% and 4.82%, respectively. The concentration and enhancement of specific activity were also 

addressed, with a minimal loss of 0.29%. 

Keywords: enriched zinc isotopes, radioisotope zinc-65, tracer, chemical purification, recovery rate 

1. Introduction: 

       The employment of zinc-65 as a radioisotope tracer with a half-life of 244 days has proven invaluable 

for studying and enhancing the intricate and costly stages of chemical purification for stable and enriched 

zinc isotopes. This method's reliability and cost-effectiveness stem from the indistinguishable chemical 

behavior  
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between stable isotopes and radioisotopes of the same element. Thus, by utilizing zinc-65, scientists can 

efficiently navigate the purification process, making it one of the most vital and efficient techniques available 

today. 

In this intricate research endeavor, the production of a suitable detector commenced with the synthesis of 

zinc-65 radioisotopes. This was achieved through the strategic proton bombardment of copper metal targets, 

utilizing an energy of 12.5 million electron volts, and the optimization of the nuclear reaction 65Cu(p, n)65Zn. 

With the zinc-65 radioisotopes in hand, the focus shifted to recovery and chemical purification. The initial 

stage involved a Fast Electroplating operation, meticulously designed to eliminate the significant copper 

chemical impurity that arises during the washing of proton-bombarded copper targets. In the subsequent 

stage, final purification was accomplished using the ion exchange resin "Dowex 1x8 100-200 mesh in Cl- 

form," ensuring the desired level of purity for the zinc-65 radioisotopes. 

 

2. Experimental procedure: 

2-1 Production of Zn-65 radioisotope by proton bombardment of copper targets: 

The production of the Zn-65 radioisotope is a delicate process that involves the strategic use of the Nat.Cu(p, 

x)65Zn nuclear reaction. During this method, specific copper metal targets undergo an intense proton 

bombardment with an energy of 12.5 million electron volts. This bombardment is carefully timed to last for 

several minutes[1-7]. 
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Chart 1. A Visual Guide to the Efficiency of the Nat.Cu(p, x)65Zn Nuclear Reaction 

Once the proton bombardment is complete, the copper target is carefully transferred to a primary hot cell, 

where it rests in a corner for a period of up to two weeks. This crucial cooling period allows for the 

destruction of most radioactive impurities, ensuring the purity and integrity of the desired Zn-65 

radioisotope[1-2, 8]. 

2-2 Washing and recovering the bombarded surface of the copper target: 

            The delicate process of dissolving the bombarded surface of the copper target involves a precise 

mixture of 9 normal hydrochloric acid and a few drops of hydrogen peroxide. This careful formulation 

prepares the resulting solution for its crucial next step. 

2-3 Fast Electroplating operation to remove major impurities of copper from the solution containing Zn-65 

radioisotope: 

       In the intricate process of recovering the Zn-65 radioisotope through acid washing of the bombarded 

copper target surface, a significant copper chemical impurity arises. To address this challenge, a preliminary 

step is introduced to remove the major copper impurity through Fast Electroplating. Prior to electrolysis, the 

solution undergoes careful preparation. The constant current method is employed to maintain a controlled 

voltage range during electrolysis, facilitating the selective separation of copper. A comparison of the standard  
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potential of copper and zinc reveals copper's greater propensity for reduction in solutions containing ions of 

both elements. [9]. 

 

= +0.337 VoltCu       E    -+ 2e 2+Cu 

                                                              Zn2+ + 2e-    Zn       E= -0.763 Volt 

 

                                            

Figure 1. Electrolysis operation to remove copper impurity. 

2-4 Recovery and purification of Zn-65 radioisotope solution obtained using ion exchange resin "Dowex 1x8 

100-200 mesh in Cl- form" 

2-4-1 The solution, approximately 180 mL in volume, contains the bombarded and meticulously dissolved 

copper layer from the previous step. This solution is carefully passed over a Plexiglas column, with an 

inner diameter of 3 centimeters and a height of 15 centimeters, at a steady rate of approximately 3 mL per 

minute. The column is meticulously packed with the ion exchange resin Dowex 1x8 100-200 mesh in Cl- 

form, which plays a crucial role in the purification process. As the solution passes through the column, the 

radioisotope Zn-65 and some impurities are effectively  
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absorbed by the resin's surfaces. It is imperative to prepare the resin column just before introducing the 

radioactive solution by first passing a 4 normal hydrochloric acid solution of 30 mL through it. 

2-4-2 To separate the chemical and radiochemical impurities, including copper, from the resin surfaces, a 

2 normal hydrochloric acid solution of 50 mL is carefully passed through the resin column. This process, 

conducted at the same controlled speed, ensures that the impurities are efficiently collected in a complex 

form within the solution beneath the column. 

2-4-3 To maximize the recovery of the Zn-65 radioisotope, a 0.005 normal hydrochloric acid solution of 

150 mL is meticulously passed through the resin column. Maintaining the same controlled speed, this 

process ensures that the radioisotope is efficiently separated from the resin surfaces and collected as a 

complex in the solution beneath the column. 

2-4-4 To further enhance the recovery of the Zn-65 radioisotope and neutralize any residual acidity within 

the resin column, a crucial step is introduced. Approximately 30 mL of distilled water is carefully passed 

through the resin column, ensuring that any remaining acidic solution is neutralized and the resin is freed 

from any acidic remnants. The solution collected beneath the column during this step is then combined 

with the solution from the previous step, ensuring a comprehensive recovery process. 

2-4-5 To elevate the specific activity of the Zn-65 radioisotope, the entire volume of the solution from the 

previous two steps is carefully transferred to a 250-milliliter beaker. This beaker is then placed under a 

hood, where the solution undergoes a gentle evaporation process at a temperature of approximately 60 

degrees Celsius. This controlled evaporation reduces the solution's volume to approximately 20 milliliters, 

thus increasing the concentration and specific activity of the coveted Zn-65 radioisotope. [7-10]. 
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Figure 2. Schematic diagram of the semi-automatic device for radiochemical 

 separation of Zn-65 radioisotope. 

 

3. Results and Discussion: 

     Table No. 1 encapsulates the comprehensive details gathered throughout the various stages of chemical 

purification of the Zn-65 radioisotope. It is essential to highlight that this research involves tracking the 1115 

KeV energy associated with the radioisotope. The level beneath this energy peak serves as a measuring scale 

for analysis. Although the counting time remains consistent for all samples, the varying quantities and total 

solution volumes in each step must be considered when interpreting the results. By utilizing the direct 

relationship between the "Area" parameter and the activity value of Zn-65, the losses of the Zn-65 

radioisotope during each stage can be accurately calculated. This calculation takes into account the actual 

area of each stage, which is influenced by the differing solution volumes and can be determined using the 

provided formula. 

Real in each stage Area = Area sample of that stage × [Total volume of solution in that stage / Sample volume] 
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Table 1. The characteristics of the samples, the actual area and the percentage of radioactive presence in the different 

stages of the chemical treatment of Zn-65 radioisotope. 

Specifications 

of the sample 

solution 

 

The Area 

of 

Sample 

The Sample 

counting 

time 

(seconds) 

The weight 

of sample 

(gr.) 

The total 

volume of 

solution in 

each step 

(mL) 

The actual 

Area of 

every step 

The 

Percent 

existence 

Zinc-65 in 

solution 

 

The primary 

active solution 

before 

electrolysis 

operation . 

 

1365 6000 0.196 80 557142.85 100 

The active 

solution after 

electrolysis 

operation . 

 

1082 6000 10282.04 180 1521562.50 94.80 

The 

electrolysis 

Waste 

solution. 

 

62 6000 0.119 200 104201.68 2.92 

The active 

prototype 

solution 

passed 

through the 

column. 

 

50 6000 0.340 180 26470.58 3.12 

The active  

HCl 2 N 

solution 

passed 

through the 

column. 

 

26 6000 0.131 50 9923.66 1.70 

The active  

HCl 0.005 N 

solution and 

water passed 

through the 

column. 

 

967 6000 0.155 180 1122967.74 92.07 

The active 

Final 

Condensed 

HCl solution 

containing 

3097 6000 0.166 20 10282.04 91.78 
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radioisotope 

Zn-65. 
 

4. Conclusion: 

       The comprehensive analysis of the obtained results reveals a total recovery yield of 91.78% for the   Zn-

65 radioisotope after undergoing the various stages of chemical purification. This calculation also allows for 

the determination of the loss amount of this coveted radioisotope during the purification process. 

Table 2. Percentage of Zn-65 radioisotope losses at the end of each stage of chemical treatment 

Zinc-65 radioisotope losses. 

Number The Name of chemical treatment step of zinc-65 

radioisotope 

Zinc-65 radioisotope losses 

(in percent) 

1 Electric sedimentation (electrolysis) 5.20 

2 Chromatographic separation with resin column 4.82 

3 Condensation and increase of specific activity 0.29 
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Abstract 

Topaz stone is known and used as a precious stone. It is possible to give topaz stones beauty, transparency, 

and better coloring by performing a series of processes. This process is done by neutron bombardment and 

gamma irradiation. Irradiation of topaz is one of the commercial applications of research reactors. In this 

research, neutrons produced in the Tehran research reactor (TRR) are used to color topaz stones. The main 

factor in creating color centers in this process is fast neutrons. However, the presence of thermal neutrons 

during the irradiation of topaz stones activates the impurities in them. This research aims to reduce the activity 

of topaz stones by using thermal neutron absorber filters during irradiation. The thermal, epithermal, and fast 

neutron fluxes in topaz have been investigated in this regard. The required calculation has been carried out 

by MCNPX code. In this research, Cadmium(Cd), Tantalum (Ta), and boron carbide (B4C) materials were 

used as absorbent filters and according to the desired thickness, it has a good effect in reducing the 

radioactivity of topaz stones. The results showed that the Ta filter can reduce the thermal neutron flux by 

more than 40%, and with the reduction of the thermal neutron flux, the activity level also decreases. 

Keywords: Activity, Topaz, MCNPX, Absorbing filter, TRR 

INTRODUCTION 

In general, the name gem or precious stone is used for a group of minerals that are distinguished from other 

minerals and stones by having some characteristics such as beauty, hardness, durability, and transparency. 

The demand for precious and semi-precious stones, including topaz, with better and more ideal colors and 

clarity than what it provides, has created a group that seeks solutions to improve the appearance and the 

quality of the color and strength of the stones. and find ways. Some of these improvement actions are  
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sustainable and some are unstable. The topaz stone will have a higher price after the treatment and color 

change than before irradiation. The process of improvement is called an operation after which the appearance 

of precious stones, such as their color, clarity, hardness, and value, is improved [1,2]. 

This color change is caused by neutron bombardment by neutron generators (research reactor), gamma rays, 

high-energy electrons produced by the accelerator, or a combination of them. The change and enhancement 

of color by neutrons create a deeper blue color than irradiation with only gamma or electrons in topaz stones, 

and in this sense, neutrons are better for irradiation [3]. Research reactors produce neutrons and these 

neutrons are in the range of thermal, epithermal, and fast energy. For the healing process, we need fast 

neutrons so that this process is done correctly and the color of the topaz stones changes, but during the 

prototyping process, the thermal neutrons make the topaz stones radioactive [4]. 

One of the factors that cause color change in topaz stones is the presence of color centers in their structures. 

The color center is a defect in the crystal lattice, which must be created to cause color change in topaz stones. 

The existence of these fast neutrons causes a defect in the crystal lattices and finally creates color centers that 

change the color of the topaz stones and the healing process is performed [5]. 

Topaz stones are irradiated in research reactors of other countries such as Egypt, Kazakhstan, Brazil, 

Indonesia, Uzbekistan, and Thailand. In Egypt's ETRR-2 reactor, aluminum containers are used to irradiate 

topaz stones, and a total of 4-6 kg of topaz is placed inside these containers. To reduce the thermal neutrons 

inside the containers, they use a boron carbide filter or materials containing boron. Boron-10 has a high 

absorption cross-section of thermal neutrons. In Egypt's ETRR-2 reactor, if there is a thermal neutron 

absorber filter for the irradiation of topaz stones, the irradiation of topazes will reach below the permissible 

limit after 6-18 months, and if there is no thermal neutron absorber filter, after 20-29 months, topaz 

radioactivity reaches less than the permissible limit [6]. 

The chemical formula of topaz stone is 𝐴𝑙2𝑆𝑖𝑂4(𝐹. 𝑂𝐻)2 [6]. The main elements in topaz stone are 

aluminum, silicon, oxygen, and fluorine, which have a half-life of about a few minutes and a few seconds. 

Thermal neutrons irradiate the main elements, but because they have a small half-life, after passing at least 

5 times their half-life, the risk of irradiation does not include these and they will not be dangerous.  

In general, in addition to the main elements mentioned, topaz stones have a series of impurities, the types of 

these impurities will be different according to the types of topaz stones that are extracted from different 

mines. These impurities have a longer half-life thermal neutrons activate these impurities and cause topaz 

stones to radiate. Due to the long half-lives of a series of impurities and the irradiation of topaz stones by  
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thermal neutrons, it makes it impossible for the stones to be delivered quickly to the consumer, and a lot of 

time must be spent, and these stones are stored in the warehouse with Specific and appropriate protection 

should be maintained so that the radioactivity of the stones reaches the permissible limit. It is not economical 

to spend a lot of time to reduce the activity of topaz stones. However, a method for irradiating topaz stones 

should be used that keeps the flux of rapidly produced neutrons constant and the flux of thermal and super-

thermal neutrons is reduced as much as possible so that after less time passes, the irradiation of the stones 

reaches the permissible limit and can be He offered these stones in the market [7]. 

The process of irradiating topaz stones industrially is being implemented in the Tehran Research Reactor 

(TRR). The goal and innovation of this research is to achieve a suitable method according to the conditions 

to reduce the radioactivity of topaz stones, which topazes enter the market after spending less time and can 

lead to the development of this industry in Iran [7]. 

Materials and methods 

Characteristics of the core of the TRR 

TRR is a pool type, the central core of this reactor is located in an 8-meter deep pool with a capacity of 

500,000 liters of light water. The moderator and coolant of this research reactor is light water and it is used 

for research, training, radiation, and radiopharmaceutical production purposes. The concrete pool filled with 

light water consists of two parts, the reactor core can be operated in each of those two parts. On the wall of 

one of these two parts, laboratory equipment such as 7 beam tubes with different cross-sections, pneumatic 

rabbit tubes, and thermal columns are placed. In addition, it is possible to irradiate the sample in special 

irradiation chambers inside the core and at the periphery of the core. The reflector of this type of reactor is 

of graphite type and has inhomogeneous solid fuel of plate type. The core of the reactor has fuel elements of 

the MTR type, which are placed inside the grid plate. On the screen, there are 54 positions for the placement 

of fuel complexes in a regular 𝟗 × 𝟔 rectangular arrangement. By placing the fuel complexes in their place 

on this plate, the core complex is formed. The fuel of this reactor is low-enriched uranium oxide (LEU), 

which includes standard fuel elements (SFE) with a height of 63 cm. Both types of fuel elements have 

𝑼𝟑𝑶𝟖 − 𝑨𝒍 fuel plates with 20% richness, which are placed in SFE type, 19 fuel plates, and in CFE type, 14 

fuel plates. Each CFE element includes two 𝑪𝒅 − 𝑰𝒏 − 𝑨𝒈 control blades that are used to control the core's  
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reactivity and regulate the neutron flux [8-11]. Some graphite reflectors are placed around the core to reduce 

neutron leakage from the core [12-14].Figure 1, shows the layout of the heart of the TRR, along with the 

different positions for irradiation, as well as the fuel plates and the graphite box, simulated by the MCNPX 

code.  

 

 

 

 

 

 

Fig. 1. Layout of the core of the TRR along with different irradiation positions. 

Description of irradiation in code MCNPX 

For irradiating topaz stones, two rectangular cube boxes with dimensions of  𝟓 𝒄𝒎 𝒙 𝟓 𝒄𝒎 𝒙 𝟐𝟕 𝒄𝒎 have 

been used. Topazs are placed in these containers and simulated by MCNPX code. Irradiation boxes are placed 

vertically on top of each other and placed in the irradiation channel of the edge of the core and simulated. In 

this research, thermal neutron absorber filters such as Cd, B4C, and Ta have been used separately in 

thicknesses of 1 mm, 2 mm, and 3 mm in the wall of the irradiation box and the amount of neutron flux and 

also the residual energy caused by It has been calculated from neutron and gamma if filters are used. The  

Irradiation channels 
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cooling of topaz stones during irradiation in all modes is light water. Neutron flux calculations are divided 

into 3 categories and performed for the following 3 energy groups: 

0 – 0.4 eV                                        ( Thermal ) 

0.4 eV – 1 keV                                ( Epithermal ) 

1 keV – 20 MeV                              ( Fast )  

 

Figure 2 indicates the box containing topaz. The wall of the box is only aluminum. The boxes are placed 

vertically on top of each other and radiated. Figure 3 shows the box containing topaz along with neutron-

absorbing filters. 

 

 

 

 

Fig.2. Irradiation box containing topaz and water with aluminum wall 

 

 

 

 

  

 

 

 

Fig.3. Boxes containing topaz with neutron absorbing filters. 
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Al 
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In the MCNPX code, the track length estimator (F4) was used to calculate the average volume flux of 

neutrons at each neutron energy range. To calculate the residual energy caused by neutrons and gammas, 

heat deposited tally (F6) was used. The statistical error in all the results obtained from the simulation 

calculations was less than 2%.  

Calculations have been done on both irradiation boxes in the desired channel. Figure 4 shows the location of 

boxes containing topaz for irradiation. 

 

 

Fig.4. The simulated Irradiation channel of boxes containing topaz  

 

Figure 5 shows the cross-sections of B-10, Ta-181, and Cd-113 isotopes. In the graphs of the figure, the 

vertical axis shows the cross-sectional (barns) area value and the horizontal axis shows the energy (MeV) 

value. 

 

B-10(N,A)Li-7 Ta-181(N,G)Ta-182 Cd-113(N,G)Cd-114 

  
 

Fig.5. The total neutron cross-section of isotopes B-10, Ta-181, and Cd-113 [15]. 
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Results and discussion 

The neutron flux distribution was calculated for all 3 ranges of thermal, epithermal, and fast energy. The 

desired irradiation boxes were placed vertically on top of each other in the irradiation channel at the edge of 

the core, i.e. behind the graphite boxes as shown in Figure 4.  

In the simulation, the topaz box is made of aluminum with a thickness of 2 mm. In the following cases, B4C, 

Cd, and Ta filters with thicknesses of 1 mm, 2 mm, and 3 mm are considered on this aluminum wall and the 

calculations are examined. The cooling of topaz stones during irradiation is light water.  

The cooling of topaz stones during irradiation is the light water in the reactor pool. Table 1 summarizes the 

amount of thermal neutron flux for boxes with different filters in the irradiation channel of the core periphery. 

Table 1. Distribution of thermal neutron flux in the irradiation channel of the core periphery 

Material / 

Thickness(mm) 

Thermal neutron flux 

( n/cm2.s) 

Material / 

Thickness(mm) 

Thermal neutron flux 

( n/cm2.s) 

Al-2mm 
2.44402E+13 

2.50938E+13 
Al-2mm/ B4C-2mm 

7.17648E+11 

7.14065E+11 

Al-2mm/ Cd-1mm 
1.41721E+12 

1.41376E+12 
Al-2mm/ B4C-3mm 

5.92036E+11 

5.76058E+11 

Al-2mm/ Cd-2mm 
1.34267E+12 

1.27643E+12 
Al-2mm/ Ta-1mm 

1.20184E+13 

1.20727E+13 

Al-2mm/ Cd-3mm 
1.29231E+12 

1.26022E+12 
Al-2mm/ Ta-2mm 

8.47934E+12 

8.40188E+12 

Al-2mm/ B4C-1mm 
1.12524E+12 

1.17674E+12 
Al-2mm/ Ta-3mm 

5.51164E+12 

5.46123E+12 

According to the results, by increasing the thickness of the filters from 1 mm to 3 mm, the amount of thermal 

neutron flux has decreased well.  The B4C filter has a better performance in reducing the thermal neutron flux 

than the other investigated filters. 

The amount of epithermal and fast neutron fluxes for boxes with different filters in the irradiation channel of 

the core periphery are given in Tables 2 and 3 respectively.  
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Table 2. Distribution of epithermal neutron flux in the irradiation channel of the core periphery 

Material / Thickness 

(mm) 

Epithermal neutron flux 

( n/cm2.s) 

Material / Thickness 

(mm) 

Epithermal neutron flux 

( n/cm2.s) 

Al-2mm 
3.51817E+12 

3.62478E+12 
Al-2mm/ B4C-2mm 

2.46008E+12 

2.50351E+12 

Al-2mm/ Cd-1mm 
3.42689E+12 

3.45378E+12 
Al-2mm/ B4C-3mm 

2.22387E+12 

2.23860E+12 

Al-2mm/ Cd-2mm 
3.39711E+12 

3.39651E+12 
Al-2mm/ Ta-1mm 

3.11762E+12 

3.07709E+12 

Al-2mm/ Cd-3mm 
3.41714E+12 

3.41465E+12 
Al-2mm/ Ta-2mm 

2.92973E+12 

2.86456E+12 

Al-2mm/ B4C-1mm 
2.81911E+12 

2.81301E+12 
Al-2mm/ Ta-3mm 

2.72465E+12 

2.71367E+12 

 

Table 3. Distribution of fast neutron flux in the irradiation channel of the core periphery 

Material / 

Thickness(mm) 

Fast neutron flux 

( n/cm2.s) 

Material / 

Thickness(mm) 

Fast neutron flux 

( n/cm2.s) 

Al-2mm 
3.87097E+12 

3.94663E+12 

Al-2mm/ B4C-

2mm 

3.87589E+12 

3.92417E+12 

Al-2mm/ Cd-1mm 
3.90715E+12 

3.94593E+12 

Al-2mm/ B4C-

3mm 

3.94890E+12 

3.99256E+12 

Al-2mm/ Cd-2mm 
3.92286E+12 

3.97781E+12 
Al-2mm/ Ta-1mm 

3.84276E+12 

3.89301E+12 

Al-2mm/ Cd-3mm 
3.99398E+12 

4.07447E+12 
Al-2mm/ Ta-2mm 

3.99556E+12 

3.90425E+12 

Al-2mm/ B4C-1mm 
3.88149E+12 

3.89204E+12 
Al-2mm/ Ta-3mm 

4.15538E+12 

4.03895E+12 

 

According to the results, the flux of fast neutrons for the case of box topaz with Ta-3mm filter is higher than B4C and 

Cd filters and has increased by 8% compared to the case without filter. 

Tables 4 and 5 reperesent the amount of residual heat caused by neutron and gamma in topaz stones in 

different filters in the wall respectively.  
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Table 4. Residual heat caused by neutrons in the irradiation channel of the core periphery 

Material / Thickness 

(mm) 

Neutron residual 

heat (W) 

Material / Thickness 

(mm) 

Neutron residual heat 

(W) 

Al-2mm 
24.7 

24.7 
Al-2mm/ B4C-2mm 

23.8 

24.2 

Al-2mm/ Cd-1mm 
23.7 

23.8 
Al-2mm/ B4C-3mm 

24.4 

24.3 

Al-2mm/ Cd-2mm 
23.6 

23.8 
Al-2mm/ Ta-1mm 

24.1 

23.9 

Al-2mm/ Cd-3mm 
23.9 

24.6 
Al-2mm/ Ta-2mm 

24.2 

24.4 

Al-2mm/ B4C-1mm 
23.7 

23.9 
Al-2mm/ Ta-3mm 

24 

24.1 

 

In the case of using neutron absorber filters and also increasing the thickness of these filters, there is no 

special change in the residual heat caused by neutrons.  According to the results in Table 5, if using a Cd 

filter up to 3 mm thick, the amount of residual heat reduction caused by gammas is higher than the other 

mentioned filters and there are about 50% changes compared to the basic state.  

 

 

Table 5. Residual heat caused by gammas in the irradiation channel of the core periphery 

Material / 

Thickness (mm) 

Gamma residual 

heat (W) 

Material / Thickness 

(mm) 

Gamma residual heat 

(W) 

Al-2mm 
244.2 

248.3 
Al-2mm/ B4C-2mm 

203.3 

213.1 

Al-2mm/ Cd-1mm 
177.8 

178 
Al-2mm/ B4C-3mm 

206.5 

208.2 

Al-2mm/ Cd-2mm 
167 

169 
Al-2mm/ Ta-1mm 

241 

242.3 

Al-2mm/ Cd-3mm 
159.3 

161.5 
Al-2mm/ Ta-2mm 

230.7 

231.9 

Al-2mm/ B4C-1mm 
213.1 

209 
Al-2mm/ Ta-3mm 

225.6 

227 
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Conclusions 

 

The use of TRR for neutron irradiating and improving the color of topaz stones requires design requirements to reduce 

their activity. According to the results obtained from the simulation by MCNPX code, among the investigated thermal 

neutron absorber filters, the B4C filter performed better. The flux of thermal neutrons decreased 50% by adding 1 mm 

to the thickness of the B4C filter. The thermal neutron flux ratio of topaz box stones with aluminum wall to box with 

B4C-3mm filter is equal to (40.73). The amount of epithermal neutron flux has decreased more with the addition of the 

Ta filter. Finally, it has changed and decreased the flux by 30% compared to the basic state without the filter.  If the Cd 

filter is used, the deposit heat caused by gamma has decreased by 50%, but if other filters are used, this item has not 

changed significantly. It can be concluded that the presence of B4C in the topaz box wall is very effective in reducing 

the thermal neutron flux and the activity of topaz stones. 
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Abstract 

In recent years, nano-based radiopharmaceuticals have shown potential for cancer diagnosis and treatment. 

Quantum dots (QDs) are semiconductor nanoparticles with size <10 nm that exhibit specific optical and 

electronic properties.  In this study, the effect of parameters (temperature, pH, amount of initial ligand and 

reducer agent...) and optimum conditions on radiolabeling yield of biocompatible QDs with 99mTc 

radioisotope were investigated. Various amounts of QDs (15-30 mg) were used in the radiolabeling process 

to reach the high radiochemical purity. The percentage of 99mTcO4
- in the reaction mixture was followed by 

a radio-thin layer chromatography (Radio-TLC) method. The radiolabeling was performed in the presence 

of SnCl2 solution as a reducer agent in the range of 40-100 μg at 90-95°C. The pH of the reaction was adjusted 

in the range of pH 5.5-6. By optimizing the labeling conditions, the radiochemical purity was obtained in the 

range of 60 to 98.0 %. According to the obtained results, the QDs particles would be able to bind with 

technetium-99m under the controlled conditions for in vivo applications in nuclear imaging. 

Keywords: Carbon quantum dots; Technetium-99m; Cancer; Radiochemical purity; Radiolabeling.  

INTRODUCTION 

The application of nanotechnology in nuclear medicine has led to the development of new 

radiopharmaceuticals in molecular imaging. Meanwhile, the preparation of radiopharmaceuticals based on 

quantum dots has attracted considerable attention for bioimaging applications [1, 3]. Quantum dots, as zero-

dimensional nanomaterials, are semiconductor fluorescent nanocrystals in the size range between 1 and 10 

nm with special optical and electronic properties [4-6]. Typically, these common fluorescent materials suffer 

from low depth penetration and background autofluorescence in cellular imaging [5,6]. To overcome the 

inherent limitations of fluorescent nanoprobes, radioisotopes have been combined with various 

nanomaterials, including quantum dots (QDs). In fact, the incorporation of characteristics related to the size 

of nanomaterials and the sensitivity of radioisotopes in nuclear imaging techniques discloses an appealing 

field in the development of new probes for the diagnosis and treatment of various cancers. After preparation 

and subsequent administration of the radiolabeled QDs in living models, in vivo biodistribution could be non-

invasively monitored by molecular imaging techniques such as single photon emission computed 

tomography (SPECT), positron emission tomography (PET), Cerenkov luminescence (CL), Cerenkov 
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resonance energy transfer (CRET), etc. [6-8]. These techniques are now used to visualize and measure 

changes in cellular metabolic processes in the preclinical and/or clinical phase. In this study, biocompatible 

or free-metal QDs such as graphene quantum dots (GQDs) were used as nanoprobes for radiolabeling with 

technetium-99m. 99mTc is the most widely used in nuclear diagnostic procedures [3-6]. Several methods can 

be followed in order to radiolabel QDs efficiently with 99mTc. Regardless of which method is used, the entire 

radiolabeling process is usually affected by various factors including temperature, pH, radioactive dose, 

amount of ligand, reducing agents [3]. In this study, we investigated the impression of some factors on the 

radiolabeling of QDs with Technetium-99m. The optimization of experimental conditions was carried out to 

obtain the high radiochemical purity of stable radiolabeled QDs. 

 

EXPERIMENTAL 

Materials and Instruments 

All chemicals were consumed without further purification. Solvents were analytical grade and purchased 

from Sigma-Aldrich. Natural graphite powder was purchased from Merck (Germany). De-ionized (DI) water 

(18.2 MΩ) from purification system was utilized for the whole experiment. For radiolabeling, 99m- 

Technetium pertechnetate was available from a commercially 99mMo /99mTc generator (Iran, Tehran, Pars 

Isotope Co.). Radio-TLC tests were performed using a radio- thin layer chromatography (Radio-TLC) 

scanner (Raytest-GITA, Germany). A sodium iodide well counter (EG&G/ORTEC, model 4001M) was used 

for quantitative gamma counting of the radiolabeled samples. The fluorescence intensity (PL) of the prepared 

GQD were recorded using FL-Arn 20 spectrofluorometer (Iran) with a xenon lamp and quartz cuvette (path 

length of 1 cm) at different temperatures. 

Methods 

Optimization studies 

In the optimization studies for radiolabeling of QDs with technetium-99m, the following parameters were 

sequentially tested: the ligand QDs concentration, the amount of reducing agent, the pH, and the other 

effective factors in quantum dot labeling. The QDs concentration varied from 15 to 30 mg/mL in acetate 

buffer. Acetate buffer (0.5 M) was prepared with 0.41 g of sodium acetate [= 8.9 × 10-3 mol, MW: 82.0343 

g] that was dissolved in 10 mL distilled water. Also, The pH of the reaction mixture was adjusted by NaOH 

(0.5 M) and HCl (N) to obtain desired values. Stock solution of SnCl2.2H2O in 10 mL HCl (0.1 N) was 

prepared and for quantification, either 40-100 μg was added to each sample. 5 mCi of the fresh 99mTcO4
- 
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solution (from 99Mo/99mTc generator) was added to the reaction mixture in all experiments. All experiments 

were performed in triplicate to ensure the accuracy of the results. 

Synthesis of QDs 

GQDs as a ligand for conjugation to Technetium-99m in this study were synthesized from graphene powder 

and characterized based on the method of Qi et al., as previously reported [9]. Briefly, graphene powder (10 

mg) was oxidized in a thick mixture of H2SO4: H2O2 (7:3 v/v) at 80 °C for 30 min. Then the mixture was 

diluted with deionized water (250 mL) and the pH was adjusted to neutrality with NaOH solution (N). The 

colloidal solution was dialyzed in a dialysis bag (1000 molar mass cutoff) for 5 days to remove the salt. 

Finally, the GQDs powders were obtained by freeze-drying with high performance [9]. 

Radiolabeling of QDs with Technetium-99m 

The radiolabeling process was directed with a certain amount of GQDs in the presence of SnCl2.2H2O and 

fresh 99mTcO4
- solution. In order to determine the radiochemical purity of 99mTc radiolabeled QDs, Radio-

TLC test was performed using Whatman paper No. 1 strips (2 × 10 cm2) in two solvent systems containing 

acetone and a mixture of [H2O: EtOH: ammonia solution 25 % (5:2:1 v/v)] as mobile phase. The 99mTc 

activity was measured as previously described using an automated gamma counter. Also, radiolabeling 

efficiency was calculated relative to the total amount of 99mTc added to each sample. 

RESULTS & DISCUSSION 

In this study, GQDS were synthesized using a heating method at 80 °C to induce the chemical oxidation 

process. Any substance for medical applications must be safe and compatible with biological systems. Based 

on the previously reported littrature, GQDs compared to colloidal semiconductors and graphene oxide (GO) 

is biocompatible and non-cytotoxic [10-12]. This claim was also confirmed by Ros's experiment, where the 

small size of GQDs demonstrated good biocompatibility and ability to pass through the ultrafiltration barrier 

in an in vitro model [13]. Also, in  the MTT assay results by Li et al., (2019) treated HL-7702 cells with 

GQDs (200 μg ml−1) for 24 h showed high cell viability [14]. However, these properties make GODs ideal 

candidates for the application in various fields such as drug delivery systems, bio-imaging, therapeutics, and 

theranostics [15]. In the following, the GQDs were radiolabelled with 99mTc. The entire radiolabeling process 

is usually affected by different factors, including temperature, pH, total volume, the amount of ligand, and 

the amount of reducing agent. In this study, it was found that the radiolabeling efficiency was strongly 

influenced by the pH value. As shown in Fig. 1, in the acidic range, the yield of the radiolabeling was 

apparently low and negligible (13.45 %- 53.76 %). This means that there is no measurable amount of 99mTc- 
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GQDs. Moreover, further increasing the pH above 7 resulted in lower radiolabeling efficiency under the 

conditions used. The highest radiolabeling efficiency was obtained at pH = 6 (97.08 %) and remained almost 

unchanged between pH 6 and 7.  To optimize the reducing agent concentration in order to extract free 99mTcO4
-

, various amounts of the stannous chloride stock solution in the range of 40 µg to 100 µg were added to the 

radiolabeling mixture, and the percentage of 99m TcO4
- was followed by Radio-TLC. Results showed that 100 

µg of the SnCl2.2H2O solution (40 mg SnCl2.2H2O/10 mL of HCl 0.1 N) extracted nearly all 99m TcO4
- (Fig. 

2). The radiochemical purity reached (98.0 %) in 100 µg of SnCl2.2H2O and remained almost constant with 

further increase of reducing agent. 

 

 

 

Fig. 1. The effect of pH on the radiolabeling yield of GQDs with Technetium-99m. 
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Fig. 2. The effect of reducer agent amount on the radiolabeling yield of GQDs with Technetium-99m. 

Different concentrations of initial composition were used in the radiolabeling process to reach the high 

radiochemical purity. Various amounts of the ligand (10-30 mg) were used to find the optimal amount. The 

radiolabeling efficiency increases with the amount of QDs up to 20 mg/mL. The results showed that by 

keeping the values of the test factors constant, the radiolabeling could be increase up to 98.0 % with 30 mg/ml 

GQD as a ligand. With the greater amounts than 30 mg a small decline of the yield of radiolabeling was 

observed (Fig. 3). 

Fig. 3. The effect of ligand concentration on the radiolabeling yield of GQDs with Technetium-99m. 
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In the following, the radiolabeling was done in the temperature ranges from 25°C to 100 °C under all 

optimized factors in a sealed vial for 20 min. The results showed that high temperature and magnetic stirring 

conditions increase the percentage of radiolabeling from 53.76 % to 0.98.0 % and the reaction proceeds better 

at a higher temperature (Fig.4). 

 

Fig. 4. The effect of temperature on the radiolabeling yield of GQDs with Technetium-99m. 

It has been observed that optical properties of CQDs are affected by various factors such as temperature. 

Therefore, the optical stability (photostability) of developed GQDs was investigated after 5, 10,15 and 20 h 

at 25 °C. The results showed that there was no significant change in fluorescence intensity (PI) after 20 hours. 

As shown in Fig.5, this finding indicates the excellent photostability of GQDs at room temperature. In 

addition, the optical stability of the developed GQDs was investigated at different temperatures 25, 50, 75, 

and 95 °C in Fig. 6. The results showed that by increasing the temperature from 25 to 95 °C, approximately 

5% of the initial fluorescence intensity decreased. However, so far, a lot of research has been done regarding 

the stability of quantum dots with different results. In 2014, Wang et al., noticed that the emission of the 

prepared CQDs, strongly affected by temperature. In this study, the fluorescence intensity decreased by 52% 

when the temperature changed from 15 to 90°C [16]. In another study also by Lin et al., (2017) in different 

heating tests, observations showed that the initial intensity of N-CDs was preserved from 25 to 65 °C and 

even with increase of temperature from 75 to 95°C a small of intensity inceasment (2%) was obtained [17].  
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Therefore, according to our results from the optical stability of the prepared GQDs, it is possible to radiolabel 

GQDs with Technetium-99m at 90-95°C within 20 min. 

 

Fig.5. The photostability of GQDs in diferrent times at room temperature. 

 

 

Fig.6. The photostability of GQDs at diferrent temperatures rangeing from 25 to 95°C.  
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CONCLUSION 

In this study, we have investigated the 99mTc radiolabeling efficiency of GQDs nano-based 

radiopharmaceuticals through the means of a Radio-TLC method. To optimize the condition, the effect of 

variable factors on the radiolabeling process was examined. As our results showed, the high radiochemical 

purity (RCP %) up to 98.0 % was obtained with 30 mg/mL of GQDs (pH= 6) in the presence of 100 µg of 

reducer agent for 20 min at 90-95 °C. In general, 99mTc- radiolabeled GQD could be introduced as a suitable 

candidate for in vivo nuclear imaging. 
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Abstract 

A neutron monitoring system using a cylindrical proportional gas detector has been developed and simulated 

with the MCNPX code. This system is specifically designed for nuclear laboratories that use neutron sources 

for teaching and research purposes. To achieve this goal, BF3 gas detector with a cylindrical geometry of 

31.11 cm height and 1.27 cm radius was considered. The simulation results were then used to experimentally 

test the monitoring system with different moderators such as water, paraffin and polyethylene. These 

measurements were performed with a 4.3 Ci neutron source commonly used in neutron activation facilities. 

The simulation results showed that the effects of the thickness and type of moderator on the counts and pulse 

height spectrum of the neutron monitoring system are consistent with the experimental results. Also, the 

comparison between the measurement and simulation results shows that an online neutron monitoring 

system, with BF3 gas detectors, can reliably monitor the neutron flux background radiation within a 

laboratory environment. 

Keywords: Monitoring system, BF3 detector, Moderator, Neutron   

INTRODUCTION 

10B can be a very suitable element for the detection of thermal neutrons, as it has a very high cross-section 

for thermal neutrons. Considering that neutron sources are used in education, research, industry and some 

medical and agricultural fields where the emitted neutrons have an energy range from thermal to fast, it is 

necessary to use a detector with high neutron detection efficiency to measure the neutron flux in these field 

[1]. To increase the detection efficiency of neutrons emitted from a source such as 241Am-Be, the neutrons  

 

must be sufficiently moderated before reaching the detector. Neutron detection with BF3 is based on the 

reaction shown in equation 1; 
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𝑛0
1 + 𝐵 → {

𝛼 + 𝐿𝑖 + 2.79𝑀𝑒𝑉 (6.1%)3
7  (ground state) 

𝛼 + 𝐿𝑖∗ + 2.31𝑀𝑒𝑉(93.9%)3
7   (excited state) 5

10                     (1) 

The branching implies that the reaction product 7Li can remain either in its ground state or in its first excited 

state. When thermal neutrons (0.025 eV) are used to generate the reaction, about 94% of all reactions proceed 

to the excited state, while only 6% proceed to the ground state. The energy of the particles produced in this 

reaction, including lithium and alpha, is 0.84 MeV and 1.47 MeV respectively. The cross section of this 

reaction is very high for thermal neutrons (3837 barn to 0.025 MeV [1].  

Experiments and Monte Carlo simulations were used to investigate the properties of proportional counters. 

Lippold et al. performed Monte Carlo simulations for neutron moisture gauges [2]. In 2004, Saegusa et al. 

calculated and measured the energy responses of three types of Japanese neutron dose- equivalent metres [3]. 

The energy responses were calculated for neutrons from radionuclide sources and for thermal neutrons, 

monoenergetic neutrons with energies up to 15.2 MeV. Nasir et al. investigated the relationship between the 

response of the BF3 detector and the detector size and reflector thickness [4]. 

The design and development of an efficient neutron monitoring system using various common neutron 

detectors has been studied in different fields for many years. As is well known, the measurement of neutron 

flux is very important for radiation protection and radiation detection [5–13]. In 1966, Yamashita et al. 

investigated the dependence of the efficiency of a BF3 detector without a moderator and with moderators, 

including paraffin and polyethylene, on the energy of isotropic neutrons from 1eV to 10 MeV. These studies 

showed that the BF3 detector with paraffin moderator in combination with a lead filter has the highest 

efficiency [8]. In 2011, Castro et al. tested the efficiency of the BF3 neutron detector using the MCNPX code. 

In this study, the neutron detector efficiency of BF3 was calculated theoretically and experimentally by using 

paraffin plates as a retarder for 241Am-Be source neutrons [9]. In 2013, Cardinans et al. used the MCNPX 

code and experimental experiments to investigate the effects of paraffin and polyethylene retarders on the 

efficiency of the BF3 detector and determined the optimal thickness of these retarders to increase the 

efficiency of the BF3 detector [10]. In 2017, Orima et al. calculated the effects of the pressure and diameter 

of the BF3 detector on the efficiency of the neutron detector using the MCNPX code [11]. 
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With a radiation activity greater than 1Ci, 241Am-Be sources are frequently used in education, research, 

medicine and industry. It is necessary to use a neutron monitoring system to measure the neutron count in 

neutron radiation environments immediately and under various working conditions in order to comply with  

 

the rules and standards of radiation protection and the health of researchers and employees in these centers 

and to minimize the risks of neutron radiation. It is necessary to study the effective parameters in determining 

the counts of a neutron monitoring system in order to improve and optimize these systems. 

The neutron monitoring system considered in this study includes a neutron detector and a configuration of 

moderators to improve the efficiency of the system. According to the 241Am-Be neutron source considered 

for this study, a BF3 detector was chosen. The use of a moderator to thermalize fast neutrons is necessary to 

improve the efficiency of a monitoring system in detecting neutron fluxes. Therefore, a suitable moderator 

should be used in this monitoring system to decelerate the neutrons. 

In this study, the Monte Carlo code MCNPX [12] is used to simulate a neutron monitoring system. It is 

investigated which parameters are most effective in optimizing a neutron monitoring system. The role of 

moderator thickness and material in determining the minimum counts obtained from single-energy and 

241Am-Be neutron sources is calculated in these studies. An experimental monitoring system was used to test 

the obtained theoretical results. For this purpose, layers of various moderators with various thicknesses 

around the detector were considered and the variation of the thermal neutron flux was calculated qualitatively 

and quantitatively. The results of these simulation calculations are compared with the experimental results 

obtained from the detection pulse height measurement. 

RESEARCH THEORIES 

Monte Carlo Simulation of neutron monitoring system 

The MCNPX code was used to calculate the parameters of the monitoring system, such as the reaction rate 

and the flux of thermal neutrons. The main components of the system, including a cylindrical BF3 with a 

diameter of 2.54 cm and a length of 31.11 cm, a moderating layer and a 4.3-Ci Am-Be source, were simulated 

in MCNPX for this purpose. 

Other research [13, 14] has shown that hydrogenated and lightweight materials, especially organic materials, 

are effective moderators of fast neutrons. For this reason, the moderator for the monitoring system was 
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selected from five hydrogenated organic materials: paraffin, polycarbonate, polyethylene, polystyrene and 

polypropylene, as well as water. Table 1 lists the different materials used in the neutron monitoring system, 

as well as their physical properties. The BF3 detector was placed in the center of the nested cylinders. Through 

the simulation procedure, various thicknesses of moderators were poured into these cylinders. 

 

 

 

 

 

 

 

 

 

 

 

The configuration of the moderator and the position of the BF3 detector in relation to the moderator and the 

source are shown in Fig. 1. The radii of the cylinders differ by 1 cm, and a distance of 20 cm was considered 

between the source and the detector. The neutrons from the Am-Be source are used to irradiate the monitoring 

system shown in Fig. 1. The cylinders containing moderator are arranged in such a way that the probability 

of thermal neutrons reaching the detector position increases. 

For the calculation of the flux and reaction rate, 107 neutron particle histories were used in the simulation 

process, resulting in an error of less than 1%, and 108 neutron histories were used for the calculation of the 

pulse height spectra. Different tallies were used to calculate the optimal thickness of the most suitable 

moderator in the monitoring system. The average neutron flux was calculated using the F4:N tally card, and 

the reaction rate (n , α) was calculated using this card and the FM4 tally card. The pulse height spectrum of 

the BF3 detector in the neutron monitoring system was calculated with the Physics, Cut-Off, FM4, F6, F8 

and FT8 tally cards. 

The reaction rate and flux of thermal neutrons in the detector were investigated as a function of the thickness 

of the moderator. For this purpose, different thicknesses of Paraffin, polycarbonate, polyethylene, 

polystyrene, porpolyethylene and water in the range of 1 to 10 cm were investigated. The optimum thickness  

 

Table 1.  Specifications of the moderators used in the neutron monitoring system. 

 Material 

 Paraffin Polycarbonate Polyethylene Polypropylene Polystyrene Water 

Chemical 

Formula 

C25H52 C16H14O3 C2H4 C3H6 C8H8 H2O 

Density (
𝑔𝑟

𝑐𝑚3) 0.93 1.2 0.95 0.9 1.06 1 
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at which the highest reaction rate is observed is determined by examining these variation trends. The effects 

of moderator thickness and moderator type on the pulse height spectra of the detector in the monitoring 

system were also investigated. We can determine the best thickness to increase the efficiency of the 

monitoring system by examining the pulse height spectra for different configurations of moderators. 

 

Fig. 1. Configuration of the neutron monitoring system for simulation and experiments. 
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EXPERIMENTAL 

In order to confirm the simulation results, the simulation results should be tested and examined in a real 

laboratory, which corresponds to the simulation procedure carried out in the virtual laboratory (MCNPX). 

The neutron monitoring system consists of a BF3 neutron detector model 2029 [15], 241Am-Be neutron 

source (4.3 Ci), high voltage model NHQ105M (FASTComTec. Company), preamplifier model 3000 (IAP-

Iran), AMP spectroscopy model 3600 (IAP-Iran), Multi Parameter Analyzer model 4201 (IAP-Iran). DAS 

data collection software (IAP-Iran), Cylindrical chamber made of aluminum with a thickness of 2 mm, 

which has a height of 35 cm and a radius of 15 cm. When the neutron monitoring system was set up, the 

detector was located 20 cm away from the 241Am-Be neutron source. 

To confirm the effect of the thickness and type of the moderator on the counts of the neutron monitoring 

system, the pulse height and counts of the BF3 detector were investigated using the laboratory configuration 

shown in Figs. 1 and 2(b). According to Fig. 2(b), the BF3 detector embedded in the chamber containing the 

moderator was exposed to neutron radiation from the Am-Be source. Using the electronic configuration as 

shown in Fig. 1 and applying a voltage of 940 volts (working voltage of the detector) and filling the 

cylindrical layers step by step with the moderator material, the counts and the pulse height spectrum of 

charged particles generated by the interaction of neutrons with BF3 nuclei were measured for the layers of 

cylindrical moderators with a radius of 1-10 cm. The experimental setup of the neutron monitoring system 

designed in this study is shown in Figs. 1 and 2(b). 

The pulse height of the BF3 detector was investigated using the laboratory configuration shown in Fig. 1 to 

confirm the effects of the thickness and type of moderator on the counts of the neutron monitoring system. 

The BF3 detector embedded in the chamber containing the moderator was exposed to neutron radiation from 

the 241Am-Be source as shown in Fig. 1. The counts and the pulse height spectrum of the charged particles 

produced by neutron interactions with BF3 nuclei were measured for the layers of cylindrical moderators 

with a radius of 1-10 cm. The electronic configuration shown in Fig. 1 and a voltage of 940 volts (working 

voltage of the detector) were used and the cylindrical layers were filled step by step with the moderator 

material. 
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The moderator was placed in the first cylindrical layer of the chamber. It was then placed in the exact position 

in front of the neutron source. In the second stage, the detector was placed in the innermost layer of the 

cylindrical chamber. In the third stage, a voltage of 940 volts was applied to the BF3 detector. In the fourth 

stage, the source was placed in front of the monitoring system. The pulse height and the counts were measured 

for a thickness of one centimeter from the moderator over a period of 300 seconds. 

The pulse height and counts from the 241Am-Be source were measured using a monitoring device that 

increased each centimeter of the moderator thickness to nine centimeters during a 300-second period. These 

measurements were taken for all thicknesses of water, paraffin and polyethylene moderators. The software 

then displays a graph of the counts in relation to the channel, called the detector pulse height spectrum. 

 

 

 

                (b) 

Fig. 2. (a) View of the BF3 neutron detector (LND-2029) and the preamplifier, (b) Experimental setup. a: 241Am-Be 

neutron source, b: paraffin, c: Neutron shielding, d: Preamplifier, e: Neutron monitoring chamber, f: Position of the 

BF3 detector in the neutron monitoring system. 
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Results and discussion 

Simulation results 

Fig. 2 (a) and (b) show a qualitative study of the variation trend of the reaction rate and the flux of thermal 

neutrons in the detector to change as a function of the moderator thickness. Fig. 3(a) shows that the reaction 

rate and thermal neutron flux increase for all moderators with increasing thickness from 1 to 4.5 cm, but this 

increase is different: a rapid increase for paraffin, polypropylene and polyethylene moderators, a moderate 

increase for water and a slow increase for the three polycarbonate and polystyrene materials. 

The reaction rate and the flux of thermal neutrons in the detector change practically constantly as a function 

of the thickness of the moderator (Fig. 2 (a) and (b)) for paraffin, polypropylene, polyethylene and water at 

a thickness of 6-7 cm. The decreasing variation trend of the reaction rate and the flux of thermal neutrons in 

the detector as a function of the thickness of the moderator can be observed for moderators such as paraffin, 

polyethylene, polypropylene and water with a thickness of 6-10 cm and moderators such as polycarbonate 

and polystyrene with a thickness of 7 to 10 cm (Fig. 3). For the materials paraffin, polyethylene, 

polypropylene and water, this decreasing tendency is significantly faster than for polycarbonate and 

polystyrene. According to Fig. 3, there are three qualitative ranges in the variations of the reaction rate and 

the neutron flux in the monitoring system versus the thickness of the moderator. 

Fig. 3 shows that the reaction rate and the flux of thermal neutrons are higher for paraffin, water, polyethylene 

and polypropylene than for the other moderators. These materials have been labeled as Materials I. These 

materials behave almost identically to the neutron moderator, but also have a better performance. The results 

show that paraffin and then polyethylene perform best in the monitoring system. The best detection thickness 

is 7 cm, based on the highest reaction rate and thermal neutron flux. 

Due to the functional limitations of paraffin, polyethylene is generally used instead of paraffin for the 

monitoring system. According to a comparative quantitative study, the 6-7 cm thick paraffin moderator offers 

the highest reaction rate and the highest flux of thermal neutrons among the moderators. The optimum 

thickness is determined by the highest reaction rate. 
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Fig. 3 shows that the second category of materials (Materials II), which includes polycarbonate and 

polystyrene, performs poorly compared to the materials in the first category (Materials I). Therefore, these 

materials should not be used in a monitoring system. 

The reason for the difference in the optimal thickness of the moderators lies in the fact that materials 

containing only H and C have much better moderating properties than materials containing multiple elements 

of oxygen (O), so materials with the highest hydrogen-to-carbon ratio have the best moderating properties. 

Since paraffin performs best in the pulse height spectrum of the BF3 detector, the pulse height spectrum of 

the neutron monitoring system was compared for paraffin and water in various thicknesses. 

The distribution of the thermal neutron flux within the neutron monitoring system (BF3 detector and the 

surrounding moderator) was calculated for three moderators: Water, polyethylene and paraffin, for 

thicknesses of 1 cm, 7 cm and 10 cm in Fig. 4. The position of the detector in these figures is 0 to 30 cm in 

height and -1.25 to 1.25 cm in length, respectively. According to these figures, the maximum thermal neutron 

flux is associated with the position of the detector and a moderator thickness of 7 cm. 
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Fig. 3. Variation of the reaction rate and thermal neutron flux in BF3 as a function of the thickness of the moderator 

for different materials in the monitoring system using the MCNPX code. 
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Fig. 4. Thermal neutron flux for the moderators of water and paraffin with a thickness of 1 cm, 7 cm and 10 cm in 

the neutron monitoring system. 

  

                            

Experimental results 

 

Fig. 5 shows good agreement between the experimental and simulated spectra (except in the lower amplitude 

range). The pulse height spectra and counts obtained from the monitoring system for paraffin and water 

moderators and radii of 1-10 cm were measured according to the structure of the moderator chamber 

considered in the experiment. Fig. 6 shows the results of this measurement. As can be seen in this graph, the 

intensity of the peaks and continuum of the spectrum increases as the thickness of the moderator increases 

from 1 cm to 7 cm, which means that the counts increase while the intensity of the peaks and continuum 

decreases from 7 cm to 8 cm. These experimental results confirm the simulation results. 

The results of the experiment were compared for water and paraffin moderators under the condition that the 

moderator chamber was filled with moderator in a radius of 4 cm and 5 cm. The results of this comparison 

are shown in Fig. 7 (a) and (b). The results of these experimental comparisons are in complete agreement 

with those of the simulation. Since the simulation results for the water and paraffin moderators were 

confirmed by the experimental results, a polyethylene housing with a cylindrical geometry and a thickness 

of about 7 cm was designed to house the detector, the preamplifier and the single-channel analyzer (SCA). 

The BF3 detector is housed inside the polyethylene moderator. The neutron counts and pulse height associated  
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with the charged particles generated in the detector were measured with this specially designed monitoring 

system. 

Four experimental steps were carried out to assess the effectiveness of a neutron monitoring system. In the 

first two experiments, the source was placed inside a paraffin shield (Fig. 1). The pulse height spectrum of 

the charged particles and the neutron counts recorded by the neutron monitoring system with polyethylene 

moderator (I) and without moderator (II) for the 241Am-Be source inside the paraffin shield were measured 

in the first and second experiments. In the third and fourth experiments, the 241Am-Be source was removed 

from the shield and the pulse height spectra of the charged particles and the counts obtained from a neutron 

monitoring system with and without a polyethylene moderator (I) and without a moderator (II) were 

measured. 

The data from the first and second experiments in Table 2 show that the monitoring system with polyethylene 

moderator effectively measures the background neutrons from a shielded source with a cylindrical housing 

with a radius of 60 cm and a height of 120 cm in a laboratory environment. The use of polyethylene as a 

moderator increased the recorded counts in this experiment by 60%. The results of the third and fourth 

experiments in Table 2 show that the measurements of the neutron counts in the monitoring system with 

polyethylene moderator are very different from the results of the monitoring system without moderator. 

 

Table 2. The counting of the neutron monitoring system with polyethylene moderator (state I) and without moderator 

(state II) for the case of source 241Am-Be. 

 

Source inside the paraffin shield  Source outside the paraffin shield 

 Count of State I  Count of Sate II  Count of State I          Count of Sate II 

1310 823 32991 823 

 

The thermal neutron flux increased by 4000% when the moderator was used, as shown by a quantitative 

comparison of the results in Table 2. In the case of the 241Am-Be source inside and outside the paraffin 

shielding, the flux of thermal neutrons is almost the same in the case of the monitoring system without 

moderator, as shown by the results of the third and fourth experiments in Table 2. These comparisons show 

that polyethylene performs excellently in the monitoring system. 

The simulation and experimental results of the counts of the neutron monitoring system for the moderators 

of water, polyethylene and paraffin with a thickness of 7 cm are shown in Fig. 8. The experimental and 

simulated results agree well in this comparison. Quantitative analyses show that the experimental values  
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obtained at a thickness of 7 cm deviate from the simulated results by about 1.6%. Since pure paraffin has a 

low melting point and water is liquid at room temperature, the use of these two materials in a monitoring 

system requires the use of a container, which increases construction costs and the risk of liquid leakage. 

However, since polyethylene can be prepared in the desired geometric shapes, any dimensions and at a 

reasonable price, it may be the best option for the moderator of a neutron monitoring system. 

 

 

 

1000 1500 2000 2500 3000 3500

0

100

200

300

400

500

600

700

C
o
u
n
t

Energy (keV)

 Exp

 Simulation

 
 

 

Fig.  5. Experimental vs. Monte Carlo simulations (MCNPX) of the pulse height spectrum for 

the case of paraffin moderator with a thickness of 1 cm in the monitoring system. 
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Fig.  6. BF3 detector pulse height spectrum for the case of paraffin moderator with a thickness 

of 1 - 4 cm and 6 - 8 cm in the monitoring system. 
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Fig.  7. BF3 detector pulse height spectrum for the case of paraffin moderator with a thickness of (a) 4 

cm and (b) 5 cm. 
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Fig.8. Comparison of the simulation and experimental results of the neutron monitoring system counts 

for the moderators of water, polyethylene and paraffin with a thickness of 7 cm. 
 

  

Conclusions 

The effect of the thickness and type of moderator on the reaction rate and neutron flux magnitudes were 

calculated to effectively estimate the number of neutrons detected in the environment. For the neutrons of 

241Am-Be, the calculations show that the optimum thickness of the moderator in the designed monitoring 

system is about 7 cm. According to the simulation results, the three moderators paraffin, polyethylene and 

water have the best performance in the neutron flux monitoring system. An experimental neutron monitoring 

system was built in accordance with the designs of the monitoring system used in the modeling procedure, 

and the neutron pulse height spectrum and neutron counts were measured. The effect of moderator thickness 

and moderator type on the neutron counts and pulse height spectrum of the neutron monitoring system is 

consistent with the simulation results, as shown by the experimental data. The neutron monitoring system 

with a polyethylene moderator with a thickness of approx. 7 cm measures the background counts of the beam 

environment well, even if the source is located inside a paraffin shield. 
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Abstract 

Total body PET scanners offer numerous advantages, including higher sensitivity over whole-body 

scanners. The choice of the detector crystal plays an important role in maximizing the performance of these 

scanners. The objective of this research is to compare the sensitivity, scatter fraction, and noise equivalent 

count rate (NECR) of a total body PET scanner using LSO, LYSO, BGO, and NaI crystals to evaluate their 

impact on the scanner. To achieve this aim, the Siemens Biograph Vision Quadra PET scanner with a 106 

cm axial field of view was simulated and validated using the GATE Monte Carlo simulation toolkit. 

Sensitivity, scatter fraction, and NECR were evaluated according to NEMA NU2-2018 standards. The results 

demonstrated better sensitivity for the BGO crystal, both in the center and off-center of the field of view, with 

384.5 and 335.9 Kcps/MBq, respectively. However, NaI demonstrated the least sensitivity for 511KeV 

annihilation photons with 44 and 38.15 Kcps/MBq in the center and off-center of the field of view, 

respectively. Scatter fractions, on the other hand, were 35.83%, 36.05%, 36.42%, and 37.29% for LSO, 

BGO, LYSO, and NaI, respectively. Also, NECR peaks for BGO, LYSO, LSO, and NaI have been obtained 

as 19107.3 kBq/ml, 22452.8 kBq/ml, 23050.14 kBq/ml, and 24078.8 kBq/ml, respectively. In conclusion, 

the BGO crystal has demonstrated better NECR and sensitivity in comparison with others, while NaI, under 

the same conditions as other crystals, resulted in performance degradation, concluding that it is not suitable 

for PET due to its low detection efficiency for 511 keV annihilation photons, as expected. 

Keywords: PET, NEMA NU2-2018, GATE, Sensitivity, Monte-Carlo 

INTRODUCTION 

Total-body PET scanners offer improved disease detection due to their long axial fields of view, which 

increase sensitivity and reduced scan time. This enables them to find smaller abnormalities, potentially 

leading to earlier and more accurate diagnoses [1,2]. High number of crystal usage has led to a significant 

cost increase.To optimize system costs, it is recommended to investigate substituting expensive crystals 

with more affordable options [3,4]. LSO and LYSO, which are popular scintillation crystals in PET  

 

scanners, both incorporate cerium (Ce) to enhance their light detection abilities [5].While both serve the 
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same purpose, LYSO boasts a simpler and more cost-effective growth process due to the inclusion of yttrium 

(39Y) [6]. Despite the potential of BGO with its high density, its lower light output and longer decay time 

compared to LSO and LYSO limit its use in PET[7]. Similarly, NaI(Tl) suffers from poor stopping power 

despite its exceptional light output, hindering its effectiveness in PET applications[8]. Therefore, our 

primary goal is to investigate the feasibility of utilizing alternative scintillating crystals that can deliver 

sufficient performance while achieving cost efficiencies within the system. 

MATERIALS AND METHODE 

System description and GATE simulation 

In pursuit of this objective, the Biograph Vision Quadra PET scanner, an advanced medical imaging scanner 

designed by Siemens Healthineers, has been simulated. As brifly described in (Table 1) Biograph Vision 

Quadra PET is a cylindrical scanner with 82 cm diameter and 106 cm height. This scanner employs silicon 

photomultiplier-based detectors with dimensions of 3.2×3.2×20.0 mm lutetium-oxoorthosilicate (LSO) 

crystals. Each detector block comprises eight mini-blocks in 2×4 array, each mini-blocks containing 25 

crystals in 5×5 array. The scanner consists of 32 detector rings, each with 38 detector blocks, providing an 

axial field of view (AFOV) of 106 [10]. (Fig. 1) shows the geometry of this scanner. 

 

 

 

Fig. 1 GATE visualised of simulated Biograph Vision Quadra PET scanner 

 

 

 

 

 

 

Table 1. Biograph Vision Quadra scanner specifications 
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Parameters Content Unit 

Crystal size 3.2×3.2×20 mm 

Crystals per SiPM(mini-block) 5×5 - 

Detector blocks per ring 38 - 

Detector ring diameter 82 cm 

Energy window [435-585] KeV 

PET Axial FOV 106 cm 

SiPM array size 16×16 mm 

Mini-blocks per detector block 2×4 - 

Detector rings 32 - 

Coincidence time window 4.7 ns 

PET Transaxial FOV 78 cm 

Image plane spacing 1.65 mm 

GATE Monte Carlo Simulation 

Monte Carlo (MC) tools provide a powerful toolkit for modeling and simulating PET scanner. The 

GATE/GEANT4 framework, a sophisticated software tool, was employed to conduct Monte Carlo (MC) 

simulations for evaluating PET scanner performance. GEANT4 library, is chosen for the physics processes 

simulation, which includes radioactive-decay and electromagnetic processes modeling. This list 

encompasses processes ranging from 0 TeV to 100 TeV and supports the simulation of various particle 

sources. In this research, GATE version 8.2 was employed for modeling and simulation.The geometric 

features of the simulated scanners are according to (Table 1). 

Performance characrization 

NEMA performance tests are serving as the standard benchmark for assessing PET and SPECT scanners 

and for comparing scanner performanc . This study employs the most recent version of NEMA standards 

for PET scanners, NEMA NU 2-2018, to validate the Siemens Biograph Vision and to compare crucial 

performance aspects including sensitivity, scatter fraction, and NECR[12]. 

To measure scanner sensitivity across different source positions, a 70 cm polyethylene capillary filled with 

5MBq of 18F solution served as the source.This source was surrounded by five concentric aluminum sleeves 

with varying degrees of damping (Fig.2.A). The count rate was measured by sequentially removing each 

sleeve, allowing for the extrapolation of sensitivity at the center and a 10 cm radial offset. For the 

measurement of scatter fraction (SF) and NECR , were utilized a polyethylene cylinder measuring 20.3  

 

cm in diameter and 70 cm in length. Within this cylinder, a 3 mm wide and 70 cm long polyethylene 
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capillary was inserted, containing 4 MBq of 18F[13]. Positioned along the cylinder's center, the capillary 

was offset radially by 45 mm (Fig.2.B). 

 

 

 

 
 
Fig.2 Simulated geometry of NEMA NU phantoms: A) sensitivity B) scatter fraction and NECR 

 

Results 

Biograph Vision Quadra PET performance was evaluated using NEMA NU 2-2018 standards. According to 

(Fig.3) the sensitivity of the scanner was determined as follows: LSO crystal exhibit a calculated sensitivity 

of 320.6 kcps/MBq at the center of the AFOV. This sensitivity decreases to 285 kcps/MBq at 10 cm.The 

other observed sensitivities were: LYSO crystals (110.4 kcps/MBq and 96.43 kcps/MBq), BGO (384.5 

kcps/MBq and 335.9 kcps/MBq), and NaI (44 kcps/MBq and 38.18 kcps/MBq) crystals, respectively. 
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Fig.3 Total sensitivity plots at the center of AFOV and at a 10 cm offset position for the crystals 

a) LYSO, b) BGO, c) NaI, and d) LSO. 
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LSO, LYSO, BGO and NaI crystals showed the dispersion fraction of 35.83, 36.42, 36.05% and 37.29%, 

respectively. (Fig.4) shows a comparison of the simulated and measured count rates versus increasing 

activity concentration in the Scatter Fraction (SF) phantom.The lowest NECR peak was observed with BGO 

crystal at the activity concentration of 19107.3 kBq/ml . The peak NECR values for the other crystals were as 

follows: 22452.8 kBq/ml for LYSO, 23050.1 kBq/ml for LSO, and 24078.8 kBq/ml for NaI.(Table 2) 

summarizes the performance characterization of the Biograph Vision Quadra scanner. 

 

 

 
Fig.4 plots of prompts, randoms, trues, scatter and NECR rates for LSO,LYSO,BGO,NaI crystals. 
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Table 2. The results of the performance comparison of LSO, LYSO, BGO, and NaI 

 

 

 LSO LYSO BGO NaI unit 

Sensitivity At centre 

At 10 offset 

320.6 

285 

110.4 

96.43 

384.5 

335.9 

44 

38.15 

kcps/MBq 

kcps/MBq 

Scatter Fraction 35.8 36.42 36.05 37.29 % 

NECR peak 23050.14 22452.8 19107.3 24078.8 kBq/ml 

 
Discussion 

Performance characteristics comparison of the Biograph Vision Quadra scanner between LSO, LYSO, 

BGO, NaI crystals were investigated. Simulations were conducted for each crystal, and the scanner 

sensitivity, scatter fraction, and NECR were measured. The BGO showed a significant 19% improvement in 

sensitivity compared to LSO. This superior performance can be ascribed to BGO's enhanced photon 

detection capabilities, resulting in the generation of higher images quality.As anticipated, the NaI crystal 

exhibited the lowest sensitivity due to its lower linear attenuation coefficient compared to the other crystals. 

LSO (Lutetium Lanthanum Orthosilicate) and LYSO (Lutetium Yttrium Orthosilicate) are two common 

scintillator crystals employed in PET scanners. While LSO and LYSO share a similar crystal structure, the 

key difference lies in the substitution of lutetium with yttrium in LYSO. This seemingly minor change has 

a significant impact on the light yield of the crystal, ultimately affecting its sensitivity. LSO crystals 

generally exhibit a higher light yield compared to LYSO crystals. This means that for the same incoming 

photon, LSO produces more photons, leading to a stronger signal and higher sensitivity. The presence of 

yttrium in LYSO's structure is a primary factor contributing to its reduced light yield. A high accuracy of 

the scatter fraction provided by Biograph vision Quadra scanner is observed, with a deviation from the 

experimental values lower than 4%. Therefore, The calculated scattering fraction from the simulations is in 

good accord with the perusals of George A. Prenosil et al [10]. Interestingly, measurements of the scattering 

fraction indicate that these crystals do not differ much from each other. in closer examination of (Table.3) 

reveals a statistically , albeit slight, superiority of the LSO crystal. 

Count rate performance is a critical NEMA measurement that evaluates a PET scanner's capability to 

accurately measure highly radioactive sources. This is achieved by considering the noise introduced by 

subtracting random and scattered counts from the total signal. The NECR curve (Fig.4) exhibits a linear  
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behavior up to 10000 kBq/mL, followed by a drop after reaching its peak . This happens when count rate 

reaches the maximum total events throughput. 

Conclusions 

The aim of this study was to identify suitable and cost-effective crystal alternatives for this scanner, leading 

to optimization of its Performance. NaI has been recognized as the most cost-effective crystal for imaging 

scanners, but due to its low light output and sensitivity, it is not a suitable replacement. In contrast ,BGO 

scintillators, showed superior sensitivity compared to LSO , LYSO and NaI scintillators. Among the 

evaluated materials,Considering sensitivity, scatter fraction and NECR , BGO was identified as the optimal 

replacement material for the Biograph Vision Quadra scanner. Additionally, BGO crystal is much more 

cost-effective compared to LSO and LYSO crystals. 
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Abstract 

It is well-known that industrial radiation processing is based on the use of radiation as an energy 

source to cause specific chemical, physical and biological changes. On the other hand, isotope 

applications in industry, either as sealed sources or tracers, rely on the measurement of physical 

signals that monitor properties of interest. Tritium or hydrogen-3 (symbol T or 3H) is a rare 

and radioactive isotope of hydrogen with a long half-life which is widely used as trace in 

different science branches such as pharmacy, biology, chemistry, physics, … studies. The 

present work theoretically and experimentally investigated 3H production in MNSR 30 kW 

reactor as a tracer source for the mentioned studies. 2 cc heavy water target was used in 

simulation and experiment schedules to produces 3H product. The sample placement 

uncertainty fwas also carried out and according its results, the best position for irradiating 

sample, is the bottom of the channel. The obtained results showed, MCNPX code could be 

powerfully used to estimate 3H product activity before the experiment.  

Keywords: MNSR reactor, 3H production, Simulation, MCNPX code, Activity measurement 

INTRODUCTION 

Tritium or hydrogen-3 (3H) is a rare and radioactive isotope of hydrogen with a half-life of 

~12.3 years. Tritium is used as the energy source in radio-luminescent lights for watches, gun 

sights, numerous instruments and tools, and even novelty items such as self-illuminating key 

chains. It is used in a medical and scientific setting as a radioactive tracer. Tritium is also 

used as a nuclear fusion fuel, along with more abundant deuterium, in tokamak reactors. 

Tritium was produced in special heavy water reactors at the Savannah River Site until their 

closures in 1988 in United States. From 1955 to 1996, 225 kg of tritium was produced in the  
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United States [1]. Also, tritium (3H) is used as a tracer in seepage studies through hydraulic 

structures [2]. 

As a naturally occurring isotope and as an injected tracer tritium has been found to be useful in 

meteorology, cosmology, geohydrology, biology, agriculture, and medical sciences both in 

aqueous and organic forms. In self-luminous compounds, paints and plastics the radioisotopic 

power of tritium (0.26 w/g) is found to be useful. Several biochemically significant tritium 

labelled compounds have been produced for use in industry and research [3]. 

Hydrogen isotopes are a unique tool for identifying and understanding biological and chemical 

processes. Hydrogen isotope labeling allows the direct investigation of an excess mass or 

radioactive label in an organic molecule without altering its chemical structure, physical 

properties, or biological activity. In the case of tritium (3H), in particular, there has been an 

increase in use, especially in drug discovery. Because of the long half-life (12.3 years) of 

tritium, decay correction is not necessary during analysis. Therefore, once a 3H tracer is 

prepared, it can be stored for long periods of time if radiolytic decay is minimized [4]. 

RESEARCH THEORIES 

Before heavy water irradiation, the target was modeled using MCNPX2.7 computational code 

to estimate the 3H product yield theoretically. MCNPX code is used to model any complicated 

geometry in detail while the code has ability to transport 34 particles consisted of neutron, 

photon, proton, alpha, … [5]. 

The Iranian miniature neutron source reactor (MNSR) is a low temperature and pool type 

reactor. It is a small and safe nuclear facility, and the core design embodies highly enriched 

uranium (90.2 w/o U235) as fuel, light water as moderator, coolant and shield, and metal 

beryllium as reflector [6]. The mentioned computational code was used to model the research 

reactor as well as the target geometry at the irradiation position (Fig.1). 
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Fig. 1. Simulation of MNSR core using MCNPX code 

The buildup of different isotopes inside the core during the reactor core operation is calculated 

using BURN card of the used computational code. CINDER code of MCNPX originally 

developed to calculate the material balance process can be described at any time by the 

following depletion equation: 

𝑑𝑁𝑖

𝑑𝑡
= ∑ 𝛾𝑖𝑗 𝜎𝑓.𝑗𝑗 𝑁𝑗𝜑 + ∑ 𝜎𝑐.𝑘→𝑖𝑘 𝑁𝑘𝜑 + ∑ 𝜆𝑙→𝑖 𝑁𝑙 – (𝑙 𝜎𝑓.𝑖𝑁𝑗𝑖𝜑 + 𝜎𝑎.𝑖𝑁𝑗𝑖𝜑 + 𝜆𝑖 𝑁𝑙 )  (4) 

Where 
𝑑𝑁𝑖

𝑑𝑡
= time rate of change in concentration of isotope i, ∑ 𝛾𝑖𝑗 𝜎𝑓.𝑗𝑗 𝑁𝑗𝜑 = production rate 

per unit volume of isotope i from fission of all fissionable nuclides, 

∑ 𝜎𝑐.𝑘→𝑖𝑘 𝑁𝑘𝜑 = production rate per unit volume of isotope i from neutron transmutation of all 

isotopes including (n,γ), (n,2n), etc., ∑ 𝜆𝑙→𝑖 𝑁𝑙 𝑙  = production rate per unit volume of isotope i 

from decay of all isotopes including β-, β+, α, γ, etc., 𝜎𝑓.𝑖𝑁𝑗𝑖𝜑 = removal rate per unit volume 

of isotope i by fission, 𝜎𝑎.𝑖𝑁𝑗𝑖𝜑 = removal rate per unit volume of isotope i by neutron 

absorption (excluding fission), 𝜆𝑖 𝑁𝑙  = removal rate per unit of isotope i by decay [7]. 
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Meanwhile, we must examine any potential uncertainties in this experiment. The location of 

the sample is one of the most important candidate uncertainties. To this aim, different positions 

and distances from the default sample position- which has been using for every irradiations- 

was taken under examination. 

EXPERIMENTAL 

To produce 3H, 2 cc heavy water was poured inside a vial according to Fig.2. 

 

Fig. 2. The used vials involved heavy water as the target for 3H production 

Burn-up card was used to calculate the activity in the sample after 4 hours of irradiation at 15 

kW power at the bottom of the PGNAA channel. Vials of heavy water were irradiated for 4 

hours using the reactor beam and finally analyzed using beta spectroscopy method. 

Spectroscopy in this experiment was performed using a liquid scintillation detector. The 

calculated activity of 3H was compared with the measured value. 

Results and discussion 

Table 1.  Comparison of the calculated and measured 3H activities of the heavy water irradiation.  

Parameter 3H product 

activity (nCi) 

Deposited heat by 

neutrons (W) 

Deposited heat 

by photons (W) 

Theoretical 12.96 0.00106±0.00006 0.00322±0.00009 

Experimental 2.92 ⸺ ⸺ 
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Fig.3 The spectra obtained from the irradiated heavy water samples.  

 

Additionally, the impact of the sample's position on the quantity of tritium produced is depicted 

in the linear graphic in Fig.4.  

 

Fig.4 The tritium activity generated relative to the sample position. 
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The location of the sample is actually a distance from irradiation position. The Sample is 

typically positioned parallel to the reactor core at the end of this channel. Thus, this is obvious 

that the further the sample will be from the bottom of the channel, the lesser the tritium activity 

will be. 

Conclusions 

It is commonly recognized that the use of isotopes in industry—as either sources or tracers—

depends on the monitoring of physical signals that track relevant features. Tritium, also known 

as hydrogen-3 (symbol T or 3H), is a long-lived form of hydrogen that is frequently employed 

as a trace in a variety of scientific fields. As a tracer source, the current work examined 3H 

generation in an MNSR 30 kW reactor both theoretically and practically. In simulation and 

experiment programs, a 2-cc heavy water target was employed to create 3H. On the other hand, 

there are always a variety of uncertainties that might hugely affect the infinite result of any 

experiments. Here, in the current work, we try to consider some of those possible uncertainties 

to examine such as the sample position and deuterium purity percentage. As the surveys 

showed, the commonly used position for sample irradiation is the best place with the utmost 

gain in results.  
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Abstract 

Charged particle radiation can impact cells by damaging DNA strands, leading to direct and 

indirect single-strand breaks (SSB) and double-strand breaks (DSB), which can result in cell 

death and the mitotic failure. In this study, we constructed various levels of a precise atomic 

DNA model in the Geant4-DNA Monte Carlo simulation toolkit, containing chromatin loops 

(flower). This atomic model was placed inside the cell nucleus with a length of 2 μm. Then, 

the number of direct and indirect SSB, DSB, and the dose deposition caused by the 

monoenergetic alpha beams at the energy levels of 0.1–1 MeV in 0.3 MeV steps were 

calculated. Our results indicated that increasing the energies led to an increase in dose 

deposition and then increase in the SSBs and DSBs values (with a small positive slope). Based 

on the results, the 1 MeV alpha beams are more effective for the inhibition of cells in tumor 

region. 

Keywords: Geant4-DNA, DNA damage, SSB, DSB, alpha beams  

 

INTRODUCTION 

High LET particles, such as alpha particles, can induce intense ionization along their paths, 

initiating a chain of events that lead to biological changes through direct interaction with 

biological targets and DNA damage. Understanding high LET processes in radiobiology is 

crucial for optimizing hadron therapy. It is also essential to comprehend the mechanism of 

DNA damage through energy deposition to maximize damage to the target cell and minimize 

damage to normal tissues [1]. In biological research, DNA molecules are considered the most 

vital among cell constituents due to their role as carriers of genetic information, making them 

a primary factor in radiation-induced cell death. The types of DNA damage can usually be 

grouped into single-strand breaks (SSBs) and double-strand breaks (DSBs), significantly 

influencing the biological effect of exposure to ionizing radiation [2]. Various studies have 

been conducted on computational approaches for calculating DNA breaks based on the Track  
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Structure (TS). Monte Carlo TS codes have become crucial tools for modeling the interaction 

of ionizing particles with DNA, enhancing the understanding of radiation track structure and 

its connection to DNA damage [3]. In this way, Geant4-DNA specializes in comprehensive 

physics and chemistry models to simulate the interactions of radiation with geometrical 

structures of the biological medium based on the TS approach. The present study aims to 

investigate the direct and indirect radiation effects of monoenergetic alpha particles at energy 

levels ranging from 0.1 to 1 MeV in 0.3 MeV steps using Geant4-DNA. The number of SSB, 

SSB yield (SSBY), DSB, DSB yield (DSBY), and dose values for different energies were 

calculated for alpha particles.  

Materials and Methods 

The Geant4-DNA version 11.1.1 has been used to simulate the interaction of particles at the 

molecular scale. This study considered a cell nucleus with a length of 2 μm and unit-density 

liquid water. Focusing on the cell nucleus as the irradiation target, the monoenergetic alpha 

beams with energies of 0.1, to 1 MeV (in 0.3 MeV steps), based on the Ahmadi Ganjeh et al. 

[1] suggestion, were irradiated along the Z direction and at the entrance of the cell nucleus. 

Constructing chromatin fiber was performed based on the study by Ahmadi Ganjeh et al [4]. 

In this way, the nucleotide pair was defined as a base pair (bp), consisting 63 atoms. The 

properties of atoms such as chemical element, position, and base of nitrogen are considered 

based on the information provided by Bernal and co-workers [5]. Following a double helix of 

154 bp construction by rotating each bp by +36, the nucleosome was made by folding two 

double-helical loops around a sphere (histone). After constructing the nucleosomes, chromatin 

fibers were formed by six nucleosomes per level, forming a supra helix with a pitch of 7.11 nm 

and an external diameter of 31.38 nm. The repetition of this structure resulted in the formation 

of a chromatin fiber. According to the research by Santos et al. [6], four chromatin fibers are 

utilized to create loops arranged in a diamond shape. This "simple loop" consists of 55.44 kbp 

and can be employed to create another level of compaction, as seen in the fibroblast depiction 

resembling a "Flower" (Figure 1) and comprising 0.388 Mbp.  The present study assessed DNA 

damage by evaluating direct and indirect SSBs and DSBs. An energy threshold of 17.5 eV was 

utilized for the Physical and Chemical stages. In water, indirect damage in the chemical stage 

produced radicals and molecules, including H2O2, H2, H, H+, OH-, OH, and eaq-, in water. The  
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hydroxyl radical (OH) interacts more with sugar and base groups in DNA than others. The 

probability of strand break production in the DNA by hydroxyl radicals is 13%. The SSBs 

occur if the energy deposited in the DNA exceeds the threshold value of 17.5 eV. On the other 

hand, the DSBs are counted when two SSBs occur on the two strands within a distance of less 

than 10 base pairs. The G4EmDNAPhysics_option6 and G4EmDNAChemistry_option3 

physics lists were used to simulate the physical and chemical stages, respectively. The 

simulation includes 106 primary particles, with the statistical error in the results being less than 

1%. 

 

 

 

 

 

 

 

 

 

 

 

Results and discussion 

To verify and validate our simulation, the direct and indirect SSBs and DSBs of the 1-bna 

model irradiated with four radionuclides (99mTc, 111In, 123I, and 125I) originating from the 

physical and chemical stages were compared with the values reported by Zafarghandi et al [7]. 

According to the data in Table 1, it is observed that the differences between the results obtained 

in this study and those presented by Zafarghandi et al. amount to approximately 4.76%, 3.45%, 

4.85%, and 6.1% for SSBs, as well as 10.9%, 13.66%, 1.96%, and 3.84% for DSBs for 125I, 

111In, 99mTc, and 123I, respectively. Generally, there is a good agreement between our results  

 

Fig. 1. A 3D view of  Flower constructed in the Geant4 toolkit. 
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and the corresponding literature since the average magnitude of the differences is below about 

5% and 8% for SSBs and DSBs, respectively.  

Table 1. Comparison of the total number of SSBs and DSBs (direct and indirect) per decay between 

the findings of this study and those of Zafarghandi et al, at a distance of 2.5 nm for 125I, 111In, 99mTc, 

and 123I. 

Radionuclides SSB per decay 

(this study) 

SSB per decay 

(Zafarghandi et al) 

DSB per decay 

(this study) 

DSB per decay 

(Zafarghandi et al) 

125I 3.36 3.2 1.91 1.7 

111In 2.90 2.8 1.20 1.39 

99mTc 1.05 1 0.51 0.5 

125I 1.06 1 0.52 0.5 

 

Moreover, the range (μm) and LET (keV/μm) of alpha particles in the medium are shown in 

Table 2. Results show that as alpha particles energy increases, LET decreases and subsequently 

range increases. Table 3 shows the number of direct and indirect SSB, SSBY, DSB, DSBY, 

and the dose caused by 0.1, 0.4, 0.7, and 1 MeV alpha beams. Compared to 1 MeV alpha beams, 

SSB (DSB) they were decreased by 70% (88%), 30% (31%), and 11% (1%) for 0.1, 0.4, and 

0.7 MeV alpha beams. These values were 65%, 18%, and 1% for the dose deposition. The 

number of SSB (DSB) per absorbed dose per bps is defined as SSBY (DSBY) in terms of 

(GbpGy)-1. In comparison to 1 MeV alpha beams, SSBY (DSBY) values were reduced by 13% 

(66%), 12% (14%), and 9% (1%) for 0.1, 0.4, and 0.7 MeV alpha energies. As can be seen in 

Table 3, the greatest levels of SSBs and DSBs are seen for to particles at the energy of 1 MeV. 

It is because of the alpha range was smaller than the cell nucleus size, which was 2 μm in this 

study, and the whole energy was deposited inside the cells. Furthermore, the 1 MeV alpha 

particles, due to higher LET, deposit more energy per unit path length directly into the DNA, 

resulting in a higher probability of causing damage such as SSBs, DSBs, SSBY, and DSBY 

compared to 0.1, 0.4, and 0.7 MeV alpha particles. This energy level allows 1 MeV alpha beam 

to penetrate cell membranes and reach the nucleus effectively.  
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Table 2. The range (μm) and LET (keV/μm) of 0.1, 0.4, 0.7, and 1 MeV alpha particle in water 

Energy (MeV) Range (μm) LET (keV/μm) 

0.1 1.616 1.823 

0.4 3.213 0.61 

0.7 4.428 0.377 

1 5.647 0.278 

 

Table 3.  The number of direct and indirect SSB, DSB, and the dose for 0.1-1 MeV alpha beams 

Energy (MeV) SSB (Direct 

and Indirect) 

SSBY 

 (GbpGy)-1 

DSB (Direct 

and Indirect) 

DSBY 

 (GbpGy)-1 

Dose (Gy) 

0.1 6686 2.71×10-5 356 1.44×10-6 6.48×1011 

0.4 15804 2.73×10-5 2133 3.69×10-6 1.52×1012 

0.7 20031 2.84×10-5 3074 4.28×10-6 1.85×1012 

1 22518 3.12×10-5 3106 4.3×10-6 1.86×1012 

 

 

Conclusions 

The study established the relationships between alpha energy and resulting SSBs, DSBs, SSBY, 

and DSBY, which can be attributed to the particle range and local energy deposition patterns. 

Our simulation results show that 1 MeV alpha beam irradiation is more effective than 0.1, 0.4, 

and 0.7 MeV energies. In comparison with the alpha particle with energies of 0.1, 0.4, and 0.7 

MeV, the 1 MeV alpha particles have longer particle ranges, dispersing absorbed doses over 

larger cellular volumes and interacting with higher DNA fragments near their origin to cause 

more significant clustered damage. In addition, the particle range was smaller than the cell 

nucleus, and the energy of the particles was deposited entirely in the cell region. 
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Abstract 

Coincidence Doppler Broadening Spectroscopy (CDBS) is a non-destructive test for defect 

identification in metal alloys, semiconductors, and polymers. The standard positron source for 

the CDBS technique is 22Na with a positron endpoint energy of 540 keV which can penetrate 

up to 100 µm depth of metals. So, this is impossible to test the industrial thick samples using 

conventional CDBS. In this paper, we developed the neutron generator-based CDBS to 

generate positrons inside the sample using the pair-production mechanism. The technique was 

established based on the generation of high energy gamma-rays via a 113Cd (n,ɣ) nuclear 

reaction using a 150 KV deuteron-deuteron neutron generator.   Experimentally, the challenge 

is that CDBS needs high-resolution and low-level background gamma spectroscopy using an 

HPGe detector for fine measurement of the momentum of the annihilated electrons. However, 

the HPGe detector is exposed to a high level of gamma radiations produced by neutron capture 

reaction, and fast neutrons of the electrostatic accelerator that decrease the quality of the gamma 

spectrum. Moreover, the interaction of neutrons with Ge crystal leads to the degradation of the 

detector energy resolution after long-time operation. So, to increase the quality of the gamma 

spectroscopy and to save detectors against fast neutrons, effective neutron-gamma shielding of 

the detector is needed. In this work, different configurations of the neutron-gamma shielding 

and neutron moderators were designed and simulated by the MCNP code and the most 

promising was constructed for the neutron-driven CDBS experiment. The performance of the 

neutron moderator was experimentally tested and verified using the foil activation technique.  

Keywords: Neutron-gamma shielding, CDBS, positron annihilation, neutron generator, 

MCNP simulation.  
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Introduction  

Positron Annihilation Spectroscopy (PAS) is a well-established technique for the 

investigation of the free volume size, the concentration of defects, and their chemical 

environments in metals, liquids, polymers, and semiconductors [1]. Experimentally, PAS 

includes two main techniques: 

 Coincidence Doppler Broadening Spectroscopy (CDBS) which measures the energy of 

positron annihilation radiation with a high energy resolution gamma spectrometer. The initial 

momentum of the annihilating electrons that participate in the positron annihilation radiation 

leads to a small shift (ΔE = Plc/2). Where Pl is the longitudinal momentum of the annihilated 

electrons and c is the light velocity. The measured momentum reflects the chemical 

environment of positron annihilation sites [2].  

 Positron Annihilation Lifetime Spectroscopy (PALS) that precisely determines the positron 

lifetime using a high timing resolution spectrometer. The positron lifetime inside the material 

and its intensity is an indications of free volume size.  

The standard positron source for PAS is 22Na (T1/2 =2.6 years) with an endpoint energy of 540 

keV. The range of the positron (x) with the maximum energy (E max) in a sample with a Z-

atomic number and density of  𝜌 follows the empirical equation (1): 

P(x) = α e-αZ                   (1) 

Where α is defined by equation (2):  

𝛼 = 16 
𝜌 (

𝑔

𝑐𝑚3
)

𝐸𝑚𝑎𝑥
1.4  (𝑀𝑒𝑉)

         (2) 

According to equations 1 and 2, the maximum penetration depth of positron for alloys is 100-

200 µm, leaving the analysis of thick industrial samples out of reach. However, the generation 

of positrons inside the material via electron-positron pair-production induced by high-energy 

photons is a new approach that enables PAS to analyze the thick samples. So far, various 

techniques have been presented for the generation of high-energy photons:  
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Using LINAC accelerator for production of high energy Bremsstrahlung radiation [3].  

Launching the photo neutron reaction (ɣ,n) using the Bremsstrahlung reaction and using the 

produced neutron for activation of a neutron-poor target [4]. 

Generation of high energy gamma-ray via 19F (p, αɣ) 16O or 27Al (p, ɣ) nuclear reaction [5,6].  

Initiation of 113Cd (n,ɣ) 114Cd nuclear reaction using the thermal neutrons [7]. 

In our previous paper, a 2.5 MeV Van de Graaff accelerator was used to generate the high 

energy gamma-ray via 19F (p, αɣ) 16O nuclear reaction for CDBS analysis of five steel alloys 

preloaded during uniaxial tension test. The shift in the 511 keV gamma line versus the strain 

values was demonstrated [5]. However, doing the experiment using this technique is time-

consuming (3 hours per sample). To obtain a higher yield of high-energy gamma-ray, we are 

going to change the nuclear reaction to 113Cd (n,ɣ) 114Cd. In this work, the design and simulation 

of the gamma-driven CDBS based on a D-D neutron generator is investigated and discussed.  

Description of the presented technique 

The neutron physics laboratory of the Nuclear Science and Technology Research Institute 

(NSTRI) is equipped with a 150 kV electrostatic accelerator. The machine can accelerate both 

the hydrogen and deuteron particles. Figure 1 shows the accelerator. In this work, we used the 

D-D reaction for the production of neutrons. The average energy of the produced neutrons is 

about 2.45 MeV and the flux of the fast and thermal neutrons is 107 and 104 n.cm-2.s-1, 

respectively. For gamma-driven CDBS, high energy gamma-rays with suitable reaction yield 

are needed for the production of positron inside the material. Although there are many isotopes 

that produce prompt gamma radiation via (n,ɣ) reaction, there are a few isotopes that produce 

high-energy gamma rays with appropriate yield for the production of positrons. We used 113Cd 

(n,ɣ) 114Cd due to its natural abundance (12.33%), the high cross-section for (n,ɣ), and 

generation of high-energy gamma rays (up to 9.1 MeV).  
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Figure 1. The 150 kV electrostatic accelerator that is used for the generation of neutrons via D-D 

reaction.  

Figure 2. shows the cross-section versus the neutron energy for 113Cd (n,ɣ) 114Cd reaction 

reported [8]. According to the reported data in Figure 2, the cross-section is high enough for 

thermal neutrons (~105 barns) and decreases significantly by an increase in neutron energy. So, 

the fast neutrons of the accelerator should be thermalized to obtain the maximum yield of the 

reaction. Moreover, CDBS needs high-resolution HPGe detector for measurement of the 

longitudinal momentum of the electrons. However, the fast neutrons lead to the degradation of 

the HPGe performance. In the next section, a Monte Carlo N-Particle (MCNP) simulation is 

performed to design a suitable moderator and neutron gamma shield for the HPGe detector.  

 

Figure 2. The cross-section versus the neutron energy of (n,ɣ) reaction for 113Cd [8]. 
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Simulation by MCNP 

Figure 3 shows the neutron generator-based gamma-driven CDBS simulated by the MCNP 

code. In this setup, the fast neutrons generated by the accelerator are thermalized by a 

polyethylene moderator. The 5 and 30% borated polyethylene are used to capture the 

thermalized neutrons around the acceleration tube. The reason for using to types of borated 

polyethylene is that 5% borated polyethylene in the inner part can moderate the fast neutron 

besides the absorption of moderated neutrons and the 30% borated neutron efficiently absorbs 

the thermal neutrons at the outer layer. The lead shield absorbs the gamma-ray produced by the 

polyethylene and borated resin. The thermalized neutrons initiate the 113Cd (n,ɣ) 114Cd nuclear 

reaction, and the produced gamma rays irradiate the sample. The gamma rays produce positrons 

in the sample and the positron annihilation radiation is measured by HPGe and NaI (Tl) 

detectors in coincidence mode. The measurement in coincidence mode not only increases the 

peak-to-Compton ratio but also confirms that the annihilation radiation significantly relates to 

the positron annihilation in the sample. 

 

Figure 3. The configuration of neutron-based gamma-driven CDBS experiment simulated by MCNP. 
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4. Results and discussion 

Moderator  

Moderators are materials that reduce the speed of neutrons. Moderators must have a high 

scattering cross section for fast neutrons and a low absorption cross section for thermal 

neutrons. It should also have a low mass number so that it loses a lot of energy in every 

collision. Materials that can be used as moderator are hydrogen and carbon in paraffin, water, 

polyethylene, graphite, and their combinations. In this work, we used polyethylene as a 

moderator due to its low price and excellent machinability. To obtain the optimum thermal 

neutron flux at the position of the Cd target, the fast and thermal neutron flux were simulated 

for different thicknesses of polyethylene. Figure 4 shows the fast and thermal neutron flux for 

different thicknesses of polyethylene. The results show that the thermal neutron flux increases 

up to 5 cm of polyethylene and then decreases significantly. We selected 5 cm polyethylene as 

an appropriate thickness for the moderator. According to the simulation, the polyethylene 

moderator was designed and made. Figure 5 shows the moderator that is made in different 

thicknesses. The results of thermal neutron flux measured by foil activation technique for 

different thicknesses of polyethylene will be presented in the next section.  

 

Figure 4. The calculated of, a) Thermal neutron flux and b) fast neutron flux for various thickness of 

polyethylene.  
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Figure 5. The polyethylene moderator made for the installation on the neutron generator.  

 

Borated resin for neutron absorption around the vacuum tube 

Absorbing the thermal neutron requires the use of a suitable absorber that has a high thermal 

neutron absorption cross-section. Materials such as boron and its compounds, such as boron 

carbide, polyethylene borate, and lithium-containing materials are candidates for use as an 

absorber. Since fast neutrons do not stop easily, one should look for materials that have an 

elastic scattering cross-section surface as well as a high absorption cross-section surface. In 

this work, we used B4C as the neutron absorber. We used two compounds: 5% boron to absorb 

the fast neutrons and a small amount of boron to convert them into gamma and the next layer 

consists of resin with 30% boron, which again absorbs neutrons. To optimum the appropriate 

thickness for the borated resin, the simulation of the thermal neutron flux was performed for 

5% and 30% borated resin with different thicknesses. The results of the simulation are shown 

in Figure 6. According to the results of the simulation, 3 and 1cm thickness were selected for 

5% and 30% borated resin.  
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Figure 6. Thermal neutron flux for different thickness of borated resin.  

 

HPGe detector shield  

As mentioned before, the CDBS experiment needs high resolution detector for precise 

measurement of the longitudinal momentum of the annihilated electrons. However, performing 

high-resolution gamma spectroscopy in the neutron field is challenging due to the destructive 

effect of the fast neutrons on the HPGe crystal. The configuration of the HPGe detector shield 

is shown in Figure 7. The shield design was optimized so as to minimize the dose in the 

detector. Figure 8 shows the detector dose rate in the HPGe detector for different thicknesses 

of lead. According to the simulation, 5 cm lead was selected as an appropriate value for lead 

shielding. So, the HPGe shield consists of 5 cm lead in the first layer, 3 cm of 5% borated resin 

in the second layer, and 1cm of 30% borated resin in the last layer.  
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Figure 7. The configuration of the shield designed for the HPGe detector.  

 

Figure 8.  Calculation of the dose rate (Sv/hour) for different thickness of lead.  

Measurement of the thermal and fast neutron flux at the Cd target position  

The measurement of the fast and thermal neutron flux at the position of the target was done 

using the neutron generator at NSTRI using the indium foil activation technique [9]. The 

polyethylene moderator was placed at the end of the accelerator tube and the indium foil was 

placed on the moderator. For each thickness, the indium foil was irradiated for 2 hours by the 

neutron generator at 300 µA deuteron beam current. Then, the activated foil was placed on a 

20% efficiency HPGe detector for gamma spectroscopy. Figure 9 shows the gamma-ray 

spectroscopy of the activated indium foil recorded for 1 hour. The gamma lines of 336 and 

1293 keV were used to determine the flux of the fast and thermal neutrons, respectively [10]. 

Figure 10 shows the thermal neutron flux measured by the indium foil activation technique for 
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different thicknesses of moderator. According to the results of the experimental data, the 

maximum thermal neutron flux is achievable at 5 cm of the moderator which is in complete 

agreement with the results of simulations.  

 

Figure 9.  The gamma-ray spectroscopy of the activated indium foil. 

 

Figure 10. Thermal neutron flux measured using indium foil for different polyethylene thickness. 

Conclusion  

In this work, the concept of positron annihilation spectroscopy using the neutron generator was 

described. The configuration of the experiment was simulated by the MCNP code and the 

optimum value for the moderator thickness was obtained. The results of the simulation were in 

agreement with the measurement of neutron flux performed using the indium foil activation 

method. The shield of the HPGe detector was simulated so as to minimize the dose rate in the 

detector. Thanks to the high yield of high-energy gamma rays using 113Cd (n,ɣ) 114Cd nuclear 

reaction, we expect to improve the sensitivity of the accelerator-based PAS technique. Further 
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to this work, we are going to establish the first neutron generator-based CDBS spectrometer 

for the volumetric assay of defects in high-Z thick alloys. 
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Abstract 

Deep convolutional neural networks have exhibited robust and dependable PET attenuation 

correction (AC) as an alternative to traditional AC methodologies in integrated PET/MRI 

systems. The integration of PET with Magnetic Resonance Imaging (MR) in hybrid PET/MR 

scanners presents a challenge for attenuation correction due to the inherent limitation of MRI 

images in providing information on tissue attenuation coefficients. Recently, there has been a 

utilization of deep neural networks to generate pseudo-CT images, facilitating the extraction 

of attenuation coefficients from MRI data. This study delves into an investigation of the 

efficacy of the U-NET and Attention U-NET neural networks in the assessment of pseudo-

CT images derived from MRI data. The Attention U-NET network has exhibited a noteworthy 

enhancement, with Mean Squared Error (MSE) and Mean Absolute Error (MAE) values 

improving by 16% and 6%, respectively, in comparison to the U-NET network. This 

advancement highlights the potential of neural networks in refining accuracy in pseudo-CT 

generation, contributing to the optimization of PET/MR hybrid imaging. 

Keywords: Pseudo-CT, deep neural network, U_NET, Attention U_NET 

Introduction 

The integration of positron emission tomography (PET) and magnetic resonance imaging 

(MRI) has shown promise in delivering comprehensive functional and anatomical 

information. Despite the potential benefits such as reduced radiation exposure and enhanced 

image quality, the adoption of PET-MRI systems in routine clinical practice has been limited 

[1,2]. A significant hurdle lies in addressing attenuation correction, which is essential for PET 

image reconstruction, especially when employing MRI-based attenuation 
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correction (AC) methods. The advent of deep learning (DL) has showcased substantial 

potential in both computer vision and medical imaging domains [3]. DL methodologies offer 

the capability to generate synthetic CT images from MR images for the prediction of 

attenuation correction (AC) maps [4, 5, 6]. However, these approaches typically necessitate 

structural images, and their accuracy may be constrained by image artifacts and inter- 

modality co-registration errors. In 2017, Han introduced a 2D deep convolutional neural 

network (CNN) that directly learns a mapping function for translating a 2D MR image slice into 

its corresponding 2D CT image slice, closely adhering to the U-Net architecture [7]. In 2018, 

Oktay introduced a novel attention gate (AG) model tailored for medical imaging applications, 

aiming to autonomously prioritize target structures of diverse shapes and sizes. Utilizing AGs 

during model training enables the implicit learning of mechanisms to attenuate extraneous 

regions within input images, thereby accentuating pertinent features conducive to the task at 

hand [8]. This article evaluates the performance and suitability of both standard U-Net and 

Attention U-Net architectures for translating MRI images to pseudo-CT images, a critical step 

in PET-MRI imaging. While the standard U-Net remains a robust and widely used architecture, 

the Attention U-Net demonstrates enhanced adaptability and performance, particularly in 

scenarios with intricate structures or requiring precise feature localization. Ultimately, the 

choice between the two architectures depends on the characteristics of the dataset. This 

research sheds light on the potential of attention mechanisms in improving PET-MRI imaging 

and highlights the importance of leveraging advanced deep learning techniques for enhancing 

medical imaging modalities. 

Materials and Methods 

Imaging dataset 

The imaging dataset utilized in this study was sourced from the CERMEP-IDB-MRXFDG [9], 

encompassing data from thirty-nine participants who underwent [18F] FDG PET/CT and MRI 

scans. These scans yielded [18F] FDG PET, T1 weighted MRI, FLAIR MRI, and CT images. 

The dataset exists in three distinct formats: 1) DICOM, 2) NIFTI and 3) NIFTI normalized 

(images normalized to MNI space). This study focused on data from twenty patients, each 

contributing 178 slices of paired CT and MRI scans. All images were normalized to MNI 

space. MRI sequences were captured using a Siemens Sonata 1.5 T scanner with specific  
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parameters: TR 2400 ms, TE 3.55 ms, inversion time 1000 ms, and flip angle 8°. These images 

were reconstructed into a 160 ×192 × 192 matrix with voxel dimensions of 1.2 ×1.2 ×1.2 

𝐦𝐦𝟑 (axial field of view 230.4 mm). CT data were obtained using a Siemens Biograph 

mCT64 scanner, acquiring low-dose CT images for attenuation 

correction at a tube voltage of 100 keV. These images were reconstructed into a 512×512×233 

matrix with a voxel size of 0.6 ×0.6 ×1.5 𝐦𝐦𝟑 (axial field of view 349.5 mm). 

Preprocessing 

Data preprocessing is a vital step in deep learning frameworks, refining data before inputting 

it into the network. For MRI and CT images, two key preprocessing steps are crucial: resizing 

and normalization. Resizing ensures uniformity in image dimensions, making processing 

seamless across different models. Both MRI and CT images are resized to (256, 208, 1), 

ensuring consistency and simplifying subsequent analysis. Normalization is essential for 

standardizing image intensity. Pixel values are scaled to the range [0, 1] This ensures 

uniformity in data representation across the dataset. Python version 3.10 is used for these 

preprocessing tasks. 

Network architecture 

The U-Net architecture, initially designed for biomedical image segmentation, has become 

widely utilized in convolutional neural network (CNN) frameworks. It features a symmetrical 

hierarchical structure comprising an encoder and a decoder component, incorporating skip 

connections for pixel-wise prediction. This study undertakes the development and comparison 

of a 2D standard U-Net and an Attention U-Net model tailored to directly learn a mapping 

function converting a 2D MR slice to its corresponding 2D CT image. The primary distinction 

lies in their treatment of spatial information integration: while the standard U-Net merges 

spatial data using skip connections, potentially leading to suboptimal feature representation, 

the Attention U-Net incorporates attention layers within skip connections to actively suppress 

activation in non-essential regions. Trained on a dataset comprising paired 2D MR and CT 

slices, the model reconstructs synthetic CT predictions progressively, aligning the final output 

with input image dimensions. The encoding segment extracts intricate features from input MR 

images, while the decoding segment facilitates pseudo-CT prediction reconstruction. with  
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convolutions followed by nonlinear activation functions to generate feature representations.  

The input images are sized at 256 × 208 pixels and one channel (grayscale image). The encoder 

comprises repeated applications of two 3 × 3 convolutions with 2- pixel strides, except for the 

last block, which includes a single convolutional layer. A ReLU activation layer and dropout 

operation are applied. The second convolutional layer is followed by a ReLU activation layer 

and a 2 × 2 max-pooling operation, reducing the spatial size to minimize computational 

cost and memory usage. The number of convolutional filters increases from 16 to 256 

across blocks, enabling discernment of hierarchical relationships in MR images. 

Training the network 

The U-Net models proposed in this study are equipped with 2D convolutions and exclusively 

support 2D input images. Following data preprocessing, the combined number of 2D images 

across all datasets amounted to approximately 6732 slices for both MRI and CT images. The 

model's trainable parameters, comprising weights and biases, were initialized utilizing the 

variance scaling distribution technique. To optimize model performance, the Adam 

optimization algorithm was employed with a learning rate of 0.0001, aiming to minimize the 

Mean Absolute Error (MAE) loss function for both networks. The training encompassed 100 

epochs, resulting in a total of 9900 iterations for the attention U-Net and 8800 iterations for 

the standard U-Net. This epoch count was determined sufficient to attain convergence in 

training loss. Evaluation of the quality of generated CT images produced by the standard U-

Net and attention U-Net architectures involved a thorough analysis against ground-truth 

images, utilizing four pixel-wise metrics: Mean Absolute Error (MAE), Mean Squared Error 

(MSE), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM). These 

metrics offer a comprehensive assessment, encompassing both quantitative and qualitative 

disparities that emulate human perception. 

Results and discussion 

The assessment of CT image quality generated by both the standard U-Net and attention U-

Net architectures was conducted through a comprehensive evaluation against ground- truth 

images, employing four pixel-wise metrics. These metrics provide a holistic assessment,  
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encompassing both quantitative and qualitative aspects akin to human perception. The 

quantitative evaluation of pseudo-CT images in comparison to ground- truth images is 

delineated in Table 1, showcasing the performance of each network on the test dataset across 

the MSE, MAE, SSIM, and PSNR evaluation metrics. Lower MAE/MSE values and higher 

PSNR/SSIM values signify superior outcomes, wherein the attention U- Net demonstrates 

enhanced performance across all metrics. 

 

Table 1. Quantitative results of pseudo-CT images using standard U-Net compared with the attention 

U-Net images evaluated using PSNR, MAE, MSE, and SSIM metrics on the test dataset. 

 

 PSNR MAE MSE SSIM 

 
Standard U-Net 

 
15.263±4.006 

 
0.141±0.083 

 
0.049±0.033 

 
0.485±0.27 

Attention U-Net 16.275±9.423 0.134±0.081 0.042±0.032 0.513±0.239 

 

 

The findings of pseudo-CT images produced by standard U-Net and attention U-Net 

architectures are delineated. Visual comparisons between pseudo-CT images and their 

corresponding ground-truth counterparts are illustrated in Figure 1, representing a single 

example patient within the testing dataset. Notably, upon visual examination, pseudo-CT 

images generated by the attention U-Net exhibit enhanced fidelity, closely resembling their 

authentic counterparts to the extent of being nearly indistinguishable. 
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Fig. 1. The comparison of pseudo-CT images generated using a standard U-Net (bottom) and attention 

U-Net (top) for one subject on a test dataset. From left to right: input MR image (source  

 

image); ground-truth/real CT image (real image); pseudo-CT image (predicted image), as can be seen, 

attention U-Net predicts better pseudo-CT image. 

Figure 2 depicts the learning curves of both U-Net models utilized in our study. Observing the 

graph, it is evident that both standard U-Net and attention U-Net exhibit comparable 

performance across both the training and validation datasets. The training curves exhibit a 

consistent downward trajectory until reaching stabilization, indicative of convergence within 

the selected 100 epochs. thereby underscoring the robust generalizability of our model for 

MRI to pseudo-CT translation. Moreover, this observation indicates that both models were 

adequately fitted to the data. 
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Fig. 2. A plot of the training loss versus validation loss over the number of epochs for standard U- Net 

(left) and attention U-Net (right). The training learning curve shows the goodness of the model’s 

learning, whereas the validation learning curve shows the goodness of the model’s generalization. 

 

Conclusions 

PET-MRI integration holds promise in medical imaging despite challenges like attenuation 

correction. DL, particularly U-Net architectures, offer solutions by generating pseudo-CT 

images from MRIs. Our study compares standard U-Net and Attention U-Net models, finding 

Attention U-Net excels in complex scenarios. 
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ABSTRACT 

Today, radionuclides are widely used in positron emission tomography (PET) procedures to 

detect various malignancies. 89Zr, an emerging PET radionuclide with special physical 

properties, has been known as an ideal candidate for use in the procedure sometimes termed 

immunoPET. This study aimed to produce 89Zr radionuclide with high specific activity, and 

high chemical, radiochemical, and radionuclide purities appropriate for the development of 

new radioimmunoconjugates. 89Y(p,n)89Zr nuclear reaction was considered the best choice for 

the production of 89Zr radionuclide in a 30 MeV cyclotron. The level density model was 

considered to calculate the reaction cross sections using TALYS-1.8 and ALICE-91. 330 mg 

Y2O3 powder was pressed in an aluminum pellet (diameter = 11 mm; thickness = 0.8 mm) and 

was used as a target holder and the target was covered by a high-purity aluminum foil. 89Y2O3 

pellet target was bombarded with 14 MeV proton energy for 125 µA.h. The irradiated target 

was washed with HCl solution (6 M) as the primary solvent. 89Zr was separated from the target 

via ZR resin. The chemical purity of the final solution was checked by inductively coupled 

plasma spectrometry. The radiochemical purity assessed by a radionuclidic purity was assessed 

by an instant thin layer chromatography (ITLC) method. A high-purity germanium detector 

was utilized for radionuclide purity assessment. 89Zr radionuclide was prepared with a high 

specific activity of 344.1 MBq/µg. The chemical purity assessment of the final solution showed 

the total amount of the metal ions < 0.1 ppm. The radiochemical purity of the solution was 

higher than 99%. The radionuclidic purity was measured more than 99.99 %. The results of 

this study showed the 89Zr radionuclide can be produced with high chemical, radiochemical, 

and radionuclidic purities. These features as well as the possibility of high specific activity 
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production of 89Zr promise the possible preparation of novel 89Zr-based radiopharmaceuticals 

in the country. 

Keywords: 89Zr, positron emission tomography, TALYS, ALICE, 

INTRODUCTION 

In several fields, especially in medicine, radionuclides have been utilized, but positron 

emission tomography (PET) radionuclides with short half-lives like 11C, 13N, 15O,18F, etc., 

cannot be utilized for long-term PET studies, such as analyzing the kinetics of antibodies. For 

more than four decades, antibodies labeled with radioactive substances have been utilized to 

detect tumors. Recently, they have been explored as a promising area for molecular imaging. 

A technique called immunoPET combines monoclonal antibodies' high specificity for antigens 

with the high sensitivity of PET imaging to enable precise imaging of a broad range of illnesses, 

including tumors. 

The unique physical characteristics of the 89Zr radionuclide make it an excellent choice for 

immunoPET imaging, due to its long half-life (T1/2 = 78.41 h) and low-energy positrons (EC = 

76.6%, β+ = 22.3%, Emax(β
+) = 897 keV, Eave(β

+) = 397 keV, Rave(β
+) = 1.18 mm, Eγ = 908.9 

keV, Iγ =100%) that result in high-resolution PET images. Additionally, 89Zr-based 

radioligands are safer to handle, more stable in vivo, and provide higher image resolution with 

lower absorbed dose compared to 124I-based radioligands, making it a more suitable choice for 

immunoPET imaging. 

Trials based on 89Zr-radiopharmaceuticals have been conducted using different compounds 

such as trastuzumab, bevacizumab, cetuximab, rituximab, NMOTO53OA, ibritumomab-

tiuxetan, cmAb U36, and Hu-J591 MoAb, which have shown a remarkable ability to detect 

various types of tumors with high accuracy, resolution, and signal-to-noise ratio. Therefore, 

89Zr-based radioimmunopharmaceuticals can be considered the effective imaging tools for 

identifying tumor-associated antigens. 

Zirconium-89 is typically generated through the bombardment of mono-isotopic natural 

yttrium using the 89Y(p,n)89Zr nuclear reaction method at a biomedical cyclotron. A small-

scale experimental production of 89Zr has been reported in the country, with a maximum 

activity of 74 MBq. The country has produced a small amount of 89Zr experimentally, but they 
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have not reported the degree of purity in terms of chemical and radiochemical properties. For 

using this radionuclide in medical imaging, it is necessary to produce it with high levels of 

chemical, radiochemical, and radionuclide purity, and at an appropriate activity level to label 

it with antibodies, peptides, or other small molecules. Given the unique physical properties of 

89Zr, this recently emergimg radioactive isotope has become critical in creating new imaging 

agents for immunoPET procedures. The objective of this research was to generate 89Zr with 

high specific activity, as well as high levels of chemical, radiochemical, and radionuclide purity 

suitable for the production of novel radioimmunoconjugates for medical applications. 

MATERIALS AND METHODS 

The computational studies were conducted using TALYS-1.8 and ALICE-91 codes. To 

produce 89Zr, a 30 MeV Cyclone-30 was used, and the ZR resin was bought from TrisKem Co. 

(France). All chemical reagents, including Y2O3 powder with a 99.99% trace metals basis, were 

obtained from Sigma Aldrich (Heidelberg, Germany). 

Radio-chromatography was conducted using Whatman No. 1 paper (Whatman, U.K.) and a 

thin-layer chromatography scanner (Bioscan AR2000, Paris, France). The N-type coaxial high-

purity germanium (HPGe) detector (NIGC-4020) coupled with a multichannel analyzer card 

system (NIGC1040-, DSG, GMBH) was used to measure the activity of the samples.  

Computational studies 

The cross-section analysis of the 89Y(p,n)89Zr reaction was performed using TALYS-1.8 and 

ALICE-91 codes to identify the most effective energy range for 89Zr production. The level 

density model was utilized in the computation of the cross-section. 

Experimental studies 

Production and quality control of [89Zr]Zr-oxalic acid 

The Y2O3 target was produced by pressing of 330 mg powder in an aluminum pellet with 11 

mm diameter and 0.8 mm thickness. The target was irradiated by 14 MeV protons with a 

current of 25 µA for 5 h. The irradiated target was washed via a 6 M HCl solution for five 

times. A preconditioned column filled by 200 mg of ZR resin (TrisKem) used to separate the 

89Zr from natY target. The column was washed four times with a 2.5 mL of HCl solution and 
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2.5 mL of water, and eventually, 1.5 mL of 1.0 M oxalic acid solution was used to obtain [89Zr] 

Zr-oxalate. 

To assess the radionuclide purity of the final preparation, the activity of each sample was 

determined by calculating the area under the energy peak of a 908.9 keV gamma ray using 

Equation (1). 

𝐴 =
𝑁

𝜀𝛾𝑡𝑠𝐾1𝐾2𝐾3𝐾4𝐾5
                                                           (1) 

Where ε is the efficiency of the detector in the photo-peak, γ is the probability of photo-peak 

emission, ts is the live time of collecting the sample spectrum in seconds, k1, k2, k3, k4 and k5 

are the correction factors and N is the net area under the corresponding photo-peak and in the 

form of equation (2) is calculated: 

𝑁 = 𝑁𝑠
𝑡𝑠
𝑡𝑏
𝑁𝑏                                                                          (2) 

Where Ns is the area under the net peak in the sample spectrum, Nb is the area of the 

corresponding net peak in the background spectrum, and ts and tb are the live time of collecting 

the sample spectrum and the background spectrum in seconds, respectively. 

The final solution was analyzed for any chemical impurity using the ICP-OES method, and the 

radiochemical purity was examined through the instant thin-layer chromatography (ITLC) 

method. The mobile phase used for ITLC was 20 mM citric acid, and the Whatman paper was 

chosen as the stationary phase. 

RESULTS and DISCUSSION 

Computational studies  

The cross-section of 89Y(p, n)89Zr reaction, calculated by Alice-91 and TALYS-1.8 codes cross 

(Fig.3), showed the maximum cross-section will occur approximately in proton energies 

between 13-15. However, other calculation for undesirable radionuclides that may produce by 

the proton irradiation of yttrium target, obtained by ALICE and TALYS codes, demonstrated 

the best proton energy for 89Zr is below than 15 MeV. 
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Fig. 1. 89Y (p, n) 89Zr reaction cross-sections obtained by Alice-91 and TALYS-1.8 codes. 

 

Quality control of the final product 

The gamma-ray spectrometry of the final product showed two significant photons originated 

from 89Zr, and a radionuclide purity of over 99.99% was obtained (Fig. 2). The ICP-OES 

method was used to measure the quantity of metal ions demonstrated the total amount of metal 

ions was below 0.1 ppm. The ITLC method was utilized to investigate the radiochemical purity, 

which indicated that the purity level was over 99% (Fig.3). 
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Fig. 2. Gamma spectrometry of the final [89Zr] Zr-oxalate solution  

 

Figure 2. ITLC chromatogram of [89Zr] Zr-oxalate solution using Whatman No.1 paper and 20 mM 

citric acid 
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CONCLUSION 

The process of producing 89Zr was carried out in this research study using a 30 MeV cyclotron 

through the 89Y (p, n)89Zr reaction. After five hours of proton bombardment of 89Y2O3 pellet 

target with a current of 25 µA, more than 3000 MBq 89Zr was obtained with a radionuclidic 

purity above 99.99%, while the quantity of metal ions in the solution was less than 0.1 ppm. 

The study results confirmed that this process can be used to create high-purity 89Zr-based 

radiopharmaceuticals with appropriate activity. 
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Abstract 

The early detection of cancer, as the most common cause of the death worldwide, can 

effectively reduce the mortality associated with this fatal disease. Monoclonal antibody-based 

radiopharmaceuticals are recognized as effective agents for the primary diagnosis of cancers.  

The estimation of human absorbed dose using animal data is a common first step and a 

prerequisite which largely satisfies the (International Commission on Radiological Protection) 

ICRP 62 recommendations. This research aimed to estimate the human absorbed dose of 

Cetuximab labeled 89Zr as a new emerging radiopharmaceutical which can target several 

cancers overexpressed epidermal growth factor receptors (EGFRs). 89Zr-Anti-EGFR complex 

was prepared at the optimized conditions with radiochemical purity > 99%. 100 μL (100 µCi) 

of the final prepared complex was injected into the EGFR expressing tumor-bearing mice. The 

absorbed dose of human organs was calculated according to the animals’ data utilizing the 

radiation absorbed dose assessment resource (RADAR) and the relative mass extrapolation 

methods. The results demonstrated that the most remained activity in the mouse body 

accumulated in the tumor site. Considerable accumulation was also visible in other non-target 

organs like liver, kidney, spleen, and lung, similar to the other studies on the radiolabeled 

antibodies. The liver was received the highest absorbed dose (0.94 mGy.MBq-1). Generally, it 

can be concluded this radiopharmaceutical is a safe and suitable PET agent for imaging of 

EGFR-expressing tumors. 

 Keywords: 89Zr, epidermal growth factor receptors, radiation absorbed dose assessment 

resource 
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INTRODUCTION 

From the beginning of the 20th century, it became increasingly clear that early detection of 

many cancers leads to reduced metastasis, faster treatment, and a reduction in patient mortality. 

Monoclonal antibody(mAb) is obtained from a cell lineage created by white blood cells, and 

they trace back to their special parent cells. mAbs are used in the treatment of inflammatory 

and cancer diseases.   

Cetuximab is a mAb used for treatment of metastatic colorectal and head and neck cancers. 

Furthermore, it can be used for the diagnosis and detection of tumors with epidermal growth 

factor receptors (EGFR) overexpression. So, cetuximab labeled with diagnostic radionuclides 

can produce effective agents for the primary diagnosis of cancers with EGFR expression.   

Positron emission tomography (PET) imaging is a sensitive procedure which can give the 

information in cellular level. Positron-emitting radionuclides such as fluorine-18 (18F) (Eβ+max= 

634 keV, half- life= 1.83 h), carbon-11 (11C) (Eβ+max= 960 keV, half- life= 20.36 min), 

zirconium-89 (89Zr) (Eβ+max= 902 keV, half- life= 3.27 days), gallium-68 (68Ga) (Eβ+max= 1899 

keV, half- life= 67.83 min), and copper-64 (64Cu) (Eβ+max= 656 keV, half- life= 12.70 h) are 

widely used for PET imaging. Among the radionuclides used for PET imaging, 89Zr has a good 

serum stability in complexation with mAbs.  

The estimation of absorbed dose of a radiolabeled compound based on the animal data is the 

first step of developing new radiopharmaceuticals.   

Also, the half-life of 89Zr is long enough to matched with the half-life of mAbs, which allows 

for capturing images at late time points. and 89 Zr and the estimation of human absorbed dose 

using animal data is a common first step and a prerequisite that largely satisfies the 

(International Commission on Radiological Protection) ICRP 62 recommendations. This 

research aimed to estimate the human-absorbed dose of Cetuximab labeled 89Zr as a new 

emerging. 

EXPERIMENTAL 

Quality control of 89Zr 

The radionuclidic purity of the final 89Zr product was measured by an HPGe detector, showing 

the purity > 99.99 %. The radiochemical purity of the final solution was greater than 99%. 

Also, the chemical purity assessment demonstrated yttrium and aluminium impurities less than 

0.1 ppm. 
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Labeling of DFO-Anti-EGFR with 89Zr 

Labelling of DFO-Cetuximab was performed in optimized conditions. Briefly, 1 M oxalic acid 

(200 µL) and 2 M Na2CO3 (100 µL) were added to a borosilicate vial containing 37 MBq 

[89Zr]Zr oxalic acid. To obtained the optimized conditions, various amount of the cetuximab 

(0.5-2 mg) and HEPES buffer were added to the reaction vial and the radiochemical purity of 

the radiolabeled complex was investigated in different intervals by the RTLC (Whatman paper 

and 20 mM citric acid (pH=4.5).  the final preparation was passed from the PD-10 column for 

further purification. 

Stability studies of [89Zr]-Anti-EGFR 

The radiolabeled complex (150 µL) was added to the PBS buffer (4°C) and human serum 

(37°C) and stability was investigated by measuring the radiochemical purity in intervals times 

including 2, 4, 24, and 48 h. 

Biodistribution and Imaging studies of [89Zr]Zr-Anti-EGFR in the tumor-bearing mice 

89Zr-DFO-Anti-EGFR (100 µCi) was injected into the tumor-bearing nude mice. The mice 

were anatomized after injection at different intervals, and the activity of each organ was 

measured based on the energy peak of 908.9 keV gamma ray. The percentage of the injected 

dose per gram (%ID/g) for different organs was calculated by dividing the activity amount of 

each tissue (A) to the non-decay corrected injected activity and the mass of each organ.  

%ID=
A

injected activity×Tissue weight(g)
× 100                                             (1) 

Dosimetry studies  

The accumulated activity in each human organ was estimated using the accumulated activity 

in each animal organ using Eq. 2, presented by Sparks et al.  

A human organ= A animal organ 

human human

animal animal

OrganMass / BodyMass

OrganMass / BodyMass
            (2) 

The human organ absorbed dose after 89Zr-Anti-EGFR injection was estimated by the MIRD 

method using the dose factors (DFs) reported in OLINDA/EXM software (Version 2.1).  
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Results and discussion 

Production and quality control of 89Zr 

The gamma spectrum of 89Zr exhibited two primary photons that originated from 89Zr. The 

radiochemical purity was demonstrated and it was > 99%. The ICP-OES method determined 

the amount of metal ions in the final solution. The total impurity level of metal ions in the final 

solution was less than 0.1 ppm. 

Labeling optimization and stability studies 

DFO-Cetuximab was labelled with 89Zr at optimized conditions. Finally, the radiolabelled 

complex was prepared with radiochemical purity of higher than 99% by the RTLC method. 

The stability of 89Zr-DFO-Anti-EGFR in  PBS buffer (in vitro) and freshly prepared human 

serum (ex vivo) was assessed for 48 h after preparation.   The RCP in different intervals shows  

96the purity higher than % even after 48 h.  

Dosimetry studies 

The non-decay corrected percentage of injected activity per gram after injection of 89Zr-DFO-

Anti-EGFR has been demonstrated in Fig. 1. The equivalent absorbed dose of human organs 

after 89Zr-DFO-Anti-EGFR injection has been indicated in Fig.2. The highest amount of the 

absorbed dose was observed in the liver with 0.94 mGy.MBq-1.  
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Fig.1. Non-decay corrected clearance curves of the animals’ organs after injection of 89Zr-DFO-nti-

EGFR  

 

 
Fig.2.  Equivalent absorbed dose of human organs after injection of 89Zr-DFO- Anti-EGFR 
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In this study, [89Zr]Zr-Anti-EGFR was prepared with radiochemical purity of >99% as an 

agent for PET imaging. The complex had high stability in PBS buffer and in human serum 

for at least 48 h. The absorbed dose of human organs was estimated based on the mice 

biodistribution data, showing liver is received the highest absorbed dose after injection of 

[89Zr]Zr-Anti-EGFR and can be considered as the dose limiting organ 
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Abstract  

The use of 111In in nuclear medicine for tumor imaging, labeling of lymphocytes, platelets, 

monoclonal antibodies and many others has been known for a long time. The most widely 

production route of 111In is bombardment of highly enriched 112Cd targets with protons relying 

on the nuclear reaction of 112Cd (p, 2n)111In. Cadmium targets for radioindium production are 

commonly prepared by electroplating thin layers of cadmium-112 over a copper substrate. 

After dissolving the surface of the irradiated cadmium target, the solution was passed through 

a cation exchange column, containing AG 50W-X8 resin, and indium was separated from 

cadmium and copper impurities by using a simple two stage procedure. In this work, a simple 

ion exchange procedure was developed for the recovery of remained enriched cadmium from 

natural copper impurity which can be used for the preparation of new targets. AG1-X8 resin 

was employed and several parameters which could affect the magnitude of separation of 

cadmium from copper, were examined. The amount of cadmium and copper ions in the final 

solution were measured by polarographic method. The results of experiments showed that 

cadmium ions were quantitatively recovered. 

Keywords: enriched cadmium recovery, Indium-111, separation of cadmium from copper, ion 

exchange resin, nuclear medicine. 

INTRODUCTION 

The use of 111In in diagnostic nuclear medicine has been known for a long time. It has favorable 

decay characteristics and emits two intense 𝛾-rays that are in the preferred energy range for 

SPECT. Since its early application in labelling of blood platelets, useful for localization of 

inflammation, it has evolved into a tumor and receptor imaging agent when coupled to 

antibodies. Apart from its continued use for targeting neuroendocrine tumors, examples of 

ongoing new interests in clinical use of 111In are still appearing [1,2]. Indium-111 can be 

produced by compact medical cyclotrons through the 111Cd(p,n)111In nuclear reaction, but a 
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significantly higher yield and lower impurities can be obtained through the irradiation of 

enriched 112Cd by proton. Cadmium targets are commonly prepared by electroplating thin 

layers of cadmium-112 over a copper substrate [3-5]. When the enriched cadmium was used, 

separation of remained enriched cadmium from dissolved cadmium target solution could be 

important. Several chemical methods have been described for separation and purification of 

cadmium. Solvent extraction technique was used for separation of Cd from Cu targets  [6-7]. In 

addition, ion-exchange resins were extensively used to separate Cd from Cu. Aardaneh et al. 

and Sadeghi et al. used AG1-X10 and AG1-X8 resins for the separation of nanogram amounts 

of cadmium (109Cd) from other impurity (Ag, Cu) [8-9].  

In this study, experiments were carried out to develop a more simple and efficient 

approach toward radiochemical separation of cadmium from copper. The ability of AG1- X8 

resin was considered for this separation because cadmium forms many stable anionic 

complexes, at small amount of the reagent in the eluting medium.  

EXPERIMENTAL 

Reagents and equipment 

A Metrohm 757 polarograph instrument was used for determination of cadmium and copper. 

The AG1-X8 strong base anion-exchange resin (100–200 mesh, Cl- form) was supplied by Bio-

Rad laboratories. All other chemicals were analytical grade and were purchased from Merck. 

Ion-exchange chromatography 

Indium-111 was produced by irradiating a target, made of enriched cadmium electroplated on 

a copper backing. The electroplated cadmium target on the copper substrate was dissolved with 

HBr until the cadmium layer dissolved completely. Through dissolving the target some copper 

is dissolved in the solution. Then the solution was passed through a cation exchange Dowex 

50 WX8 resin, preconditioned by conc. HBr (Indium was adsorbed and cadmium and copper 

were passed). The resin was then washed by an HBr solution. In order to remove the unwanted 

impurities of Cd and Cu. 111In was eluted with HCl 1 M as 111InCl3. After separation of 111In, 

the solution containing of the enriched cadmium and natural copper was evaporated almost to 

dryness. The residue was dissolved in HCl.  

For separation of remained enriched cadmium from dissolved cadmium target solution, the 

Plexiglas column (a bed of 1.5 cm2 i.d., 10 cm in length) was packed with the AG1-X8 (100–

200 mesh, Cl- form) anion-exchange resin and conditioned with 100 ml of 6 M HCl at a flow 
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rate of 2 ml/min using a peristaltic pump. In the second step, this solution was loaded onto a 

column was packed with AG1-X8 resin using the slurry-packing technique. 112Cd is separated 

from copper on an anion-exchange column (Dowex 1×8). 112Cd and copper was retained in the 

column. Eluant solutions of HBr, HCl and HNO3 were used for the recovery of cadmium from 

the resin. The amount of cadmium and copper ions in the solutions before and after separation 

were measured by polarographic method. The process followed by washing resin with 50 ml 

of 2 M HCl for elution of copper ions.  

RESULTS AND DISCUSSION 

The effect of molarity of HCl on cadmium and copper adsorption on resin  

 As said before, after separation of 111In, the solution containing of the enriched cadmium and 

natural copper was evaporated almost to dryness and then the residue was dissolved in HCl. 

The adjustment of HCl concentration is very important because the separation of various metal 

ions by anion exchange is based on the formation of metal chloride complex anions in HCl 

media and their different distribution coefficients between the resin phase. The chloride ion 

concentration in the aqueous phase and hence, the molarity of the hydrochloric acid has an 

intense influence on the separability of the complexes. The retention of 112Cd and copper in 

different HCl concentrations were investigated. The results of experiments are shown that at 

low concentration of HCl adsorption of cadmium and copper on resin due to very poor 

formation probability of chloro complexes of Cd and Cu was negligible. 6 M HCl is the most 

suitable concentration because polarographic test on solution passed from column, indicates 

no copper and cadmium ions in that solution. 

Effect of eluent type 

Various eluents such as HBr, HCl and HNO3 were examined to desorption of cadmium and 

copper from AG1-X8 (100–200 mesh, Cl- form) anion-exchange resin column. Based on the 

results, the recovery values for cadmium ions were quantitative (higher than 95%) with 1 M of 

HNO3 acid and Copper was eluted with 2M HCl (20 ml) from column at the end of the 

separation process. 
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Table 1 .effect of eluent for elution of Cd  

 

 

 

 

 

 

 

 

Flow rates 

The influences of the flow rates of eluent solutions on the desorption of copper and cadmium 

were also investigated keeping other conditions constant. The effects of the flow rates of eluent 

solutions were quantitative in the range of 1.0–3.0 mL/min. Due to these data; all the studies 

were carried out at a flow rate of 2.0 mL/min. 

Effect of resin weight 

Different amounts of AG1-X8 (100–200 mesh, Cl- form) anion exchange resin was used for 

the adsorption of cadmium. The adsorption percentage increased with increasing amount of 

resin and the optimum weight for complete adsorption of cadmium was 5 g.  

 

 
  

CONCLUSION  

A new, simple, rapid, reliable and highly sensitive method was developed for recovery of 

remained enriched cadmium from dissolved cadmium target solution by using AG1-X8 anion 

exchange resin. 112Cd can be quantitatively recovered and separated from copper with a 

recovery yield of greater than 95%. Thus, Cu can be washed efficiently from the column in the 

first stage using 2M HCl, and finally 112Cd can be separated efficiently using 1 M HNO3. 
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Abstract 

Alzheimer's disease (AD) is a pressing global issue that causes progressive damage to brain 

cells, leading to memory and cognitive impairments in a significant portion of the global 

dementia population of 131.5 million individuals. Early detection is critical for effective AD 

treatment, as 10-15% of patients transition from the Mild cognitive impairment (MCI) stage to 

AD. However, the commonly prescribed cholinesterase inhibitors such as Galantamine, 

Rivastigmine, and Donepezil, which lack curative potential, are not recommended for MCI 

patients. While the modulation of neuroinflammation has been extensively studied, recent 

evidence suggests that Low-Dose Radiation Therapy (LD-RT) may have anti-amyloid and anti-

inflammatory effects, warranting further investigation. This comprehensive review delves into 

the prospective utility of RT as a non-pharmacological modality for the treatment of AD, with 

a particular emphasis on critical parameters including cumulative dosage, fractionation 

schemes, and post-treatment surveillance intervals. While the efficacy of RT in all instances 

remains equivocal, the primary objective of this investigation is to elucidate novel 

radiotherapeutic strategies that have hitherto received scant attention within the realm of AD 

management. 

Keywords: Alzheimer's Disease, Mild Cognitive Impairment, amyloid-beta aggregation, Low-

Dose Radiation Therapy, non-pharmaceutical 

1.Introduction 

The prevalence of dementia is projected to reach 74.7 million individuals by 2030, with 

estimates indicating a rise to 131.5 million by 2050 as per the World Health Organization's 

findings [1] with this number being expected to double every 20 years . This escalation suggests 

a trend in which the number of cases is anticipated to double every two decades [2]. The 

primary pathological indicators of AD are extracellular amyloid β-peptide (Aβ) fibrils plaques 

as the main component of senile plaques, and intracellular neurofibrillary tangles (NFT) 

formed by phosphorylated tau protein [3].  

The presence of specific hallmarks in certain brain regions can lead to dysfunction and 

inflammation, accelerating AD progression [4]. While pharmaceutical therapies are commonly 
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used to treat patients with AD, recent studies have also explored the potential use of RT - 

typically a mainstay treatment for cancer - as a novel and relatively understudied approach in 

the context of AD [5]. In AD treatment, the total dose administered is relatively low compared 

to oncological therapies, although the dose per fraction remains consistent with conventional 

doses ranging from 1.8 to 2 Gray (Gy) [5]. This review article explores the potential of 

radiotherapy as a non-pharmaceutical approach to treat AD, focusing on aspects such as total 

dosage, number of fractions, and follow-up duration. Although not all cases have yielded 

promising results, this research aims to shed light on current radiotherapy approaches that have 

been less discussed in the context of AD treatment. The remainder of this article is divided into 

three sections: 

- Section 2 covers the three primary Neuropathological Hallmarks that contribute to AD, as 

well as the symptoms present at each stage of the disease progression. 

- Section 3 categorizes various clinical (phases I, II, and III) and pre-clinical studies conducted 

to assess the efficacy of LDRT in Alzheimer’s patients. 

- Section 4 presents the conclusion drawn from the collected data. 

 

2. Alzheimer’s Disease’s Neuropathological Hallmarks 

Therapeutic approaches for AD can be classified into three main groups based on targeting 

these blood-based biomarkers: extracellular anti-amyloid beta, anti-tau protein, and anti-

neuroinflammation interventions [3]. 

(2.1.) Amyloid-beta hypothesis 

Aβ’s identification as the primary component of constituent of meningovascular amyloid by 

George Glenner and Caine Wong in 1984 [6] was a breakthrough which marked a pivotal 

moment in the advancement of AD research, shedding light on its fundamental mechanism. Aβ 

plaques evolve through five phases in different brain regions [4]: 1. neocortex, 2. limbic regions 

including entorhinal cortex, subiculum, amygdala, and cingulate gyrus, 3. subcortical areas, 

brainstem, and 5. cerebellar cortex. In clinical settings, Aβ peptides are most frequently 

measured in the cerebrospinal fluid (CSF) or through brain imaging of Aβ fibrils with positron 

emission tomography (PET) using different Aβ-binding tracers [7]. 
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(2.2.) Tau hypothesis 

Alois Alzheimer (1907) was the first who described the NFT in the soma of cortical neurons in 

51-years old women who had had a 5-year history of progressive dementia [8]. Tau is initially 

deposited in the medial temporal lobe memory system, spreading from the trans entorhinal 

cortex to the hippocampus and the Para hippocampal cortex and, finally, to other brain regions 

[9]. 

 

(2.3.) Neuroinflammation 

A therapeutic intervention targeting Aβ clearance has shown effectiveness in reducing Aβ 

levels in animal and human studies but has not significantly altered the progression of 

Alzheimer's Disease, according to research [10]. Misfolded proteins bind to receptors on 

microglia and astroglia, triggering an immune response that includes inflammation [11]. 

Neuroinflammation is characterized by reactive astrocytes and activated microglia, which are 

involved in both the accumulation and removal of Aβ [12]. Neuroinflammation caused by 

increased expression of cytokines and activated microglia in the neurogenic zone of the dentate 

gyrus of the hippocampus [13]. According to the bi-phasic dose-response model [14], 

stimulating innate Adaptive Protection Systems (APS) helps organisms fight DNA damage 

from oxidative stress [15] at doses between 0.1 to 0.5 Gy, below the 3 Gy threshold in cancer 

radiotherapy [16]. Kaul et al. [17] found that LDRT has anti-inflammatory effects in animals 

and humans. RT is one of the numerous treatments known to have an anti-inflammatory effect 

[18]. Administering the dose in small fractions induced fewer negative effects in normal brain 

tissue [19]. 

 

(2.4.) Neuropsychiatric Symptoms in patients and stage-based pharmaceutical therapies 

AD pathology involves synaptic and neuronal disruption [20], leading to progressive neuron 

loss, cognitive symptoms, including memory issues, and neuropsychiatric symptoms (NPS) 

[21]. Donepezil is the only acetylcholinesterase inhibitor that has been licensed for use in all 

stages of AD [22], other acetylcholinesterase inhibitors are: Tacrine, Rivastigmine and 

Galantamine. In 2024, a study led by Twitto-Greenberg et al. [23] delved into the effectiveness 

of utilizing a 9-cis beta-carotene (9CBC)-rich powder as a preventive treatment on two mouse 

models (Tg2576 and 5xFAD) of AD out of three. The study found improvements in memory 

and decreased Alzheimer's markers. In 2020, 441 drugs were in development for AD, targeting 
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Aβ (n = 72), followed by inflammation (n = 56), neurotransmitters and receptors (n = 49), and 

tau (n = 44) [24]. Some of the Food and Drug Administration (FDA)-approved pharmaceutical 

strategies for managing AD have been organized in Table 1. Based on the collected data, there 

is no clear correlation between the increase in administered dosage and the improvement in 

cognitive function among patients. 

3. Case Study Reports of The Potential Therapeutic Effects of Low-Dose Ionizing 

Radiation in Alzheimer's Disease 

The discovery of X-rays was followed by a variety of attempts to treat infectious diseases and 

various other non-cancer diseases with ionizing radiation [25]. RT, one of the main treatments 

for cancer, has 

been recently studied in the context of AD. By disrupting hydrogen bonds [26] and 

depolymerizing radiation-sensitive molecules like glycosaminoglycan, LDRT induces an anti-

amyloid effect on the beta-sheet structure of amyloid fibrils. 

Table1. Some of the FDA-approved pharmaceutical strategies for managing Alzheimer's 

disease 

 

Drug Name 

 

Drug 

Type 

 

Number of Participants 

 

 

Administrated 

Dose 

 

Mechanism 

of Action 

 

(Possible) 

Side 

Effects 

Study 

Durati

on 

(mont

h) 

 

Results 

 

Authors 

(year) 

Treatment Placebo Total 

 

Aducanumab 

 

Disease 

modifying 

treatment 

 

1120 

 

548 

 

1638 

 

3 or 6 (LD 

receivers) or 10 

(HD receivers) 

mg/Kg* 

 

Targets Beta-

Amyloid 

Headache 

and fall, 

dizziness, 

ARIA 

 

17.95 

71% 

decrease 

in amyloid 

PET 

SUVR 

Budd 

Haeberlein 

et al. (2022) 

[27] 

 

 

Lecanemab 

 

 

Disease 

modifying 

treatment 

 

 

898 

 

 

897 

 

 

1795 

 

 

10 mg/Kg 

receivers 

 

 

Targets Beta-

Amyloid 

Headache 

and fall, 

dizziness, 

ARIA 

 

 

18 

59.1% 

decrease 

in 

Centoloid 

brain 

amyloid 

burden 

 

 

Van Dyck et 

al. (2023) 

[28] 

 

 

Donepezil 

 

Cognitive 

symptoms 

treatment 

 

31 

 

29 

 

60 

 

5 mg/day and 10 

mg/day after 4 

weeks 

 

Cholines 

terase 

Inhibitor 

Diarrhea, 

nausea, 

headache, 

dizziness 

 

6 

Improvem

ent in dual 

task gait 

speed and 

DTC 

Montero‐ 

Odasso et 

al. (2019) 

[29] 

Abbreviations: LD, Low Dose Receivers; HD, High Dose Receivers; SUVR, Standardized Uptake 

Value Ratio; DTC, Dual-task cost; *Kg of Body Weigh 
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(3.1.) Preclinical studies: Animal models and in-vitro investigations 

In their study [Kim et al., 30], findings from in-vivo and in-vitro investigations indicate that 

low dose ionizing radiation (LDIR) not only targets pathogenic proteins like Aβ (in comparison 

to sham-treated 5XFAD mice, LDIR-treated 5XFAD mice exhibited significant decrease in Aβ-

positive area in both cerebral cortex and hippocampus), but also induces a shift in microglial 

cell phenotype. This shift leads to a decrease in pro-inflammatory cytokines and an increase in 

anti-inflammatory cytokines within the 5xFAD mice brain tissue treated with LDRT, along 

with improvements in learning and memory skills [30]. Since 2016, several studies on LDRT 

for subjects with AD and animal models of AD were reported from several groups [31]. In their 

study published in [33, 34], Marples et al. discovered a substantial decrease in both the quantity 

and size of amyloid-beta plaques in male mice following head-only X-ray (160 kVp) with dose 

rate of 0.69 Gy/min fractionated irradiation. The reduction levels were as follows: 29.3% with 

a single 5Gy dose, 45.7% with a single 10Gy dose, 56.9% with a single 15 Gy dose, 50.6% 

with fractionated 1Gy daily for 10 days, and an impressive 72% with fractionated 2Gy daily 

for 10 days. Notably, significant differences were observed between the sham-RT group (group 

1) and the group exposed to five fractions of 2Gy radiation (group 2) eight weeks post-

treatment, with statistically significant results (p = 0.002 for reduced numbers, p = 0.01 for 

reduced plaque size). O’Banion et al. [18] discovered that male APP/PS1 mice exposed to 1 

Gy 56Fe irradiation exhibited more severe cognitive impairment and reduced Aβ plaque 

deposition compared to non-irradiated APP/PS1 mice.  Wilson and colleagues [13] observed a 

20% reduction in Tau tangles and a significant decrease in amyloid-beta burden in the right 

side of the murine model at the study endpoint, which was 8 weeks after daily exposure to 5 

Gy x 2 using a 2-beam treatment plan. The treatment beams were delivered using a variable 

collimator with size adjustments for each mouse [13]. However, another study [35] found no 

significant impact on the accumulation of amyloid-beta or tau. In their study, Yang et al. [36] 

examined the effectiveness of moderate total dose 

in comparison to a conventional dose per fraction (5 x 2Gy), as well as a low single dose (5 x 

0.6 Gy), in 5xFAD mice models. The researchers discovered a decrease in the size of Aβ, 

without any alterations in the quantity of them. These findings indicate anti-inflammatory 

effects through cytokine modifications. In their study [37], Kim et al. studied the effects of 

low-moderate dose ionizing radiation (LMDRI) on 5xFAD mouse models by giving them a 

total radiation dose of 9Gy. They found that while there was no notable change in Aβ 
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accumulation compared to the control group, there was improvement in synaptic degeneration, 

neuronal loss, and neuroinflammation in the hippocampal formation and cerebral cortex. A 

study conducted by Bellone et al. aimed to test the hypothesis that astronauts exposed to 

charged particles could experience neurological deficits similar to age-related 

neurodegenerative diseases [20]. They found that mice with Alzheimer's disease showed 

temporary cognitive deficits three months after exposure to 0.1 Gy of gamma radiation. 

 

(3.2.) Clinical Studies: Observational Trials 

The initial first case-reported article by Cuttler et al. In 2016 [16], highlighting the positive 

impact of 11 LDRT on an 81-year-old AD woman, along with subsequent follow-up articles on 

2017 [38], 2018 [39] indicates its beneficial effects. A consequent pilot clinical phase I trial 

(NCT03597360) study on four participants on 2021 was conducted in which each participant 

received standard CT brain scans, performed on a General Electric LightSpeed VCT 64 

detector scanner with helical mode and Slice thickness of 2.5 mm and three of them showed 

immediate recovery in qualitative terms, especially after the 0.08 Gy CT. In order to evaluate 

neurocognitive capacity, behavioral symptoms, and functional ability, this study incorporated 

three quantitative outcome measures [40]: The Severe Impairment Battery (SIB) [41], The 

Cohen-Mansfield Agitation Index (CMAI) [42] and AD Functional. In 2023, Rogers and 

colleagues [44] documented a positive change in mini-mental state examination (second 

edition) scores for three out of five patients, alongside an unchanged score for one patient, 

twelve months after undergoing low-dose whole brain radiation therapy (LD-WBRT) at a 

dosage of 2Gy per fraction over five days. In 2023, Kim et al. [5] conducted a study examining 

the efficacy of LDRT on five female patients diagnosed with amyloid plaques via amyloid 

positron emission tomography at baseline. Additionally, PET-CT scans, conducted with 

379.5±12.7 Mega Becquerel (MBq) of 18F-florapanol acquired 30 to 60 minutes post-

injection, and the post-treatment cognitive function tests revealed a temporary neurological 

improvement in 20% of patients after a 6-month follow-up. Since 2023, Kim et al. [42] have 

undertaken a phase II, multicenter, prospective, single-blinded, randomized controlled trial 

involving 60 patients who were randomly assigned to three groups: experimental I (24 cGy/6 

fractions), experimental II (300 cGy/6 fractions), or a sham RT group (0 cGy/6 fractions). 

Mentioned research [5] initiative seeks fresh candidates with a history of prolonged use of 

traditional Alzheimer's medications exceeding a span of three months, alongside documented 
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amyloid aggregation within the cerebral regions as evidenced by positron emission tomography 

scans. The most recent findings, incorporating investigations involving low dose radiation 

therapy interventions, are consolidated within Table 2 for reference. 

 

4. Conclusion 

Contemporary pharmacotherapies for AD predominantly confer transitory amelioration of 

symptoms without halting the inexorable progression of the ailment, while concurrently 

engendering adverse reactions as documented in antecedent inquiries. Despite an extensive 

array of clinical assessments appraising pharmaceutical interventions, a substantial proportion 

have culminated in disillusionment, propelling an evaluation of LDRT as a non-

pharmacological substitute within the quest for more efficacious treatments for Alzheimer's 

affliction. This scrutiny posits that through amalgamating extant dementia remedies with 

judicious LDRT administration as an established and innocuous medical modality, a heightened 

magnitude of therapeutic outcomes may be achievable, notwithstanding the imperative need 

for further empirical inquiry to elucidate enigmatic experimental outcomes and ascertain the 

efficacy and safety profile of this therapeutic regimen. 
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Abstract 

Alzheimer's Disease (AD) is a prevalent form of dementia, accounting for 60-80% of all 

neurodegenerative cases. AD leads to a progressive decline in cognitive abilities and 

functioning. Neuroimaging biomarkers offer valuable insights into the structural and functional 

aspects of the brain affected by this disease. Magnetic Resonance Imaging (MRI) reveals 

severe shrinkage in the hippocampus and cerebral cortex, along with ventricle enlargement. 

Positron Emission Tomography (PET) scans provide biochemical data such as glucose 

metabolism abnormalities, neuro-inflammation, and tau-protein aggregation. 

This study aims to compare the accuracy of 18F-labelled PET scans (Florbetapir and 

Fluorodeoxyglucose) with MPRAGE MRI scans in the early diagnosis of AD. Accurate 

diagnosis plays a crucial role in assessing the progression from Mild Cognitive Impairment 

(MCI) to AD. We utilized a dataset of 35 patients (17: MCI, 18:AD) obtained from the open-

source Alzheimer's Disease Neuroimaging Initiative (ADNI) database, consisting of 18-

fluorodeoxyglucose (FDG), 18F-florbetapir (AV-45) and MRI scans. 

We utilized the Free surfer software to pre-process the images, and employed the U-Net, a 

Deep Learning architecture, to automatically segment the Region of Interest (ROIs) 

highlighting significant shrinkage in the hippocampus, an extension of the temporal lobe 

cortex. To address the issue of vanishing gradients in very deep neural networks, we employed 

the Residual Network (Res-Net) architecture. 

Based on the findings, we achieved an accuracy achieved an accuracy of 98.3% for MRI data, 

indicating that it is a more precise modality for distinguishing between AD and MCI when 

compared to 18-F-FDG PET (93.5% accuracy) and 18F-AV45 PET (89.8% accuracy). This 

research emphasizes the significance of MRI scans as an effective approach in early AD 

diagnosis for selecting appropriate assessment methods for patients with MCI. 

Keywords: Alzheimer's Disease, Magnetic Resonance Imaging, Positron Emission 

Tomography, 18F-FDG, 18F-AV45, Deep Learning 
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Introduction 

Early detection of AD is crucial for effective treatment and slowing disease progression. The 

neuropathological hallmarks of AD, including abnormal levels of amyloid plaques and tau 

protein accumulation in the cerebrospinal fluid and changes in brain volume, are believed to 

begin forming approximately 20 years (for amyloid beta build-up) and 15 years (for tau protein 

accumulation) before clinical symptoms appear. As a result, there is a widely acknowledged 

understanding that to enhance patients' chances of survival, it is imperative to provide accurate 

treatment and intervention for AD prior to the manifestation of advanced symptoms; in this 

pursuit, deep learning can assist us. It is important to note that not all individuals with MCI 

progress to AD, as only about 10-15% of MCI cases convert to AD per year [1, 2]. Although 

MRI does not have the capability to specifically identify molecules or directly detect 

histopathological markers of diseases, specialists often turn to FDG PET for this purpose after 

initially diagnosing a condition due to the difficulty in establishing a direct link between hypo-

metabolism and AD pathology [3] which measures the decline in glucose concentration in the 

temporoparietal association cortex [4]. Clinical trials typically 

use amyloid PET imaging, but PET scanners and amyloid tracers are not widely available 

geographically [5]. In preclinical stages, MRI is commonly used to visualize cerebral atrophy 

[6]. Due to the lack of contrast, small volume, and blurry edge outline in MRI images of this 

part of the brain's gray matter structure, accurate segmentation is challenging [7]. The 

pathology of AD is characterized by the disturbance of synaptic and neuronal function, 

resulting in the gradual decline of neurons and brain volume. Individuals with mild MCI and 

mild AD demonstrate decreased hippocampal volumes in comparison to controls. Furthermore, 

those with AD display even smaller hippocampal volumes compared to those with MCI. 

Two representative axial plane MRI image from the 82.0 Male Normal Control (NC) (Left) 

and 84.9-year Male AD patient (Right) are shown in Fig.1. El-Assy et al. [8] introduced a 

unique methodology that utilizes two simplified Convolutional Neural Network (CNN) models 

connected in the classification layer. Each model features different pooling layers and filter 

sizes. Their research showed that reducing the filter sizes can significantly enhance the 

classification accuracy from 95% to 99.13%. This enhancement enables the models to better 

acquire task-specific features and leverage each other's strengths effectively. In another study, 

Soujanya et al. [9] evaluated the performance of four transfer learning CNN models on a 

Kaggle archive dataset containing 6400 MRI scans across four different classes. The models 
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tested were VGG-19 (accuracy: 89%), Inception-V3 (accuracy: 89%), ResNet-50 (accuracy: 

68%), and Xception (accuracy: 87%). SUN et al. [10] (2020) introduced a technique that 

combines multi-order 3D U-NET and CNN on MRI images sourced from the Kaggle database, 

achieving an impressive accuracy of 98.45%. The image enhancement part includes median 

filtering and Histogram equalization processing, and the scale transformation includes 

removing excessive background image volume outside the brain tissue and pruning the image 

to a pre-selected size for network input 112 × 96 × 96. However, this model is hindered by high 

memory consumption and slow processing speed. Choi et al. [11] utilized a straight-forward 

CNN+Softmax as a first use of a voxel-based 3D CNN on multi-modal (FDG PET, AV-45 or 

18F-Florebetapir) images without any requirement of feature extraction methods for 

quantification using auto-encoders or Boltzmann machine. The algorithm was implemented on 

492 ADNI subjects, with co-registered FDG and AV-45 PET images and cortical regions 

segmented using Free surfer software. The detection accuracy for future cognitive decline was 

94.2% for MCI converters versus non-converters, and 96% for distinguishing AD from NC. 

Xiao et al. [7] developed a novel SC-Net derived from U-Net, utilizing complete MRI images 

as training samples rather than cropped ones. This enhancement led to improved accuracy in 

hippocampal structural segmentation by preserving the original information of the 

hippocampus, resulting in a Dice Similarity Coefficient of 0.885. 

In this paper, we focus on two primary objectives. Firstly, we leverage transfer learning and 

tackle the challenge of diminishing gradients in deep neural networks by employing the 

Residual Network architecture. We make use of this architecture as the foundation for the U-

net encoder, 

implementing up sampling in the decoder to improve segmentation of the hippocampal region 

of the brain. Secondly, we present an End-to-End approach for AD vs. MCI classification, with 

the goal of enhancing customized therapy and comparing them through demonstrating the 

efficacy of 18F-AV45 PET/18F-FDG PET/T1W MRI modalities individually. The organization 

of this paper is as follows: 

-Experimental section provides an explanation of the materials and methods used, including 

data acquisition, data pre-processing, and the introduction of our proposed models for 

accomplishing two tasks related to AD diagnosis. 

-Results and Discussion section showcases the experimental results, and finally 

-Conclusion section presents the conclusion of our work. 
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Fig.1. Two representative axial plane MRI image from the 82.0 Male Normal Control (NC) 

(Left) and 84.9-year Male AD patient (Right), enlargement in ventricles (blue) and 

hippocampus volume (red) and Amygdala (pink) shrinkage is evidently observed. 

 

Experimental 

I. Data Acquisition 

We utilized a combined 3D NIfTI format dataset of 35 patients (17: MCI, 18:AD) from three 

modalities: 1) 18F-FDG PET, 2) 18F-AV45 PET and 3) MRI scans obtained from the open-

source Alzheimer's Disease Neuroimaging Initiative (ADNI: https://adni.loni.usc.edu/) 

database [12]. FDG PET images were acquired 30 to 60 min and AV-45 PET images were 

acquired 50 to 70 min after the injection. 

The ADNI was launched in 2003 as a public-private partnership, by the National Institute on 

Aging (NIA), the National Institute of Biomedical Imaging and Bioengineering (NIBIB), and 

the Food and Drug Administration (FDA), as a 5-year public private partnership led by 

Principal Investigator Michael W. Weiner,MD. The primary goal of ADNI has been to test 

whether serial MRI, PET, other biological markers, and clinical and neuropsychological 

assessment can be combined to measure the progression of MCI and early AD. We divided our 

data into three classes: 75% for training, 15% for evaluation and 10% for testing. 

Patients are classified into MCI (Mini-Mental State Examination (MMSE) [13] scores between 

24 and 30, (Clinical Dementia Rating) CDR [14] of 0.5) and AD (MMSE scores between 20 

and 26, CDR of 0.5 or 1.0) based on their MMSE and CDR scores. 

II. Data Pre-Processing 
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Image pre-processing, considered as a pivotal stage in medical image analysis, encompasses 

various image processing tasks aimed at converting raw data from acquired image scans into a 

suitable format for further utilization. Unreliable data can significantly hinder accuracy and 

potentially generate false predictions [15], therefore pre-processing plays a crucial role in 

enhancing the quality of biomarkers which prevent errors in experimental findings stemming. 

To ensure precise and meaningful outcomes, data must undergo pre-processing procedures 

before these biomarkers can be effectively applied [16]. 

Free Surfer2 [17] is a software package for the analysis and visualization of neuroimaging data 

from cross-sectional and longitudinal studies. It is developed by the Laboratory for 

Computational Neuroimaging at the Martinos Center for Biomedical Imaging. The ground 

truth was generated by Free surfer software, specifically applying Motion Correction and 

conform, non-uniformity normalization, Talairach transform computation, Intensity 

normalization, and skull stripping to eliminate noise for improving the model performance via 

the recon-all command. The pre-processing duration for each individual image ranged from 6 

to 12 hours. 3D to 2D Image conversion and resized to 224 x 224 pixels was applied. Since we 

have small datasets, we implemented the data augmentation technique [18] during training our 

data, which helps us to increase the number of samples in our training dataset and to overcome 

the possible over-fitting problems. We generated augmented images from original slices 

thorough six techniques: Image segmentation was applied afterwards and resulting images was 

fed into ResNet-50 networks. 

III. Medical Image Segmentation and Feature extraction with U-network (U-net) 

In this research, we modified U-Net as whole brain extracted features lack distinctiveness and 

do not aid in diagnosis, potentially impacting the accuracy of AD detection. U-Net was 

proposed by Olaf Ranneberger et al. [19] for fast and precise biomedical image segmentation. 

Considering hippocampal atrophy as the most clinically useful marker for AD progression, U-

Net creates an encoder-decoder structure for semantic segmentation using the concept of Fully 

Convolution Network (FCN) to restore image size and features [7]. By extracting feature 

information at each layer, the encoder reduces the spatial dimension, and the decoder gradually 

restores the target details and spatial dimension in accordance with the feature information [7], 

this can help the model achieve better accuracy by honing in on relevant features and patterns 

within the hippocampus that may be important for the disease analysis. To additionally enhance 

the feature data for classification, a characteristic vector is created on the basis of combining 
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the pixel intensity values of feature segmented images [25], and the mentioned characteristic 

vector is fed into a ResNet-50 classifier as detailed in following section. A U-Net construction 

is depicted in Fig.2. 

 

 
 

Fig. 2. U-net Architecture 

 

IV. Medical Image Classification and Prediction with ResNet-50 

 

Feature extraction in deep learning methods is particularly valuable when working with small 

datasets. To address challenges such as the need for extensive training data and appropriate 

optimization techniques in very deep neural networks, we utilized a pre-trained CNN model, 

ResNet-50, which features 50 layers including convolutional, pooling, and fully connected 

layers with residual blocks as its core innovation. This model was initially trained on the 

ImageNet dataset for binary classification but has been successfully applied to various other 

datasets. The Residual Network (ResNet) was introduced by He et al. [24] In 2015. Within a 

residual block, the input undergoes a sequence of convolutional layers, with the resulting output 

being combined with the original input before being processed through a non-linear activation 

function (Fig.3). For our study, we utilized Python 3.0 and the Google Collaboratory Pro 

platform for training and validating the classifier. 

 

 

 
Fig. 3. Schematic of a residual block of the residual networ 
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Fig.4. Schematic Representation of proposed Model Framework 
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Results and Discussion 

This study capitalizes on the utilization of segmented hippocampal Regions of Interest (ROIs) 

as input for the pre-trained transfer model ResNet50 in place of the holistic MRI image. This 

approach has shown enhanced classification efficacy as the distinctive attributes specific to 

each segmented MRI region serve as robust features for the labeling process. The initial step 

involved employing UNet to extract pertinent features from the pre-processed Alzheimer's 

Disease Neuroimaging Initiative (ADNI) dataset, followed by the utilization of ResNet50 for 

the classification of Mild Cognitive Impairment (MCI) and Alzheimer's Disease (AD) classes. 

Notably, differentiating between AD and MCI patients holds paramount significance for early 

identification and intervention. The ability to pinpoint individuals with MCI at an elevated risk 

of AD progression enables timely implementation of treatment and management strategies 

aimed at potentially decelerating disease advancement. Comparative analyses have 

demonstrated that the proposed UNet+ResNet50 model exhibits superior classification 

accuracy when juxtaposed against CNN-based architectures such as VGG19, InceptionV3, and 

Xception. Table 1 displays a comparison between Unet semantic segmentation of the 

hippocampal region of the brain and state-of-the-art studies utilizing the Dice Similarity 

Coefficient (DSC) parameter, while Table 2 outlines the results of comparing our classification 

outcomes with other similar studies using the accuracy parameter. DSC evaluates the spatial 

overlap between two segmentations (Equation 1), while Accuracy measures the proportion of 

correct predictions made by a model out of its total predictions (Equation 2). These criteria are 

defined as follows: True Positive (TP) occurs when a pixel is accurately identified as belonging 

to the hippocampus region, True Negative (TN) is when a pixel is correctly classified as not 

belonging to the hippocampus region, False Positive (FP) is when a pixel is incorrectly 

assigned as belonging to hippocampus region, and False Negative (FN) is when a pixel is 

incorrectly assigned as not belonging to hippocampus region. 

 

Dice similarity coefficient (DSC) = 
2TP

2TP+FP+FN
 (1) 

 

Accuracy = 
TP+TN

TP+TN+FP+FN
 (2) 
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Table 1. Comparing the Segmentation Performance to other studies 

 

Authors Database Data 

Quantity 

Modality ROI DSC 

Pasini et al. [20] 

(2022) 

Institutional 

database 

102 18F-FDG 

PET 

Right Temporal 

Lobe 

76 (±0.10) 

Left Temporal Lobe 77 (±0.10) 

Jia et al. [21] 

(2020) 

ADNI 146 MRI Hippocampus 89.15 

Sun et al. [10] 

(2024) 

Kaggle [19] 6400 MRI Hippocampus 98.45 

Xiao et al. [7] 

(2023) 

ADNI 240 MRI Hippocampus 88.5 

Toh et al. [22] 

(2023) 

HarP 135 MRI Hippocampus 85.41 

Proposed work ADNI 210 MRI Hippocampus 98.6 

 

Conclusion 

Due to the intricate nature of the automatic segmentation of the hippocampus, which is 

attributed to the low signal contrast, small structural size, and inadequate image resolution [7], 

in this study we utilized a U-net architecture to effectively segment this specific area of the 

brain. 

Our model outperformed previous models, achieving a Dice Similarity Coefficient (DSC) of 

98.6%. In the next phase of our research, we assessed the predictive accuracy of disease 

progression using three modalities MRI, 18F-FDG, and 18F-florbetapir PET. Our findings 

revealed that MRI had the highest accuracy at 98.3%, followed by 18F-FDG and 18F-

florbetapir PET at 93.5% and 89.8% respectively. MRI emerged as the most effective tool for 

forecasting the transition from MCI to AD, aiding experts in efficiently preventing and tailoring 

personalized treatments for AD by evaluating the morphological volume of relevant 

hippocampal regions while excluding non-informative areas. 

In future endeavors, the model's precision can be enhanced through fine-tuning before the 

classification stage in post-processing. Moreover, given MRI's proven accuracy in identifying 

cortical and subcortical grey matter, white matter, and cerebrospinal fluid volume atrophy 

linked to AD pathology, incorporating segmentation of these regions into the findings is 

recommended. 
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Abstract 

Highly attractive nuclear properties of 225Ac and the reports on striking therapeutic efficacy of 

225Ac-labeled-PSMAs have stimulated a profound global interest in exploiting this radioisotope 

for targeted alpha therapy (TAT). As can be deducted from the reports and literatures, 225Ac 

will follow the same market trend that is observed for 177Lu. Considering today’s patients’ 

needs of 100 kBq/kg, the losses during transportation, labeling yields, and an average of 3 

doses for a full treatment of a patient, the total needed activity for each patient at the end of 

bombardment will be about 30 to 35 MBq. This estimated value will annually increase and the 

industry or importation must guarantee the obligatory capacity to cover the rising future 

demand. The success story of applying 225Ac-radiopharmaceuticals is already begun in country 

and the feasibility study for domestic production has started as well. In this paper the 225Ac-

production methods that have been introduced over recent years are reviewed, the probable 

issues and caution that have to be taken are addressed, and finally, a brief overview on the 

current status of the clinical development of 225Ac-labelled compounds is also provided. 

Keywords: Actinium-225, Production technology, Clinical status. 

INTRODUCTION 

225Ac, a component of the 237Np decay chain, no longer exists in nature but has been artificially 

synthesized. It possesses features that position it as a promising contender for nuclear medicine 

applications. With a half-life of 9.9 days, its disintegration follows a six-step decay chain, see 

the figure, resulting in the emission of multiple alpha particles. This property enhances its 

potential cytotoxicity compared to other α-emitters. The most recent study on radiotherapy 

development revealed that molecules labeled with 225Ac are currently in development, with 

already even undergoing human testing. The first 225Ac-labeled molecule has entered clinical 

phase III trials and may potentially reach the market by 2028. These molecules cover essential 

indications studied using beta-emitting radionuclides, and it’s evident that each 177Lu-labeled 

drug will be explored as an 225Ac-labeled counterpart. 225Ac-labeled drugs are following a 
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similar trajectory to 177Lu-labeled 

molecules, albeit with a 5-year delay 

having a high chance of reaching the 

market before 2030 [1]. 

Considering a global goal of treating half 

a million patients, this represents only 1% 

of the 5-year prevalence of cumulative 

cancers, which remains realistic when 

compared to surgical procedures, external 

radiotherapy, or chemotherapy. To 

evaluate additional requirements, the 

average patient dose of 100 kBq/kg is 

considered. For a complete treatment, 

each patient needs 30–36 MBq of 225Ac at 

the end of bombardment, assuming an 

average of 3 doses. In other words, 3,000 

GBq at the end of bombardment would 

adequately treat 100,000 patients annually 

[2]. The industry must ensure capacity for 

5–6 times this yearly amount by 2032. In 

recent years, substantial investments have 

been made in developing large-scale Ac-225 production technologies. The key players in the 

alpha emitter market include Alpha Tau Medical Ltd., NorthStar Medical Radioisotopes, IBA 

Worldwide, RadioMedix, Orano Med, Bayer AG, Novartis International AG, Actinium 

Pharmaceuticals, Inc., Fusion Pharmaceuticals Inc., Eckert & Ziegler, Telix Pharmaceuticals 

Limited, Curium Pharma, AAA (Advanced Accelerator Applications), Isotopen Technologien 

München AG (ITM), Nordion (Canada) Inc., and it is predicted that North America is expected 

to dominate the global alpha emitter market from 2024 to 2033. These efforts aim to enable 

large-scale production of this radioisotope. The literature has documented various approaches 

for achieving this goal. The five applied technologies are outlined in the following section. 
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Additionally, a brief overview of the current status of clinical development for its 

radiopharmaceuticals is provided. 

Current Approaches for 225Ac Production in Operation and Development 

1- Carrier-free 225Ac is produced through the natural decay of 229Th. Three sites (in the United 

States, Russia, and Germany) currently produce high-quality 225Ac. While alternative routes 

may eventually surpass this generator route, for now, it remains the largest source of very clean 

225Ac. 

2- 232Th activation programs: in the United States and Canada have progressed well. This 

technology has the potential for very high capacity, allowing production of several 

terabecquerels per year.  Unfortunately, the product remains contaminated with 227Ac. The 

mixture can be used up to clinical phase II for development purposes, but cleaner forms of 

225Ac are preferred for routine applications and marketing. Clearly, the release of radioactive 

waste from patients in hospital waste tanks is a significant concern. European authorities may 

recommend avoiding 227Ac, while in the United States, it must be included in radioactive waste, 

affecting decommissioning financial assurance. 

3- The next technology involves the thorium activation process. During this process, 225Ra, a 

by-product, can be easily separated from the mixture. This separation allows indirect access to 

clean 225Ac through its decay. Unfortunately, the yields are limited to only 10% compared to 

the 225Ac/227Ac mix, resulting in high levels of waste and making it financially unattractive.  

4- Accelerator production is another rout that works by irradiating 226Ra targets using small 

cyclotrons. Several large-scale production sites are currently under construction, with support 

from companies in the United States and Europe. The goal is to eventually produce large 

amounts of 225Ac per week, theoretically exceeding 4 TBq a month. However, for practical 

safety reasons, aiming for a tenth of this figure would be more feasible. Cooling of larger 

targets becomes the limiting factor in this approach.  

5- The last approach has witnessed recent advancements, revealing that photo-conversion 

technology not only provides a means to produce exceptionally pure 225Ac, but it also holds 

the potential for large-scale production. Construction of facilities utilizing this technology is 

underway in both the United States and Europe. 
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Probable issues and caution that have to be taken 

Even if high capacity and reliable access to 225Ac from 2025 onward is confirmed, the 

production of actinium still presents several other issues. While handling 232Th doesn’t seem 

problematic, obtaining larger quantities of 226Ra remains uncertain. Companies are working on 

solutions, including accessing domestic stocks or extracting radium from older devices (such 

as paintings, radiotherapy tools, and older brachytherapy material). In the worst case, this issue 

should also be resolved by 2025. The need for Additional Safety Investments and handling 

226Ra is complex because it generates the gas 222Rn, which is challenging to store and trap. As 

patient numbers increase, the demand for radium and radon production will rise, necessitating 

additional safety investments. Risk of explosion and contamination also should be considered. 

Cyclotron and photoconversion technologies face the risk of radium target explosion due to 

challenging cooling conditions. This limitation could lead to contamination with long-half-life 

radionuclides. Any capacity increase will be gradual, and the upper limit remains theoretical. 

As 225Ac, an alpha-emitter, undergoes a 6-step decay cascade to stable 209Bi, releasing 4 alpha 

particles and 2 beta particles sequentially, the potential toxicity and limited therapeutic efficacy 

is another challenge to be addressed. Therapeutic efficacy is restricted to the first emitted alpha 

particle, as recoil effects and chelator limitations prevent trapping of decay products. Daughter 

radionuclides release additional alpha and beta particles elsewhere in the body. Toxic effects 

are of high importance, because it defines the maximum tolerated dose level. Finally, it has to 

be noted that the handling of patients treated with 225Ac poses a dilemma. These patients cannot 

be kept at therapeutic centers long enough to collect all their waste until full decay. While 

releasing this waste into nature is manageable for a small number of patients, it becomes 

problematic if millions of doses are used annually. This issue extends beyond 225Ac and will 

also impact other long-half-life radionuclides like 131I, 177Lu, and 161Tb. It highlights the need 

for next-generation radiotherapeutic agents with shorter half-lives, such as 67Cu. 

Clinical Development of Its Radiopharmaceuticals 

Clinical researchers are actively exploring the applications of Ac-225 in treating human 

diseases. This radioisotope, when labeled with antibodies and peptides, shows promise in 

various therapeutic contexts. Let’s delve into some notable examples: Ac-225 Labeled 

Antibodies for AML (Acute Myeloid Leukemia): 225Ac-DOTA-anti-VAL-4, 225Ac-DOTA-

Hum195, 225Ac-anti-CD33, etc., or for prostate Cancer Treatment including antibodies:225Ac-
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DOTA-hu11B6, 225Ac-macropa-H-Tmab, 225Ac-DOTA-hu5A10, …or peptides including: 

225Ac-PSMA617, 225Ac-PSMA-DA1, 225Ac-RPS-088, HER2 Receptor-Positive Cancer 

(Breast and Stomach): including antibodies: 225Ac-DOTA-HER2-Nb, 225Ac-DOTA-

trastuzumab, 225Ac-DOTA-HTAB004, etc., including peptides with Ac-225: 225Ac-proteous-

DOTA: Used for colorectal cancer.225Ac-Macropa-RPS070: Effective against breast cancer, 

neuroblastoma, liver, and skin cancer. 225Ac-DOTACycMSH: Aids in treating various cancers. 

However, a significant challenge lies in the limited understanding of Ac-225’s coordination 

chemistry, hindering the development of effective chelation techniques for specific ions. 

Advancements in this field are crucial for enhancing the use of Ac-225-labeled compounds and 

small biomolecules in modern radiopharmaceuticals for clinical application [3,4].  

However, over the past two decades, significant progress has occurred in the development of 

Actinium-225-labeled radiopharmaceuticals for treating various cancers, central nervous 

system disorders, and infections. Researchers have achieved this through advancements in 

production technology. Notably: A research-scale thorium generator now facilitates regular 

separation and purification of hundreds of MBq (mCi) of 225Ac from a small stock of 233U 

material at the Canadian Nuclear Laboratories (CNL). Additionally, three 229Th generators in 

the United States, Germany, and Russia supply the majority of the global 225Ac used in 

preclinical and clinical trials. Annually, approximately 74 GBq (2 Ci) of 225Ac are accessible 

from these generators. While this quantity alone allows for about 10,000 treatments, the limited 

supply persists. Despite this challenge, the route continues to deliver high-quality material on 

schedule [5].  

Discussion 

Research on Ac-225 radiopharmaceuticals holds great promise for developing more effective 

therapies using alpha emitters, which exhibit significantly fewer side effects and discomforts. 

Clinical trials have consistently demonstrated that Ac-225 radiopharmaceuticals can 

effectively treat advanced malignancies. As new agents gain FDA approval and insurance 

coverage, the future of radiotheranostics looks bright. Ideally, a streamlined process would 

allow FDA clearance to align seamlessly with reimbursement approvals. Furthermore, 

effective strategies for precise targeting, achieving optimal radiolabeling yields, and 

developing suitable Ac-225 radiopharmaceuticals are essential. These radiopharmaceuticals 

induce double-stranded DNA breaks in tumors through α-particle emissions, which cancer cells 
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struggle to repair. Given their strong affinity for tumor-associated biomarkers, both antibodies 

and peptides emerge as prime candidates for molecularly targeted nuclear treatments. Notably, 

administering α-particle emitters to tumors, coupled with immunotherapy, holds the potential 

to trigger a systemic immune response. Despite the current global scarcity of Ac-225, ongoing 

research and development initiatives aim to address this limitation. 

Conclusions 

The global production capacity for 225Ac is expected to a level allowing for the annual creation 

of at least 2 million patient doses. This favorable situation contrasts with the challenges faced 

by 177Lu and 161Tb, where reactor access poses limitations. Overall, the emergence of 225Ac-

labeled radiopharmaceuticals marks the beginning of a successful journey spanning over 15 

years. Working with Ac-225 labeled radiopharmaceuticals presents several challenges that 

should be considered. These include the limited availability of the isotope, the difficulty in 

detecting alpha particles, and the high toxicity affecting activity handling and quality control 

(QC) analysis. To ensure clinical quality, cross-validation using different QC techniques is 

essential. Moreover, due to health physics and methodological considerations, producing 

GMP-grade radiopharmaceuticals is time-consuming and requires experienced personnel. 

Despite these challenges, patients treated with Ac-225 radionuclide therapy have shown 

exceptional benefits, making it an intriguing and encouraging treatment option for further 

investigation in well-designed clinical trials 
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Abstract 

Treatment of cancer patients requires high-sensitivity diagnostic techniques. Recently, the 

Society of Positron Annihilation Spectroscopy (PAS) has been working on hypoxia detection 

using positron lifetime and hopes to diagnose cancer at its initial phases. The accepted 

hypothesis for the use of positron as a biomarker of tumor hypoxia is that due to the distance 

between the blood vessels and the cancerous tissues, the oxygen concentration strongly 

decreases in cancerous tissues. The point that can put the PAS technique in the category of 

cancer diagnosis tools is its potential capability for oxygen-sensing in tissues. So, the partial 

pressure of oxygen in the patient’s tissues can be measured from the Positron Annihilation 

Lifetime Spectroscopy (PALS). However, before the establishment of the positron lifetime 

imaging technique, the oxygen-sensing ability of the PALS should be confirmed in different 

chemical environments. In this paper, the mechanisms of positron annihilation in the deionized 

water and air-bubbled water samples were investigated via systematic experiments by our 

homemade Doppler Broadening Spectroscopy (DBS) and PALS spectrometer. Three 

mechanisms for positron annihilation in the investigated liquid samples including oxidation, 

Positronium conversion, and Positronium inhibition were described. The results of this work 

can contribute to the development of the PAS technique for clinical tumor diagnosis using the 

under-development J-PET scanner. 

Keywords: Positronium, Lifetime, PAS, tumor, hypoxia. 

INTRODUCTION 

PAS is a well-established technique for the assessment of the sub-nanometer size of free 

volume and its concentration in polymers, metals, semiconductors, and liquids [1]. These days 

the Society of PAS is working on the analysis of biological samples [2,3]. Their purpose is to 

find a way to detect the cancerous tissues and the precise location of the altered tissues at the 

initial stages of molecular abnormalities in the initial state. The gold standard for the 

oncological diagnosis is histopathology. The histopathological research confirms that 
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cancerous tissues have lower oxygen concentrations than normal tissues due to their abnormal 

vasculature and increased metabolism [4]. This condition is called tumor hypoxia. This hypoxic 

environment not only affects the tumor’s response to treatment but also promotes its 

progression and metastasis [5]. Therefore, measuring the oxygen concentration in tumors is 

crucial for understanding their biology and designing effective therapies. The point that 

conducts PAS to hypoxia detection is the potential oxygen-sensing ability of the PAS 

technique. Oxygen molecules can interact with positrons through various mechanisms, such as 

electron transfer, positronium formation, and direct positron annihilation. These interactions 

can affect the lifetime of the positron and the momentum distribution of the annihilation gamma 

rays. Moskal et al. at the Jagiellonian University of Krakow introduced a new scanner called 

J-PET for positronium (Ps) imaging of tissues [6]. This device is made of a large number of 

plastic scintillators which are capable of imaging the whole body with the Ortho-positronium 

(O-Ps) lifetime by reconstruction method. The feasibility study of the Ps imaging using 

positron annihilation lifetime spectroscopy has been investigated in [7]. The first positronium 

imaging of a cardiac myxoma phantom using the developed J-PET scanner was demonstrated 

by the J-PET group [8]. A simulation study of a novel preclinical total body imaging with the 

J-PET technology was investigated by Dadgar et al.[9]. 

However, before the establishment of the technique, the oxygen-sensing ability of the PAS 

should be investigated. In our previous work, we measured the parameters of the (PALS) and 

Coincidence Doppler Broadening Spectroscopy (CDBS) for four tissue-equivalent 

polymers[10]. The results of the PALS experiment confirmed that the positronium formation 

decreases with an increase in the oxygen concentration in the polymer content. The results of 

the DBS technique also confirmed that the Orbital Electron Momentum Spectrum (OEMS) is 

a signature of the characteristic elements and reflects the chemical environment of hydrocarbon 

sites. However, for samples with similar oxygen concentration, factors such as chemical 

environments, degree of crystallinity, and elementary free volumes influence the positron 

annihilation mechanisms and a limited number of experimental data has been reported to 

support the technique [11]. In this work, the positron annihilation parameters were investigated 

via systematic experiments using PALS and DBS for water samples.  
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Theoretical details  

Standard PAS performs using 22Na as a positron emitter source. Simultaneously by the 

emission of the positron from the source, a 1274 keV gamma also emits which is a signal for 

the birth of the electron. The positron with the endpoint energy of 540 keV penetrates inside 

the material and after thermalization, annihilates by the free electrons, valance, or core 

electrons of the material and provides the death signal. Measuring the time difference between 

the start and stop signals provides the positron lifetime inside the material. This technique is 

called PALS and reflects the size and concentration of the positron annihilation site. The other 

technique called DBS focuses on the measurement of the longitudinal momentum (Pl) of the 

annihilated electrons and provides valuable information about the chemical environments of 

positron annihilation sites.  

For low electron density materials such as liquids and polymers, positrons can form an unstable 

hydrogen-like state atom called Positronium (Ps).  According to the relative spin orientation of 

the electron and positronium, two states can exist: 

The triple state with parallel spin (S=1 , MS= -1,0,1) is called Ortho-Positronium (O-Ps) which 

has a lifetime of 142 ns in the vaccum and 1-5 ns in material  and mainly decays to three-

gamma. Due to the long lifetime of  the O-Ps  and its neutral charge, it can interact with core 

electrons and probe the chemical environment before its annihilation.  

The singlet state with anti-parallel spin (S=0 , MS= 0) is called Para-Positronium (P-Ps) with 

the characteristics self-annihilation lifetime of 0.125 ns. From the PAS point of view, the P-Ps 

self-annihilation has no information and does not make sense for material characterization.  

Whether with a short or long lifetime, the fate for positron or positronium is the same: 

Annihilation with free, valence, or core electrons and generation of three or two gamma rays. 

The initial momentum of the electrons participating in the annihilation mechanism leads to an 

energy shift (ΔE = Plc/2) from the 511 keV gamma line. Where c is the light velocity. The DBS 

technique measures the ΔE using a high-resolution HPGe detector.  

Experimental details  

In this section, the PALS and DBS techniques are presented for water and air-bubbled samples.  

 

PALS experiment  
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Figure 1. shows the setup of the PALS experiment. The PALS technique was performed using 

two face-to-face plastic scintillators (NE-102) at the Nuclear Science and Technology Research 

Institute (NSTRI) in Iran. The positron lifetime was measured using a fast-slow spectrometer. 

The timing resolution of the spectrometer was measured at 320 ps using the coincidence 

gamma line of 60Co (1173 and 1332 keV). The time calibration was determined at 24 ps using 

a delay module. The positron source is a 1MBq 22Na sandwiched between two 4 µm thick 

kapton foils. Kapton foils inhibit the formation of Ps inside the source and reduce the error in 

the calculation of the longest-lived component for the investigated sample. To avoid the 

penetration of water into the source, a sealed circular shape plexiglass with a hole in the center 

was made. Figure 2 shows how the source was sealed using plexiglass and O-rings. A 4×20×20 

cm3 container was filled with deionized water and the source was placed at the common axis 

of the detectors. The positron lifetime was measured for the deionized water and ai-bubbled 

water for 21 days and 106 events were recorded on the spectrum. Figure 3 shows the positron 

lifetime spectrum for the deionized water. The lifetime spectrum of each sample was 

decomposed to the sum of three-exponential decay in the form of ∑ (
𝐼𝑖
𝜏𝑖⁄ )𝑒

−𝑡
𝜏𝑖⁄𝑖  )  folded with 

the FWHM of the spectrometer using the LT-10 code [12]. Where 𝜏𝑖(𝑛𝑠) and 𝐼𝑖 (%) is the 

lifetime and the intensity of the ith mechanism for positron annihilation. For the PALS data 

analysis, 7 free parameters including three 𝜏𝑖, three 𝐼𝑖, and 𝜏𝑆𝑜𝑢𝑟𝑐𝑒 were considered. The 

lifetime of the positron in the source (𝜏𝑆𝑜𝑢𝑟𝑐𝑒) was determined using the measurement of 

positron lifetime in a well-annealed Ni sample with the known lifetime of 110 ps. The shortest 

lifetime component (𝜏1) and its intensity (𝐼1) originate from the P-Ps self-annihilation and does 

not make sense in our investigation. The medium-lived component (𝜏2) and its intensity (𝐼2) 

are attributed to the positron annihilation with free and valence band electrons. The longest-

lived component (𝜏3) and its intensity (𝐼3) are due to the  O-Ps annihilation via the pick-off 

mechanism. The results of the PALS data analysis are listed in Table 1. 
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Figure 1. The setup of the PALS experiment.  

 

Figure 2. The support is made to place the source inside the water.  

 

Figure 3. Positron lifetime spectrum of the deionized water (top) and the differences between the 

theoretical and experimental data (below).  

 

DBS experiment  

The setup of the DBS was established using an HPGe detector (Canberra 20200) and a 

waveform digitizer (CAEN DT5724). The digitizer samples directly at the preamplifier output 

of the detector and the analysis of the digitized signal performs by MC2 software. The digitizer 

is loaded by a Digital Pulse Height (PHA) algorithm that transforms the sampled data to pulse 

height. The PHA control software is used to manage the energy filter configuration to obtain 

the best energy resolution. The details of the optimum parameters for the pulse shape analysis 
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have been reported in our previous paper [13]. The FWHM of the HPGe detector was measured 

at 2.1 keV for the 662 keV gamma line of 137Cs. For the DBS experiment, we used 64Cu 

radioisotope (𝑇1
2⁄
= 12.7 ℎ) as the positron source with the positron endpoint energy of 653 

keV. The 64Cu was produced using natCu (n,ɣ) 64Cu nuclear reaction at the Neutron Physics 

Laboratory (NPL) of the NSTRI. The 64Cu was produced with 10 g of Copper (II) Nitrate (Cu 

(NO3)2 (H2O)) powder. The powder was poured into a plastic container and placed in front of 

the 5 Ci Am-Be neutron source. To increase the reaction yield, the fast neutrons were 

thermalized using a 5 cm thick polyethylene rod in front of the Am-Be window. The flux of 

the thermal neutrons was measured at 3×103 n.cm-2s-1 at the target position using the foil 

activation technique. The irradiation time for the target was 63.5 hours and after 20 min cooling 

time for decay of short-lived radionuclide, the target was dissolved in 100 cc deionized water 

and placed in front of the HPGe detector for gamma spectroscopy. Figure 4 shows the activated 

copper nitrate solution made for DBS. The gamma-ray spectroscopy of the solution is shown 

in Figure 5. The DBS was performed for the deionized and air-bubbled water for 6 hours. The 

gamma-ray spectrum was analyzed using SP-1code [14]. Figure 6 shows the results of the DBS 

analysis by SP-1 code. The Doppler broadened spectrum of the positron annihilation radiation 

is often described by S and W-parameters [15]. The S-parameter reflects the contribution of 

positron annihilation with free and valence band electrons with 0˂ΔE˂0.8keV. Where ΔE is 

the energy shift from the 511 keV gamma line caused by the initial momentum of the 

annihilated electrons. The W-parameter describes the positron annihilation with core electrons 

with 1.5˂ΔE˂3.8keV. Since the probability of positron annihilation by core electrons is less 

than 10-4, the measurement of the W-parameter needs a peak-to-compton ratio better than 105 

which is achievable using 2D-CDBS and long time data acquisition. So, the W-parameter can 

not be reported in our work. The results of the DBS for the investigated samples are listed in 

Table 1. 
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Figure 4. The activated Copper nitrate solution in the water in front of the HPGe detector. Bubbling 

in the sample has been done using an air pump.  

 

 

Figure 5. Gamma-ray spectrum of the activated copper nitrate solution used as the positron source for 

the DBS experiment. The positron annihilation line is shown in the spectrum.  
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Figure 6. The result of DBS analysis by SP-1 code: a) water, b) Air-bubbled water.  

Discussion on results  

The results of the PALS and DBS for the investigated samples are listed in Table 1. According 

to the results of the PALS experiment, the intensity of the longest-lived component (𝐼3) is 

significantly (37%) reduced for the air-bubbled sample. Consequently, the intensity of the P-

Ps self-annihilation is increased significantly. The S-parameter of the DBS experiment also is 

decreased for the air-bubbled sample. An important question that should be addressed is the 

reason for the O-Ps quenching for the air-bubbled sample. Two phenomena can be considered 

as the main reason for the reduction of O-Ps formation: 

Positron shares an electron with the oxygen molecule and Positronium converts to positron 

with lower lifetime according to the (1): 

Ps + O2 → e+ + O2
–        (1) 

 

An unpaired electron in the 2p orbital of the oxygen interacts with the electron of the O-Ps 

atom and transforms it to P-Ps with a lower lifetime according to (2). This phenomenon is 

called O-Ps to P-Ps conversion and first was described by Ferrel et al. in 1956 [16]. 

O-Ps + O2 → P-Ps + O2      (2) 

 

 

Table 1. The results of PALS and DBS. The 𝝌2 parameter describes the quality of the multi-exponential 

fitting. 

Sample 𝝉𝟏 (ns) 𝑰𝟏(%) 𝝉𝟐 (ns) 𝑰𝟐(%

) 

𝝉𝟑 (ns) 𝑰𝟑(%) 𝝌2 S-parameter 

Water 0.22 71.72 0.71 17.85 1.28 10.41 0.94 0.54473 

Air-bubbled water 0.26 75.28 0.86 16.85 1.3 7.53 1.47 0.53922 
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Conclusion  

In this paper, the changes in the PAS parameters in the oxygen-content water samples were 

measured and described. The results show that the increase in the oxygen concentration leads 

to the quenching in the Positronium formation. The oxidation and conversion mechanisms were 

described as the main causes for the decrease in the O-Ps intensity for the air-bubbled sample. 

The results confirmed that the Positronium intensity is sensitive to the oxygen concentration in 

liquid samples.  

The measurement of oxygen concentration by the PAS method using the under-construction J-

PET scanner has several advantages over the other techniques:  

Provides a non-invasive and quantitative measurement of hypoxia in the tumor cells.  

Allows for the detection of hypoxic regions that are not visible on the other PET imaging 

techniques.  

Can be used to monitor changes in hypoxia, during treatment, which can help assess treatment 

response and guide radiotherapy.  

The results of this work can contribute to the development of data analysis techniques for the 

under-construction J-PET scanner at the Jagiellonian University in Krakow, Poland. After this 

work, we are going to measure the PAS parameter for the oxygen-degassed samples by argon-

bubbling and for high oxygen concentration samples using hydrogen peroxide solutions.  
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   Abstract  

Patients with metastatic castration-resistant prostate cancer (mCRPC) benefit from [177Lu]Lu-

prostate-specific membrane antigen (PSMA) radioligand therapy (RLT). Optimizing dosimetry 

enhances treatment efficacy by ensuring precise dose delivery to tumoral lesions. The primary 

purpose of this study was to develop machine learning (ML) models to predict therapeutic 

tumoral lesion doses for PSMA-RLT utilizing pre-treatment [68Ga]Ga-PSMA-11 PET and 

clinical biomarkers. We analyzed 114 segmented tumoral lesions from 20 mCRPC patients 

who underwent [68Ga]Ga-PSMA PET/CT scans (148 ± 16.92 MBq at 1 h) before receiving (6.8 

± 0.4  GBq) [177Lu]Lu-PSMA-617 RLT. Post-therapy whole-body planar scans were acquired 

at ~4h, 48h, and 72h, along with a SPECT/CT at ~48h. A nuclear medicine clinician performed 

lesion segmentation on baseline PET/CT and was subsequently transferred to co-registered 

SPECT/CT images. The tumoral lesion features were calculated from [68Ga]Ga-PSMA-11 PET 

using 3D Slicer v5.2.2 software. Post-therapy dosimetry was conducted using sequential 

whole-body planar and SPECT/CT images to calculate time-integrated activities (TIAs). 

Subsequently, tumoral lesion dose estimation was conducted through Monte Carlo (MC) 

simulations, utilizing the Geant4 application for tomographic emission (GATE) toolkit based 

on the medical internal radiation dose (MIRD) scheme. The study explored the correlation 

between tumoral lesion mean doses and both PET-derived features and clinical biomarkers. 

Several regression ML methods were employed to predict tumoral lesion doses using the pre-

treatment data. The model's performance was assessed through tenfold cross-validation, 

utilizing coefficient of determination (R2), mean absolute error (MAE), and root mean square 

error (RMSE) metrics. The mean estimated doses per unit administered activity of [177Lu]Lu-

PSMA-617 for tumoral lesion were 2.62 ± 2.47 (0.15-13.7) Gy/GBq. PET-SUVmean 

demonstrated a significant correlation (p-value<0.01) with tumoral lesion doses (Spearman 

ρ=0.73), followed by PET-SUVmax and standardized additional metabolic (SAM). Regarding 

univariate analysis, the predictive efficacy of PET-SUVmean in estimating post-treatment 
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tumoral lesion doses was superior, with an R2=0.51, compared to PET-SUVmax and SAM, 

where R2<0.51. An optimal random forest (RFR) model, incorporating selected features of 

SUVmean, SUVmax, and SAM, demonstrated a higher performance in predicting tumoral lesion 

doses with R2=0.83. By combining three selected imaging features with clinical biomarkers, 

we improved performance significantly, achieving an R2=0.85 using the RFR algorithm. 

According to the preliminary findings, pre-treatment features have promising potential in 

predicting absorbed doses of [177Lu]Lu-PSMA, thereby contributing to the advancement of 

personalized RLT. Developing a robust methodology for predicting doses could provide 

valuable assistance in the individualization of treatment planning in RLT. 

Keywords: Dosimetry, Monte Carlo, PSMA RLT, PET/CT imaging, mCRPC, Machine-

learning. 

INTRODUCTION 

The theragnostic principle in nuclear medicine, encapsulated by the phrase "We treat what we 

see, and we see what we treat", emphasizes the integration of diagnostic imaging and 

therapeutic intervention [1]. This approach involves the development of theragnostic pairs, 

comprising an imaging radiotracer for molecular targeting and staging, and its therapeutic 

counterpart, typically a beta- or alpha-emitter employed for tumoral lesion eradication [2]. 

Radioligand therapy (RLT) represents a cutting-edge paradigm in radiation oncology, aiming 

to administer highly targeted and destructive radiation doses through cancer-specific 

radiopharmaceuticals [3].  

Prostate-specific membrane antigen (PSMA) is a trans-membrane glycoprotein that has 

significant overexpression in metastatic castration-resistant prostate cancer (mCRPC) [4]. The 

[177Lu]Lu-PSMA-617 RLT has been specifically designed to administer beta-particle radiation 

to cells expressing PSMA and their adjacent microenvironment. Following the success of a 

phase III clinical trial, [177Lu]Lu-PSMA-617 has obtained approval from the U.S. Food and 

Drug Administration (FDA) [3, 5]. This achievement underscores its effectiveness and marks 

a notable advancement in the field of targeted therapy for mCRPC. Despite the initial success 

of RLT, concerns persist regarding the balance between therapeutic efficacy and potential side 

effects. In the current protocol, patients are still treated with a fixed radiopharmaceutical 

activity and fraction interval [6]. To address these concerns, RLT treatments require careful 

planning before therapy initiation, similar to the individualized radiation dose planning seen in 

external beam radiotherapy (EBRT) or brachytherapy [7]. This emphasis on personalized 
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planning highlights the need to optimize therapeutic benefits while minimizing potential 

adverse effects [8]. 

Internal dosimetry plays a crucial role in radiopharmaceutical therapies (RPT) by estimating 

absorbed doses in both organs at risk (OAR) and tumoral lesions, allowing for the anticipation 

of biological effects [9]. Patient-specific dosimetry in RPTs involves considering patient-

dependent factors (anatomy and radiopharmaceutical biodistribution), and patient-independent 

factors (radionuclide properties) [10]. In this regard, OARs and tumoral lesions 

pharmacokinetics can be assessed by a series of cross-sectional scans whether sequential single 

photon emission computed tomography/computed tomography (SPECT/CT) scans or 

sequential hybrid planar-SPECT/CT scans [9]. However, the process demands significant 

imaging time and effort, often proving impractical for routine clinical practice. 

An alternative solution involves utilizing pre-treatment imaging to assess post-therapy 

absorbed doses. For managing mCRPC, the theragnostic pair of 68Ga/177Lu-PSMA is 

commonly used [9]. In the current clinical practice of [177Lu]Lu-PSMA-617 RLT, pre-

treatment [68Ga]Ga-PSMA-HEBD-CC (PSMA-11) positron emission tomography (PET)/CT 

imaging is essential to determine candidate eligibility and verify adequate tumoral lesion 

PSMA expression [11]. In a narrative review, the potential of pre-treatment PET imaging in 

diverse applications of RPTs was assessed, including dose prediction, such as the power of 

[68Ga]Ga-PSMA PET for dose prediction in [177Lu]Lu-PSMA RLT [12]. Several studies have 

established correlations between [68Ga]Ga-PSMA PET uptake and [177Lu]Lu-PSMA mean 

absorbed doses [13-16].  In the research conducted by Xue et al. [17], machine learning (ML) 

models were employed to predict post-therapy absorbed doses for [177Lu]Lu-PSMA RLT. 

However, relying on Hermes dosimetry software for dose estimation, the assessment was 

limited to OARs, excluding tumoral lesion absorbed dose prediction from their analysis.  

In this study, we aimed to develop ML models to predict mean tumoral lesion absorbed doses 

delivered by [177Lu]Lu-PSMA-617 RLT based on Monte Carlo (MC) dose estimation, pre-

treatment [68Ga]Ga-PSMA-11 PET imaging, and clinical biomarkers. Our objective was to 

determine if pharmacokinetic information of PSMA ligands over several days could be 

estimated through a single pre-treatment PET scan, eliminating the need for a series of post-

therapy imaging sessions. This innovative approach holds promise for seamless integration into 

routine clinical protocols for efficient dosimetry-based treatment planning in RLT. 

EXPERIMENTAL 
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Patient Cohorts  

Patients with mCRPC who were treated with [177Lu]Lu-PSMA-617 RLT screened at Center A 

through pre-treatment [68Ga]Ga-PSMA-11 PET/CT within 2 months of treatment initiation for 

inclusion. Twenty patients (age: 68.28 ± 6.44 yr) met the eligibility criteria and were included. 

Among these patients, two individuals underwent [68Ga]Ga-PSMA-11 PET/CT scans at other 

centers, namely Center B and Center C. The patients received an injection of the administered 

activity of [177Lu]Lu-PSMA-617. The net injection dose (administered dose minus the 

remaining dose in the vial) was determined, which was approximately 6.8 ± 0.4 GBq for our 

cohorts. As part of an ongoing research study approved by the Institutional Review Board, all 

patients provided written informed consent to participate in the dosimetry investigation. The 

study involved serial whole-body planar imaging and one SPECT/CT imaging session after 

standard treatment. Each participant underwent whole-body planar at two or three time points, 

approximately at 4 h, 48 h, and 72 h as well as one SPECT/CT imaging at ~48 h post-injection. 

Tumor Segmentation 

All patients had multiple tumoral lesions (bone metastases, lymph node metastases, and soft 

tissue metastases). An experienced nuclear medicine clinician manually segmented up to eight 

index tumoral lesions larger than 2 mL on baseline PET/CT scans utilizing the "Segment 

Editor" module in 3D Slicer software v5.2.2. The inclusion criteria for these lesions were 

primarily determined by the anatomical size and clear margins, ensuring confidence in the 

manual segmentation process. Subsequently, the delineated index lesions were transferred to 

the SPECT/CT scans through co-registration. The segmentations underwent verification and 

adjustments by a second nuclear medicine clinician as needed. Fig. 1 illustrates the manual 

segmentation of a mCRPC patient in PET/CT and SPECT/CT images, presented in maximum 

intensity projection (MIP) views, with the image visualization conducted using LIFEx v.7.4 

software.  
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Fig. 1. PET/CT and SPECT/CT images of a mCRPC patient before (top) and after (down) manual 

segmentation in MIP views with image visualization conducted using LIFEx V.7.4 software. 

[68Ga]Ga-PSMA PET/CT Imaging and PET-derive Metrics 

In our center, [68Ga]Ga-PSMA-11 PET/CT imaging was conducted using a dedicated PET/CT 

system (Siemens BioGraph6 TruePoint). An average activity of 148 ± 16.92 MBq [68Ga]Ga-

PSMA-11 was intravenously administered. The data were reconstructed using vendor-specific 

recommended parameters. In all patients, a whole-body PET scan (skull to mid-thighs) in three-

dimensional (3D) mode was performed, with scan times lasting 3 or 4 minutes per bed position. 

The scans started 45 to 60 minutes after tracer injection and were acquired with an image matrix 

size of 168 × 168 (pixel size 4.072 mm). All patients underwent a low-dose CT scan for 

attenuation correction of the PET emission data, encompassing the area from the skull to the 

mid-thigh. The low-dose CT scan parameters included a 512 × 512 matrix size (pixel size 0.97 

mm), 110 kVp, 80 mA, slice thickness of 5 mm, and a pitch of 1.5. The PET/CT scanners utilized 

at centers B and C were a Siemens BioGraph6 TruePoint TrueV and a BioGraph Horizon, 

respectively, equipped with identical features as those described for Center A. Although, 

Center C is equipped with a time of flight (TOF) algorithm in the reconstruction procedure. 

Tumor volume and standard uptake value (SUV) metrics were extracted using the "PET 

Volume Statistics" module in the 3D Slicer software V5.2.2. Among the blood test biomarkers 

for mCRPC patients, we collected prostate-specific antigen (PSA, μg/L), alkaline phosphatase 
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(ALKP, U/L), and creatinine (Cr, mg/dL). Table 1 provides a comprehensive overview of the 

total variable set and their definitions, encompassing 6 morphological, 19 quantitative 68Ga-

PET, and 3 blood-test features. 

Table 1. The comprehensive variable set in this study includes both PET and clinical features. 

Feature type Feature name Feature Definition 

Morphological-related 

Volume 
Volume of index tumors (segmented by nuclear 

medicine clinician) 

Total voxel Total number of voxel 

Tumor 

Type 

Bone 

Metastases 

Bone metastases tumoral lesions (indicated by 

1) 

Lymph 

Node 

Metastases 

Lymph node metastases tumoral lesions 

(indicated by 2) 

Soft 

Tissue 

Metastases 

Soft tissue metastases tumoral lesions 

(indicated by 3) 

Age Patient's age (yr) 

Weight Patient's weight (kg) 

Height Patient's Height (cm) 

SUV-related 

SUV mean Mean SUV value 

SUV min Minimum SUV value 

SUV max Maximum SUV value 

SUV TLG 
Total lesion glycolysis [g]: SUV mean × 

metabolic tumor volume (MTV) 

Glycolysis Q1 
Glycolysis Within First Quarter of Intensity 

Range [g] 

Glycolysis Q2 
Glycolysis Within Second Quarter of Intensity 

Range [g] 

Glycolysis Q3 
Glycolysis Within Third Quarter of Intensity 

Range [g] 

Glycolysis Q4 
Glycolysis Within Fourth Quarter of Intensity 

Range [g] 

SUV std. dev. Standard deviation of SUV value 

SUV median Median SUV value 

SUV RMS Root mean square SUV 

SUV SAM Standardized additional metabolic activity SUV 

SUV SAMB 
Standardized additional metabolic activity 

background SUV 

SUV 1st quartile 1st quartile SUV 

SUV 3rd quartile 3rd quartile SUV 

Q1 distribution 
Percent within the first quarter of intensity 

range [%] 

Q2 distribution 
Percent within the second quarter of intensity 

range [%] 
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Q3 distribution 
Percent within the third quarter of intensity 

range [%] 

Q4 distribution 
Percent within the fourth quarter of intensity 

range [%] 

Blood tests 

PSA (μg/L) A glycoprotein enzyme 

Cr (mg/dL) 
A breakdown product of creatine phosphate 

resulting from muscle and protein metabolism. 

ALKP (U/L) An enzyme that exists throughout the body 

 

SPECT/CT and Whole-body Planar Imaging 

Patient dosimetry for [177Lu]Lu-PSMA-617 RLT involved serial post-therapy whole-body 

planar imaging sessions (post-void) at approximately 4 h, 48 h, and 72 h, along with a 

SPECT/CT scan at 48 h after the first RLT cycle. Fig. 2 illustrates a mCRPC case from the 

study with three whole-body planar images in anterior (A) and posterior (P) views on the left 

panels and a ~48 h SPECT/CT imaging (coronal and MIP views) on the right panel. A 

SPECT/CT imaging with a low-energy high-resolution (LEHR) collimator was conducted 

using a Siemens Symbia T2 system. The imaging acquisition, utilizing auto-contour orbits, 

spanned 25 minutes in a single-bed configuration. In cases of widespread metastases, a two-

bed configuration was implemented to ensure comprehensive coverage. The system 

demonstrated a sensitivity of 202 counts per minute per microcurie (cpm/μCi), providing a 

comprehensive imaging approach with the capability to capture detailed anatomical and 

functional information. This system is equipped with a dual-headed camera, generating 64 

projections per head, each with a frame duration of 20 fr/ sec. The acquired images underwent 

reconstruction using ordered subset expectation maximization (OSEM) iterative 

reconstruction, employing eight iterations and eight subsets. Attenuation corrections were 

applied using CT scans, and a subsequent step involved applying a 5 mm Gaussian filter, 

resulting in an isotropic resolution of 4.79 mm. The whole-body planar and SPECT/CT 

acquisition parameters are provided in Table 2. 
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Fig. 2. Time-lapsed imaging in mCRPC post-RLT - Anterior (A) and posterior (P) whole-body planar 

images at ~4 h, 48 h, and 72 h, with a SPECT/CT at ~48 h, revealing the dynamic evolution of a 

patient in this study. 

Table 2. SPECT/CT and whole-body planar imaging acquisition parameters. 

Whole-body planar 

acquisition 
SPECT acquisition CT acquisition 

Parameter Value Parameter Value Parameter Value 

Matrix size 1024 × 256 Matrix size 128 × 128 Matrix size 512 × 512 

Pixel size 
2.4 mm × 2.4 

mm 
Voxel size 

4.8 mm × 4.8 mm 

× 4.8 mm 

Tube 

voltage and 

current 

110 kV and 

55 mAs 

Scan time 17 min 

Frame 

duration 

(fr/sec) 

20 Pitch 1.5 

Energy 

window 

Center: 113, 

15% 

photopeak, 

10% both lower 

and upper 

scatter. 

Collimator 
LEHR, 113 keV 

[18]  

Slice 

thickness 

and pixel 

size 

5 mm and 

0.97 mm 
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Calibration and Dosimetry Workflow 

A calibration method was used to convert SPECT and whole-body planar images from counts 

to Becquerel (Bq) units [18, 19]. The calibration factor [cps/ MBq] is calculated by dividing 

the total counts in the reconstructed image by the product of scan time and activity [18]. To 

maintain consistency, we followed the patient protocol for acquisition, reconstruction, and 

essential corrections [18]. 

The dosimetry workflow is composed of the following steps: 

In the preprocessing phase, CT images were resampled through Lanczos interpolation using 

the "Resize Image (BRAINS)" module in 3DSlicer v5.2.2 to ensure alignment with the 

resolution and dimensions of SPECT images. Whole-body planar images captured at ~4 h, 48 

h, and 72 h post-RLT were co-registered using the "Transform Module" in 3DSlicer. Regions 

of interest (ROIs) encompassing the targets were delineated initially on the 4 h anterior scan. 

To maintain consistency in contouring and quantification, the ROIs from the initial 

segmentation were kept unchanged in size and shape, and manually relocated on the other 

anterior views, with a 180-degree reversal applied to posterior views. 

In the process of quantifying activity, the conjugate view method was utilized. Absolute 

activity (in MBq) was calculated using the geometric-mean calculation method [20], as outlined 

by Equation 1: 

𝐴 =
1

𝐹
√𝑁𝐴𝑁𝑃 (1) 

In the given equation, NA and NP denote the count numbers within the ROI for anterior and 

posterior images, respectively. The conversion factor (F) represents the ratio between whole-

body counts and decay-corrected injected activity (counts per unit activity). This factor serves 

as the means for converting counts into activity. The 2D kinetics derived from whole-body 

planar in these ROIs were combined with the activity estimation from the SPECT scan 

conducted at ~48 h. The activity obtained from SPECT was employed to rescale the 2D-based 

time-activity curve (TAC) for each volume of interest (VOI) [21, 22]. To understand 

radiopharmaceutical behavior, these rescaled TACs with equally weighted activities underwent 

integration through a triple-exponential equation to calculate time-integrated activity (TIA) or 

�̃� values, representing the total disintegrations within each VOI [23].  

The Geant4 Application for Tomographic Emission (GATE) is an open-source MC simulation 
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platform built upon the GEANT4 toolkit. It facilitates the user-friendly simulation of imaging 

scenarios across a diverse spectrum of nuclear medicine and radiation therapy applications. 

Using GATE (v 9.2, with Geant4 v11.0), we simulated patient-specific simulations to calculate 

3D absorbed doses. This methodology provides a comprehensive simulation approach that 

integrates real-world imaging data with MC simulations to estimate absorbed doses. The 

MersenneTwister random seed was used during the MC simulation. Activity and density maps 

were derived from SPECT and CT images, respectively. Hounsfield Units (HU) were 

converted into materials and densities using the density and material tables developed by 

Schneider et al. [18]. A physics macro was used to simulate processes from both the emstandard 

opt3 and the RadioactiveDecay physics lists. The simulation utilized 10e9 primaries on a single 

CPU to provide voxelized S-values. Following the Pamphlet No. 21 methodology, the mean 

absorbed dose was calculated [24]. Based on medical internal radiation dose (MIRD) 

formalism, as shown in Equation 2, S-values from the GATE simulation and TIA values from 

TACs were merges to calculate the mean absorbed doses. 

𝐷(𝑘 ← 𝑇𝐷) =  ∑ �̃�(h ←  𝑇𝐷)𝑆(k ← h) 
𝑟𝑆 , (2) 

In this equation, D(k ← TD) is the mean absorbed dose to the target voxel in Gy over the dose-

integration period (TD) which is usually taken as infinity. The symbols k and h represent target 

and source voxels, respectively. Ã(h ←  TD) is TIA or the cumulated activity in MBq.s. 𝑆(𝑘 ←

ℎ) represents the amount of radionuclide-specific dose absorbed by a target voxel k per unit of 

activity in a source voxel h (in Gy/ MBq.s) [9]. We calculated absorbed doses (in Gy), and also 

doses per administered activity (in Gy/ GBq) for tumoral lesions. 

We calculated S-values for patient-specific geometries utilizing a voxel-based MC method 

through GATE simulation and a CT image for determining tissue properties [9]. In the case of 

177Lu, the S-value between a source voxel h and a target voxel k can be formulated as presented 

in Equation 3: 

𝑆 𝐿𝑢 
177 (k ← h) =

1

𝑚𝑘
[ ∑ Ei𝑌𝑖𝜙𝑒(k ← h. 𝐸𝑖) + ∑ Ei𝑌𝑖𝜙𝑝ℎ(k ← h. 𝐸𝑖)

 

iϵ 𝐿𝑢 177 .ph

 

iϵ 𝐿𝑢 177 .e

]. (3) 

 

Where mk represents the mass of the target voxel, while ϕ denotes the absorbed fraction (AF), 

indicating the proportion of the energy emitted from voxel h that is absorbed in voxel k. AF 
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has been separated into components for electron emissions, encompassing 𝛽− particles, 

conversion, and Auger electrons, as well as photon emissions, including gamma-photons and 

X-rays. The radionuclide-specific factors Ei and Yi represent the mean energy emitted during 

a given nuclear transition and the yield of a given nuclear transition [9].  

Feature Selection and Machine Learning Predictive Models  

The dosimetry prediction models were meticulously developed by incorporating PET-derived 

features obtained from the pre-treatment scan using [68Ga]Ga-PSMA-11, along with relevant 

clinical biomarkers. The ground truth for these models was established through the dosimetry 

data of targeted tumoral lesions. Various regression-type ML models were harnessed to 

accurately predict the absorbed doses of tumoral lesions during the initial treatment cycle of 

[177Lu]Lu-PSMA-617 RLT. 

To effectively reduce the dimensionality of our training dataset and choose robust features, we 

implemented a hierarchical feature selection strategy. As part of this process, imaging features 

that were not complementary to the data were discarded. Consequently, the goal was to identify 

the optimal combination of imaging features that yielded the highest performance between pre-

treatment features and post-treatment absorbed doses. Subsequently, we integrated these 

selected imaging features with all available clinical biomarkers to find the best features. This 

combined dataset was then processed through multiple ML algorithms to identify the model 

that demonstrated superior performance. 

The feature selection process begins with a univariate linear regression model, where each 

predictor variable is individually analyzed. The variable with the highest coefficient of 

determination (R2), indicative of the best predictive performance, is selected. Following the 

selection of the best variable in the univariate analysis, bivariate regression models are created. 

Each bivariate model includes the initially selected variable along with another variable from 

the predictor set. We compared a cross-combination of all features with selected features to 

evaluate the second and third important imaging features in dose prediction.  In the third step, 

the two best bivariate models that most increased predictive likelihood (with the highest R2) 

were selected, forming the basis for a set of trivariate models to find the best feature 

combination for each of the ML regression algorithms that we tested for tumoral lesions. 
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Finally, utilizing multivariate analysis, we integrated the selected imaging features with 

selected clinical biomarkers to identify the optimal combination that demonstrated the highest 

R2 among all features. 

The hierarchical feature selection algorithm was applied to six supervised ML regression 

algorithms, encompassing both linear and non-linear approaches, and underwent evaluation to 

find the best model. The regression ML algorithms include linear regression, k-nearest 

neighbors (KNN) regression, support vector regression (SVR), gradient boosting regression, 

decision tree regression, and random forest (RF) regression. These algorithms are regarded as 

cutting-edge solutions for both classification and regression tasks. Employing the Python 

programming language (v.3.11.5), the ML regression models were implemented through 

univariate, bivariate, and multivariate analyses.  

We adopted the K-fold cross-validation method for 80% of the dataset (from Center A), 

initially dividing the dataset D into k mutually exclusive folds: 

D = D1 ∪ D2 ∪⋅⋅⋅∪ Dk.       Di ∪ Dj = ϕ (i ≠ j). (4) 

The consistency of data distribution within each subset Di was maintained through sampling. 

In each training iteration, one of the k subsets was designated as the holdout for the validation 

dataset to fine-tune hyperparameters, while the remaining k-1 subsets collectively serve as the 

training dataset. In this context, we selected a value of k equal to 10. Subsequently, the model's 

performance was assessed on a separate, independent 20% holdout test subset, evenly 

distributed from three centers. This final holdout subset was used to provide an unbiased 

estimate of the ML model's performance after the training/validation phase. 

Statistics Analysis 

In the statistical analysis, Spearman rank correlations between predictive features and tumoral 

lesion absorbed dose per unit administered activity were calculated, and Benjamini and 

Hochberg p-value corrections were applied. Q-values below 0.05 were considered to be 

significant. The model performance was assessed using CV tenfold R2, mean-absolute-error 

(MAE), and root-mean-square-error (RMSE), in comparison to the ground truth. 

RESULTS AND DISCUSSION 
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A total of 20 patients (age 68.28 ± 6.44 yr, range 63–89 yr) with 114 tumoral lesions larger 

than 2 mL (mean = 48.25 ± 80.54 mL, range: 2.09–373.42 mL) were included in this study. To 

reduce the absorbed dose calculation uncertainties owing to mis-registrations and partial 

volume effect (PVE), we excluded lesions smaller than 2 mL for the statistical analysis. The 

majority of studied tumoral lesions were found in the bone (94/114), while 16 lesions were 

lymph node metastases, and 4 lesions were found in soft tissues.  

We used Python programming language (v.3.11.5) to generate the TAC and absorbed dose of 

tumoral lesions based on whole-body planar and SPECT/CT images. Fig. 3 illustrates an 

example of a TAC, the change of fraction of injected activity over time of tumoral lesions. 

Tumoral lesions represented a mean absorbed dose of 2.62 ± 2.47 Gy/ GBq (0.15–13.7 Gy/ 

GBq) based on data from 20 mCRPC patients included in this study. 

 

 

Fig. 3. TAC of tumoral lesions in a mCRPC case: orange rectangles depict serial whole-body planar 

imaging time-points rescaled to a SPECT/CT time-point, and the green curve represents the fitted tri-

exponential model. 

 

Using pre-treatment [68Ga]Ga-PSMA-11 PET-derived features and clinical biomarkers, we 

evaluated six ML-based regression algorithms to predict the absorbed dose in tumoral lesions 

following the first treatment cycle of RLT. Based on MC simulations, we obtained the actual 
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dose values for each tumoral lesion, and we regarded them as the ground truth for every 

comparison with the predicted dose values generated by the ML models. 

Fig. 4 illustrates the self and cross-correlation of all baseline features concerning the absorbed 

dose in tumoral lesions, as depicted by Spearman correlation coefficients (R), with a q-value 

below 0.05. As depicted in Fig. 5, there is a strong correlation between SUVmean and absorbed 

dose (R = 0.73). Following closely is SUVmax, displaying a correlation of 0.69. 

 

 

Fig. 4. Spearman rank self and cross-correlation of absorbed dose (SCDOSE) with pre-treatment 

parameters. 
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Fig. 5. Correlation between PET- SUVmean and absorbed dose in Gy/ GBq (left panel) as well as PET- 

SUVmax and absorbed dose in Gy/ GBq (right panel). 

A primary goal of this investigation was to identify features that enhance the utilization of pre-

treatment data in predicting absorbed doses during the initial course of [177Lu]Lu-PSMA-617 

RLT. In Table 3, we present the final set of selected features for tumoral lesions, chosen from 

all PET-derived features. Also, Table 3 presents the model performance of the final selected 

prediction algorithms utilizing [68Ga]Ga-PSMA-11 PET metrics. Additionally, the last row 

incorporates PET metrics combined with clinical biomarkers for a comprehensive evaluation. 

The quantitative metrics, including R2, MAE, and RMSE, are reported based on calculations 

from a 10-fold cross-validation on a 20% hold-out test set. Following the proposed hierarchical 

feature-selection strategies, the linear univariate regression model selected SUVmean, yielding 

an R2 value of 0.51, an MAE of 1.47 Gy/ GBq, and an RMSE of 2.23 Gy/ GBq. 

We conducted a comparative analysis, cross-combining all features with SUVmean, to evaluate 

the significance of the second and third features in predicting absorbed doses. In a bivariate 

analysis, SUVmean combined with SAM, as well as SUVmean combined with SUVmax, emerged 

as the most effective predictors based on R2 (0.71 and 0.8), MAE (1.13 and 0.98 Gy/ GBq), 

and RMSE (1.71 and 1.41 Gy/ GBq), as obtained from RF models. The optimum prediction 

performance utilizing PET-only features was attained through a trivariate RF algorithm 

comprising SUVmean, SUVmax, and SAM, yielding R2 = 0.83, MAE = 0.93 Gy/ GBq, and RMSE 

of 1.32 Gy/ GBq (refer to Table 3). Remarkably, utilizing a multivariate analysis, the cross-

combination of the three chosen PET features with all clinical biomarkers led to the 
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identification of PSA and ALKP as pivotal among the clinical biomarkers. The final set of 

selected features, including SUVmean, SUVmax, SAM, PSA, and ALKP, played a crucial role in 

achieving an impressive R2 of 0.85, with an MAE of 0.93 Gy/ GBq and an RMSE of 1.24 Gy/ 

GBq, obtained through the implementation of a RF ML algorithm (Table 3, last row). 

 The comparison between predicted absorbed doses and measured absorbed doses from 

selected regression algorithms is depicted in Fig. 6. These predictions stem from the application 

of univariate linear model and RF models—encompassing bi/tri/multi-variate configurations, 

as detailed in Table 3. The graph meticulously compares these predictive outcomes against the 

actual delivered dose, ascertained through Lu-177 SPECT/CT scans. 

 

Table 3. Performance of selected prediction algorithms using [68Ga]Ga-PSMA-11 PET metrics and 

clinical biomarkers. Quantitative metrics (R2, MAE, and RMSE) are reported based on 10-fold cross-

validation with a 20% hold-out test set. 

 

Model Features R2 MAE (Gy/ GBq) 
RMSE (Gy/ 

GBq) 

Univariate: 

Linear 
SUVmean 0.51 1.47 2.23 

Bivariate: RF 
SUVmean, SAM 0.71 1.13 1.71 

SUVmean, SUVmax 0.80 0.98 1.41 

Trivariate: RF 
SUVmean, 

SUVmax, SAM 
0.83 0.93 1.32 

Multivariate: RF 

SUVmean, 

SUVmax, SAM, 

PSA, and ALKP 

0.85 0.93 1.24 
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Fig. 6. Pre-treatment predicted absorbed dose using a univariate linear model and bi/tri/multi-variate 

RF models in Table 2 against measured absorbed dose in RLT. 
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Theranostics, the integration of diagnostics and therapeutics, emerges as a highly promising 

approach for the personalized management of advanced prostate cancer, particularly in 

mCRPC cases involving metastasis [25, 26]. The promising future of theranostics in prostate 

cancer management revolves around PSMA RLT, a crucial element in personalized treatment 

strategies, with a particular emphasis on the significant role of dose in its application [27]. It is 

important to calculate the appropriate administered activity for each fraction for mCRPC 

patients who undergo ~ 4-5 fractions of treatment. Identifying the optimal therapeutic absorbed 

dose in mCRPC early on can guide appropriate patient selection and treatment alterations for 

RLT.  

Currently, PSMA-directed RLT involves administering a fixed activity to patients. Despite 

regulatory agencies and scientific societies typically advocating for treatment planning and 

dose application in RLT, there is currently no practical solution available [9, 18, 21, 22, 24]. 

In metastatic prostate cancer tumoral lesions, quantitative metrics derived from 68Ga-PET have 

shown promise in assessing PSMA distribution. Despite this, few studies have examined the 

correlation between SUV features and absorbed doses/treatment outcomes [13-15, 17]. Further 

research is essential to establish conclusive findings in this regard. 

Predicting absorbed doses in both tumoral lesions and OARs holds the potential to enhance 

treatment efficacy before treatment. This approach facilitates the creation of individualized 

treatment plans, allowing for the administration of patient-specific doses in RLT. This 

personalized strategy aims to maximize tumoral lesion irradiation while minimizing exposure 

to OARs. The present study aimed to assess the predictive capability of 68Ga-PET-derived 

metrics, combined with available clinical biomarkers, in developing ML models for predicting 

absorbed doses in tumoral lesions. To enhance the accuracy of the models, training datasets 

were generated from MC simulations, offering reliable ground truth information. 

There is a complex relationship between baseline PET-derived features and the administered 

absorbed dose. Distinctive variances arise in the pharmacokinetics and biodistribution of 

68Ga/177Lu-PSMA theragnostic pairs. These variations are influenced by factors such as the 

diverse masses and chemical structures of administered radiopharmaceuticals, patient 

behavior, the presence of radioactive metabolites, and the impact of medications, among other 

factors [28]. In other words, the pre-therapy SUV, taken one hour after administration, provides 

a single-time point measurement primarily reflecting PSMA distribution. In contrast, the 
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absorbed dose is a cumulative measure over several days, considering the dynamic physiologic 

circulation and accumulation of a similar but not identical tracer, capturing a broader 

perspective of the radiation time course [17]. Moreover, therapeutic tracers, specifically 

[177Lu]Lu-PSMA-617, are administered at substantially higher activity levels in contrast to 

imaging tracers like [68Ga]Ga-PSMA-11. Despite sharing similarities in ligands, they are not 

identical. The underlying theragnostic principle, marked by analogous pharmacokinetics 

between imaging (PSMA-11) and therapy tracers (PSMA-617), streamlines the qualitative 

assessment of post-therapy doses before treatment [29]. 

Existing literature consistently suggests a noteworthy correlation between 68Ga-SUV and 

177Lu-induced tumoral lesions absorbed doses [13, 14, 16, 17, 30, 31]. These studies have 

demonstrated that SUV values from pre-therapy PET imaging are correlated with post-therapy 

dose distribution. These correlations underscore the importance of incorporating pre-treatment 

information, aiding in the estimation of post-therapy dosimetry, and mitigating the likelihood 

of under- or over-estimation of diverse biodistributions. 

Ezziddin et al. [30] for the first time demonstrated a robust correlation between [68Ga]Ga-

DOTATOC SUV-metrics and [177Lu]Lu-Octreotate absorbed dose, with SUVmean showing an 

R-value of 0.72 and SUVmax exhibiting an R-value of 0.71 [28]. Similarly, Hänscheid et al. 

[32] highlighted a significant correlation (R = 0.76) between PET-based SUVmax and the 

maximum absorbed dose administered to tumors in patients with meningioma [29]. Violet et 

al. [13], relying on PSMA PET screening, observed a correlation between whole-body tumor 

SUVmean and mean absorbed dose, with a reported correlation coefficient (R) of 0.62. Xue et 

al. [17] conducted dosimetry prediction of OARs through the integration of pre-therapy PET 

imaging and blood test results. They offered an alternative solution leveraging ML techniques. 

Nevertheless, a limitation in their study was the inability to predict absorbed doses for tumoral 

lesions, attributed to the unavailability of the lesion phantom in the Hermes dosimetry tool. 

In our assessment of the correlation between tumoral lesion PET-derived metrics and clinical 

biomarkers with absorbed doses during RLT, we identified a robust correlation, particularly 

with SUVmean and absorbed doses (R = 0.73, Fig. 5). Additionally, we observed a noteworthy 

correlation between SUVmax and absorbed doses, with an R-value of 0.69 (Fig. 5). Expanding 

beyond a univariate analysis that demonstrated the predictive value of SUVmean (R
2 = 0.51), we 

constructed bi/tri-variate models to improve prediction accuracy. A bivariate RFR model, 

utilizing only SUVmean and SAM, exhibited strong predictive performance (R2 = 0.71, MAE = 
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1.13 Gy/ GBq). Furthermore, another bivariate analysis incorporating SUVmean and SUVmax 

achieved high predictive performance (R2 = 0.8, MAE = 0.98 Gy/ GBq), with an RFR model 

identified as the most efficient among six different models. The optimal model performance 

was attained through a tri-variate RF model, exclusively incorporating PET-derived metrics, 

namely SUVmean, SUVmax, and SAM, resulting in an impressive R2 value of 0.83 and a low 

MAE of 0.93 Gy/ GBq. The correlation of all the selected features with the absorbed dose based 

on uni/bi-variate analysis is illustrated visually in Fig. 6. Moreover, we combined the three 

selected features from PET imaging with clinical biomarkers and improved the prediction 

performance (R2 = 0.85, MAE = 0.93 Gy/ GBq). These observations could imply that clinical 

biomarkers, particularly blood test features such as PSA, might influence tumor behavior, 

potentially impacting the extent of PSMA tumor uptake and metabolism. 

While our study yielded meaningful and promising outcomes, it faced certain limitations. First 

and foremost, the patient cohort was limited due to the high workload and time-consuming 

nature of the SPECT/CT or whole-body planar imaging in dosimetry workflow. The nuclear 

medicine center, where the study was conducted, had only one SPECT/CT system, contributing 

to the constraints on patient enrollment. Incorporating additional subjects may enhance the 

model's generalizability and robustness. Despite the development of ML methods, the limited 

data for training may limit their predictive power in the dosimetry prediction process. The 

reliability of dose estimation using ML can be improved by training and validation with 

additional data. Moreover, due to the non-mandatory nature of post-treatment scans, we were 

unable to obtain all whole-body planar post-treatment scans for a few patients. Our study is 

inherently limited by uncertainties associated with the nature of the dosimetry workflow. This 

includes challenges in quantitative imaging, encompassing aspects such as scatter/attenuation 

correction, segmentation, and calibration factor. Additionally, the study was constrained by 

uncertainties in multi-time point serial imaging, involving considerations such as time-series 

registration, time–activity curve parameters, and cumulated activity determination [33]. 

Furthermore, the simplification of post-therapy imaging, whether through the adoption of 

SPECT/ whole-body planar hybrid imaging, reduction in imaging time-points, or the 

approximation of particle transport algorithms, may contribute additional uncertainties to the 

overall dosimetry process.  

In this investigation, PET/CT scans were gathered from a PET/CT scanner within our facility 

for 18 patients, and an additional two patients had their scans collected from PET/CT scanners 
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at different centers. This diverse data collection aims to enhance the generalizability of our 

model. Augmenting the data set from diverse nuclear medicine centers with potential variations 

in image reconstruction protocols and scanning parameters could enhance the model’s ability 

to generalize. This strategy would make the findings more applicable to other studies. 

Moreover, in this investigation, we assessed and standardized the suggested prediction model 

specifically for the initial treatment cycles of each mCRPC patient. Our focus did not extend 

to exploring absorbed dose prediction across subsequent RLT cycles. However, the potential 

of the proposed model can be further harnessed in clinical dosimetry, enabling the prediction 

of absorbed doses for all treatment cycles. Given that manual segmentation stands out as the 

most time-consuming step in the internal dosimetry workflow, there is an opportunity to 

enhance efficiency by implementing semi-automatic or fully automatic segmentation 

procedures to streamline this process [34-38]. Furthermore, we can apply the same 

methodology to predict absorbed doses of OARs such as the liver, spleen, kidneys, and salivary 

glands. 

The study emphasizes the performance of the ML-based model in predicting absorbed doses is 

significantly influenced by the choice of feature selection and regression model. Simple linear 

regression models are found to be less effective than non-linear ML models, such as RF regression, 

especially when dealing with limited data sets. The need for additional research is underscored to draw 

conclusive insights into the effective application of automated models in RPTs and the development of 

precise, patient-specific treatment plans for RLTs in mCRPC cases. 

CONCLUSION 

To ensure precise individualized dosimetry, it is essential to employ a precise planning agent 

before undergoing [177Lu]Lu-PSMA-617 RLT. The preliminary findings described herein 

confirmed the feasibility of pre-treatment tumoral lesion dose prediction before the PSMA-

RLT for patients with mCRPC. We assessed the use of [68Ga]Ga-PSMA-11 PET-derived 

metrics in a multi-center framework and clinical biomarkers to predict tumoral lesion absorbed 

doses in [177Lu]Lu-PSMA-617 RLT. Tumoral lesion SUVmean, SUVmax, and SAM were found 

to accurately predict absorbed doses (R2  = 0.85 and MAE = 0.93 Gy/ GBq, in 10-fold cross-

validation). As a result of this approach, each cycle of therapy could be tailored for optimal 

activity levels to reduce radiation-induced tissue damage while enhancing tumor suppression. 

Validation on multi-center datasets will provide clinicians with a decision-support tool, 
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improve patient stratification, and optimize treatment response. To verify the validity of this 

model in routine clinical practice, investigators should examine more patient data than we 

analyzed in this study. 
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Abstract 

Yttrium-90 is a pure beta emitter with a half-life of 64.1 hours and an average energy of 

0.9367 MeV which decays to stable zirconium-90. Today, high-energy beta emitters such as 

yttrium-90 are increasingly used in nuclear medicine. Improving the targeted therapy with 

radionuclides requires effective protection of personnel and the general against the harmful 

effects of beta radiation and bremsstrahlung radiation caused by the interaction of energetic 

beta particles with shield material. In the shielding design for high-energy beta emitters, 

various characteristics of materials such as maximum beta range and bremsstrahlung yield 

should be considered. In this study, the simulation of the biological shielding for the in-house 

90Sr/90Y generator (Pars Isotope Company) was performed by calculating the effective dose 

using the MCNP6 code. The results showed that polyethylene was the optimal material for 

efficient shielding against 90Sr and 90Y Beta radiation. Bremsstrahlung radiation can be 

further reduced by adding a layer of lead to the primary shielding material. Ultimately, the 

effective dose reduces from a certain value in mSv to µSv using a multi-layer shield 

configuration.   

Keywords: Radiation shielding, 90Sr/90Y generator, MCNP6, Bremsstrahlung  

INTRODUCTION 

Targeted therapy with radionuclides (TRT) has attracted the attention of many nuclear 

researchers in recent years. Unlike conventional external beam radiation therapy, TRT causes 

less lateral damage to normal tissues and allows radiopharmaceuticals to be delivered to 
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neoplastic abnormalities, metastasized cells, and cell clusters and cause cancer treatment. This 

method is based on the use of molecules with high affinity (as carriers of radionuclides) to 

tumor cells [1]. The use of radionuclides has increased with the development of targeted 

radionuclide therapy and it has led to an increase in the demand for therapeutic radionuclides. 

Yttrium-90 (half-life: 64.1 hours) as a pure beta emitter decays to stable zirconium-90 and 

produces the most beta energy among beta emitters. It is an important radionuclide in nuclear 

medicine and the treatment of bulky malignant tumors. The average and maximum penetration 

depths are 2.5 and 10 mm, respectively. Maximum beta energy is 2.27 MeV (100%) and the 

linear energy transfer is about 2keV/µm. It can be produced with two direct and indirect 

methods. In the direct method, 90Y is produced from irradiation of the 89Y target using thermal 

neutrons through the 89Y(n,γ)90Y reaction. The obtained radionuclide by this method is carrier-

added (CA) and due to its low specific activity, it can be applied for different applications such 

as radio-synovectomy and brachytherapy. The carrier-free (CF) form of 90Y used in TRT due 

to its high specific activity is obtained through the 90Y/90Sr radionuclide generator which is 

based on the indirect production method. In this method, 90Sr is used as the parent radionuclide, 

and the daughter radionuclide (90Y) is separated from it. The separation method currently used 

is the electrochemical separation method. 

In the 90Sr/90Y generator, beta  and bremsstrahlung radiations are produced. Although these 

radiations are useful for cancer treatment, they cause biological hazards for personnel. 

Depending on the amount of radiation, symptoms such as nausea, hair loss, hives, and skin 

irritations may appear. More intensive exposure may also lead to cancer and heart problems. 

Three factors of irradiation time, distance, and radiation protection should be considered for 

reducing hazards. Irradiation time should be minimized and since the radiation intensity is 

inversely proportional to the square of the distance, therefore a safe distance from the radiation 

source should be maintained. A biological shield is the most effective factor in reducing 

radiation intensity. Therefore, to reduce the personnel dose to a safe level, a suitable biological 

shield must be designed. The important factors in the design of the shield are the geometry and 

the type of material. To achieve the appropriate dose, the thickness of the device's shield must 

be sufficient and affordable in terms of cost. In this study, the simulation of the biological 
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shielding for the in-house 90Sr/90Y generator (Pars Isotope Company) was performed by 

calculating the effective dose using the MCNP6 code. 

Material and Methods 

In biological protection issues, the annual occupational dose limit is defined as the quantity of 

the effective dose of the whole body [2]. In this study, to calculate this quantity, flux to effective 

dose conversion coefficients provided by ICRU-57 have been used. These coefficients were 

defined using DE, DF, and logarithmic interpolation in the simulation.  

MCNP6 is an effective code for simulating the interaction of radiation in different types of 

shielding materials [3,4]. This code considers the interaction of electrons through elastic and 

inelastic scattering, ionization, delta beam production, and bremsstrahlung radiation. The interaction 

of beta particles emitted from the decay of 90Y with the nuclei of the shielding material causes the 

creation of bremsstrahlung radiation. Bremsstrahlung radiation may be generated from the shielding of 

the generator and lead to increased radiation exposure of related personnel. Therefore, the removal of 

bremsstrahlung radiation is very important in shielding, especially when the beta energy is very high. 

To estimate the total effective dose, the incident flux on the point detectors, in the appropriate energy 

ranges, has been calculated using the MCNP6 code. Knowing the flux, and the coefficients for 

converting the flux into the effective dose for the energy distribution, and considering all the particles, 

the amount of the effective dose for different materials is calculated according to equation (1): 

 

(1) 

Result and discussion 

Figure 1 presents the simulation results for three different materials, polyethylene, aluminum, and 

acrylic, used as beta radiation shields at various thicknesses. As evident from the figure, polyethylene 

demonstrates the best performance as a beta radiation shield. The selection of these three materials for 

simulation is justified by their widespread use as shielding materials for beta radiation. 

In the case of beta radiation shielding, polyethylene, aluminum, and acrylic are commonly employed 

due to their favorable characteristics. Polyethylene is a widely used material for shielding purposes due 

to its high hydrogen content, which effectively attenuates beta particles. Aluminum, with its moderate 
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atomic number, offers a good compromise between shielding effectiveness and ease of handling. 

Moving on to the shielding of bremsstrahlung radiation, three other materials, bismuth, lead, and 

tungsten, were considered at different thicknesses, as shown in Figure 2. Lead, bismuth, and tungsten 

are commonly used for bremsstrahlung shielding due to their high atomic numbers and superior 

attenuation properties. As shown in Figure 2, the obtained results indicate that lead is the most effective 

material for shielding bremsstrahlung radiation. 

Figure 1: Comparison of beta radiation dose in different thicknesses of Polyethylene, Aluminum, and 

Acrylic shields 

  

Figure 2: Percentage of bremsstrahlung radiation transmission through Bismuth, Lead, and Tungsten 

shields 
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Considering the results obtained, a combination of two layers, polyethylene and lead, was chosen for 

optimal shielding performance. This configuration resulted in a significant reduction in the effective 

dose, measured in 0.084 µSv. 

Conclusions 

In conclusion, the simulation results indicate that polyethylene is the optimal material for beta 

radiation shielding, while lead is the most effective material for bremsstrahlung shielding. 

Based on these findings, a multi-layer shield configuration consisting of polyethylene and lead 

was implemented, resulting in a substantial reduction in the effective dose to a safe level. 
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Abstract 

Radiopharmaceutical grade 𝑌90  was electrochemically separated from 𝑆𝑟90  in galvanostatic 

mode. The separation was carried out in a two-electrode assembly composed of a central rod-

shaped Pt electrode surrounded by a helical Pt wire electrode. The separation sequence was a) 

the loading of 𝑆𝑟90  solution in the electrochemical cell and three-replicated accumulation of 

the impure 𝑌90 on the outer helical electrode. b) the loading of the cell with 𝑆𝑟nat  solution and 

collection of the accumulated 𝑌90  on the central rod electrode by reversing the cell polarity and 

c) three replicated purifications of 𝑌90  by dissolution/electrodeposition cycles. To investigate 

the effect of current density, separations were conducted from a 5𝐶𝑖 feed solution in one-week 

periods at various applied currents ranging from 300 to 900 mA with 100 mA intervals. It was 

found that the applied current has a significant impact on the overall separation performance 

and parameters such as separation time, recovery, wasted activity, and final activity of the 

produced 𝑌90  Generally, separations at low applied currents, were time/activity consuming but 

gave higher final activities. For an applied current of 300mA, a final activity of 629.61 mCi 

was achieved but 37.46 % of the activity was wasted during the purification steps. On the 

contrary, high applied currents (800mA) allowed for faster separation with lower wasted 

activity (20.1 %).  

Keywords: Ytrium-90, Strontium-90, generator, electrochemical separation, current. 
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INTRODUCTION 

The 90Y radionuclide is obtained from the 90Sr/90Y radionuclide generator for a wide range of 

therapeutic applications, especially in the treatment of cancers. Since yttrium-90 is a pure beta 

emitter with a high energy of 2.27 Mev and a half-life of 64.53 hours can be effective in the 

treatment of massive cancer tumors [1]. The average and maximum radiation penetration is 2.5 

and 10 mm, respectively. This radionuclide has drawn a lot of interest because of its direct 

injection into the tumor and lack of gamma radiation, which lowers the quantity of undesired 

radiation of non-target tissues yttrium-90 can be labeled with antibodies and peptides and also 

has many therapeutic applications such as radioimmunoassay, radio-synovectomy, and bone 

pain palliation. Unlike other therapeutic radionuclides, there is unlimited potential for the use 

of 90Y because its radionuclide parent 90Sr is one of the main fission products and the annual 

global production of 90Sr in nuclear reactors reaches several hundred megacuries [2-5]. Over 

the past three decades, to obtain a 90Sr/90Y generator, several isolation technologies have been 

reported. Most of these separation techniques involve multiple steps and use conventional 

separation methods such as solvent extraction, ion exchange, or extractive chromatography 

alone or in combination. However, none of these methods are acceptable for routine use in 

hospitals [5,6]. With commercial access to 90Sr/90Y electrochemical generator, it became 

possible to use this generator in radiopharmaceuticals regularly. The entire separation process 

uses simple electrochemistry and can be automated [7,8]. An electrochemical module, named 

the "90Y -Kamdhenu" generator, was developed fully automatically by Dr. Joseph Komor and 

now is available in the Pars isotope company of Iran. Some optimization to best supply 90Y 

radiopharmaceuticals to nuclear medical centers. This study investigated the significant effect 

of applied current on the parameters and overall performance of the separation, including the 

final activity of the produced, 90Y recovery, wasted activity, and separation time. 

EXPRIMENTAL 

The optimization of current density was done on the 90Sr/90Y Kamadhenu generator available 

in the pars isotope company of IRAN. A two-electrode assembly with a central rod-shaped Pt 

electrode and a helical Pt wire electrode around it was used to perform the separation.  

A) loading of the 90Sr solution into the electrochemical cell and a three-repeated accumulation 

of the impure 90Y on the outer helical electrode: The accumulation step is carried out in three 
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consecutive cycles of 45 minutes. The solution containing strontium-90 along with yttrium-90 

is introduced into the electrochemical cell. Applying a potential to the electrodes, impure Y-90 

is loaded onto the central electrode. In each cycle, an increase in activity occurs firstly, due to 

the electrochemical deposition of yttrium-90. In the time between cycles, the 90Sr parent 

solution free of Yttrium-9 is drained from the electrochemical cell and then a fresh solution 

containing higher amounts of Yttrium-90 is injected into the cell. 

 B) filling the cell with natSr solution and collecting the accumulated 90Y on the central rod 

electrode by reversing the cell polarity.: 

 

 

Fig. 1. Activity on central electrode  

After the accumulation step, in the collection step, the electrolyte containing natural strontium 

is introduced into the cell. Yttrium-90 loaded on the electrode is diluted in natural strontium 

electrolyte and collected by re-applying the potential. The activity detected by the detector 

increases and reaches a stable plateau after a certain time. In the purification step, the central 

electrode containing the collected yttrium-90 is removed from the cell and the cell is washed. 

Then the electrolyte containing natural strontium is introduced into the cell.  
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C) Purification is done in three cycles of electrode polarity reversal. In each cycle, yttrium-90 

deposited on the central electrode is removed and after changing the electrolyte, it is dissolved 

by changing the polarity. These reversals cause the precipitation/redissolution of yttrium-90 

and the dilution of strontium-90 in natural strontium and its significant reduction in the final 

product. At the end, yttrium-90 free from strontium-90 impurity is dissolved in a hydrochloric 

acid solution by removing the central electrode and used for the marking stage. 

Results and discussion 

 

Optimization of the current density of all experiments was performed with a time interval of 

one week for the decay of 90Sr and acceptable production of 90Y. A constant current density 

was used for all steps of accumulation, collection, and purification. By changing this current 

in the range of 300 to 900 mA at intervals of 100 mA, the effect of this parameter on the results 

was followed. Figure 2 illustrates the detected activity versus time for different currents in the 

range of 300 to 900 mA. 

 

Fig. 2. Changes of detected activity versus time for different currents 
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Figure 3 shows the dependency of the accumulated activity as a function of the applied current. 

Fig. 3. The dependency of the accumulated activity as a function of the applied current 

The cumulative activity curve in the first cycle is smooth and unaffected by the applied current. 

At 300 mA, the largest cumulative activity is observed in the second and third cycles. But as 

the current rises, it diminishes. At 800 mA, the activity once more approaches an extremum 

before declining. The complicated subordination of the accumulated activity to the applied 

current appears to result from the interaction of three factors: the applied current's Joule heating 

of the solution, the electrode reaction's overall kinetic profile, and the evolution of hydrogen. 

The electrode reaction's kinetics are adequate for the solution's slow deposition at extremely 

low currents, whereas hydrogen evolution and Joule heating have little effect. Hydrogen 

emission becomes more important with increasing current. Hydrogen emission has two harmful 

effects. The first effect includes reducing the cathode gain of the cell. In fact, with the evolution 

of hydrogen, the charge passing through the cell becomes an undesirable side reaction and the 

share of the charge used for the deposition of yttrium-90 decreases. Another harmful effect is 

the removal of 90Y ions from the surface of the electrode due to the pressure resulting from the 

release of hydrogen gas. As the current increases further and the overall rate of reduction 

reactions increases, the accumulated activity increases once again, reaching a maximum at 800 

mA. As the current increases excessively, Joule heating of the solution is likely. This Joule 

heating changes parameters such as reduction potential and solubility product, which are 

thermally dependent. 



 

 125 

Conclusions 

The effect of current on the performance of electrochemical separation of 90Y was investigated. 

The results showed that the current has significant impact on the performance of the extraction. 

In the first cycle of accumulation, the activity showed a smooth current dependence indicating 

a monolayered deposition of 90Y. In 2nd and 3rd cycles, the activity showed maxima at the 

lowest current (300mA) and local extremums at 800 mA. According to the obtained results, 

the optimized current depends on the production strategy. The application of low currents 

results in higher final activity, but the separation is time consuming and generates significant 

amount of radioactive waste. While, higher currents allow for faster separation and lower 

amount of waste with a slight reduction in activity.  
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Abstract 

Neuroendocrine tumors (NETs) are the dangerious cancers originate from endocrine tissues 

which overexpress somatostatin receptors (SSRs) on the cell surfaces. The early diagnosis of 

the tumors cauld be very helpful for the treatment managment. Targeted radiopharmaceuticals 

can be effectively used for diagnosis of the tumors overexpressed SSRs. Positron emission 

tomography (PET) can provide the visualization and quantification of functions at the cellular 

or molecular level. Copper-64 (64Cu) is known as one of the suitable PET radioisotopes for 

diagnosing and treating various types of cancers. This study aimed to develop 64Cu-DOTA-

(Tyr3)-octreotate as a new agent for PET imaging of NETs. Zinc-68 was bombarded via proton 

(30 MeV) to produce 64Cu-DOTA-(Tyr3)-octreotate was labeled with 64Cu at the optimized 

conditions. Radiochemical purity assessment was checked by HPLC and RTLC, and stability 

was measured up to 12 h in PBS buffer (𝟒℃) and human serum (𝟑𝟕℃).  Biodistribution was 

investigated after injected 64Cu-DOTA-(Tyr3)-octreotate (150 µL; 150 µCi) to tumor-bearing 

rats. The radiolabeled compound was produced with radiochemical purity >99% and specific 

activity of 22.4 GBq/mg. 64Cu-DOTA-(Tyr3)-octreotate demonstrated high stability in vitro 

and in vivo. The biodistribution of the final complex in tumor-bearing rats showed high uptake 

of somatostatin-receptor-expressing organs and tumors. Preclinical studies of 64Cu-DOTA-

(Tyr3)-octreotate showed that the radiopharmaceutical has a high potential for domestic use in 

PET imaging of patients with NETs. 

Keywords: 64Cu, Neuroendocrine tumors, somatostatin receptors, Positron emission 

tomography, Octreotate 
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INTRODUCTION 

Neuroendocrine tumors (NETs) are engendered from the secondary epithelial cell lines. NETs 

overexpress somatostatin receptors (SSRs) on the cell surfaces and originate from endocrine 

tissues including the respiratory tract, gastrointestinal tract, central nervous system, pharynx, 

genitourinary system, breast, skin, and thyroid gland. The early diagnosis of the tumors with 

the use of radiopharmaceuticals could be very helpful for treatment management [2].  

Targeted radiopharmaceuticals can be effectively used for diagnosis of the tumors 

overexpressed SSRs or variants of NETs.  

Positron emission tomography (PET) can provide the visualization and quantification of 

functions at the cellular or molecular level. 64Cu, is a known radionuclide (half-life= 12.7 h, β+ 

= 0.653 MeV), labeled with peptides, proteins, antibodies and other biological molecules has 

been used for PET imaging to diagnose various types of cancers [6]. (Tyr3)-octreotate is a long 

peptide (eight amino acids) bonded with chelator DOTA which able to react with some 

radionuclides such as 64Cu, 68Ga, and 177Lu for imaging and treatment.  

Due to the especial physical characteristics of 64Cu for PET imaging and high affinity of (Tyr3)-

octreotate to target NETs, 64Cu-DOTA-(Tyr3)-octreotate was developed in this study as a new 

agent for PET imaging of NETs in the country.  

EXPERIMENTAL 

Preparation and quality control of [64Cu]CuCl2 

The Zinc-68(68Zn) target (thickness = 100 μm) coated on high-purity gold was bombarded 

via proton in a 30 MeV Cyclotron (Cyclone-30, IBA, Belgium) to produce 64Cu.  The target 

was cooled (18 °C) and dissolved in 10 N HCl (15 mL) (Sigma Aldrich, Germany) including 

hydrogen peroxide (20 μL) (Sigma Aldrich, Germany). It crossed through a cation exchange 

column and was washed with 9 N HCl (25 mL) (Sigma Aldrich, Germany) to remove Zinc. 

Eventually, 64Cu was washed with 2 N HCl (50 mL) (Sigma Aldrich, Germany). The 

radionuclide purity of [64Cu]CuCl2 was measured by a High purity germanium (HPGe) 

detector (NIGC-4020), and radiochemical purity assessment was checked by radio thin layer 
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chromatographic (RTLC) with two solvents. The chemical purity of the solvent was check by 

polarography method.   

Optimized production and quality control of [64Cu]Cu-DOTA-(Tyr3)-octreotate 

The stock of (Tyr3)-octreotate peptide for labeling purposes was solved in 1 mL pure water 

(1mg/ml). To find optimized conditions, different parameters including peptide concentration, 

reaction time, reaction pH, etc. were changed, and in each case the radiochemical purity was 

determined by RTLC and HPLC methods.   

Investigating the stability of [64Cu]Cu-DOTA-(Tyr3)-octreotate 

The final stability of the compound was checked in human blood serum (37℃) and PBS buffer 

(4℃) for 2, 4, 6, and 12 h by HPLC and RTLC methods. 

Biodistribution and PET imaging studies of [64Cu]Cu-DOTA-(Tyr3)-octreotate in tumor-

bearing rats 

Tumors were created by hypodermic injection (1×107/100 μL) cells till the average volume of 

tumors reached to 900±100mm3. Compounds (150 μL; 150 μCi) were injected into the tumor-

bearing rats (weigh= 140-160 gr; age= 8-10 weeks) by their tail veins; and after 2, 4, 12, and 

24 h some organs such as bone, muscle, pancreas, heart, small intestine, large intestine, 

stomach, liver, lung, kidney, and spleen, were investigated. The percentage of injected dose 

per gram (ID/g%) for each organ was calculated by using Equation (1): 

𝐈𝐃

𝐠
% =

𝐀(𝐭)

𝐀𝟎×𝐦
                                                                                                                                  (1) 

Where, A(t) is the organ activity in Time (t), 𝐴0 is the injected activity and m is the organ mass. 

The images were taken at 4, and 24 h by a dual-head SPECT system. The useful field of view 

(UFOV) was 540 mm × 400 mm. 

Results and discussion 

Quality control of [64Cu]CuCl2 

Radionuclide purity, radiochemical purity, and chemical purity were measured by a HPGe 

detector, RTLC (Fig.1), and polarographic techniques, respectively. Radionuclide purity was 
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greater than 99.9, and showed three energy peaks including 278 keV; 9%, 511 keV; 35%, and 

1346 keV; 1% for 64Cu. The radiochemical purity was greater than 99%, and it was estimated 

by two solvent systems such as 1 mM DTPA, and 10% ammonium acetate: methanol (1:1). 

The chemical purity assessment showed the impurities of the final product was less than 1 ppm. 

  
 

Fig 1. Radio chromatogram of [64Cu]CuCl2 a)1 mM DTPA and b 10% ammonium acetate: methanol 

ratio (1:1)) 

Quality control of [64Cu]Cu-DOTA-(Tyr3)-octreotate 

The optimized conditions for labeling were activity=10 mCi, Time =20 min, temperature 

=95°C, pH=5.5, and peptide concentration=15 μg. The radiochemical purity of the compound 

was measured by RTLC (ammonium acetate 10%: methanol) and HPLC methods, 

demonstrating the purity of greater than 99% (Figs. 2 & 3).  
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Fig 2. Radio chromatogram of [64Cu]Cu- DOTA-(Tyr3)-octreotate in ammonium acetate 10%: 

methanol (30:70; V:V)) 
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Fig 3. HPLC chromatogram of [64Cu] Cu- DOTA-(Tyr3)-octreotate  

Stability studies 

The compound stability was measured showing the radiochemical purities of  95.5 %± 1.8% and 94.9% 

± 1.7%, in PBS buffer (4 ˚C) and human blood serum (37 ˚C) after 12 h, respectively. 

Biodistribution and imaging studies  

The biodistribution of [64Cu] Cu- DOTA-(Tyr3)-octreotate in tumor-bearing rats was investigated at 

2, 4, 12, and 24 h after injection (Fig. 4). The images were taken after 4, and 24 h (Fig.5). 
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Fig. 4.  Biodistribution of [64Cu]Cu-DOTA-(Tyr3)-octreotate in tumor-bearing rats 

 
 

Fig. 5. Scintigraphy images of the tumor-bearing rats, 4 h (a) and 24 h (b) after injection of [64Cu]Cu-

DOTA-(Tyr3)-octreotate 

Nowadays, radiopharmaceuticals according to peptides and antibodies have been developed 

for the targeted diagnosis and targeted therapy. DOTA-(Tyr3)-octreotate was labeled and used 

a b 
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with 68Ga, 64Cu, and 111In for PET and SPECT imaging 177Lu for therapy. 64Cu has a longer 

physical half-life, which allows for imaging of smaller tumors within optimal time limits. This 

radiopharmaceutical is rapidly cleared from the blood, and highly accumulated in organs with 

somatostatin receptors, such as the pancreas. The accumulation of [64Cu]Cu-DOTA-(Tyr3)-

octreotate in the kidney, as well as the high accumulation of activity in the urine, indicate that 

the urinary tract is the primary route of excretion for the radiopharmaceutical, similar to the 

excretion of other radio peptides. These results are entirely consistent with the data from 

clinical trials of this radiopharmaceutical.  

Conclusions 

 

These preclinical studies suggested that the radiopharmaceutical has a high potential for use in 

PET imaging of patients with NETs. 
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Abstract 

The aim of this study is to determine the low concentration of potassium (K), chlorine (Cl), 

arsenic (As), phosphorus (P), manganese (Mn), iron (Fe), nickel (Ni), copper. (Cu), zinc (Zn), 

bromine (Br), strontium (Sr), iodine (I), cadmium (Cd), calcium (Ca) in hair and nails of 

leukemia patients and healthy volunteers using synchrotron x-ray fluorescence (SRXRF) 

spectroscopy, which was performed with 40 healthy and 40 unhealthy samples. All samples 

were cleaned, disinfected, cut to appropriate sizes and coded. According to the International 

Atomic Energy Agency (IAEA) protocol, the samples were washed three times using ethanol 

and distilled water to remove any contamination. In this research, X-ray fluorescence 

spectroscopy was used in the XRF/XAFS beamline in Sesami synchrotron facility. The results 

of the Mann-Whitney U test comparing the studied elements in the hair and nails of healthy 

and leukemia patients people compared to the control group showed that there is a significant 

difference between the healthy and leukemia patients group (P>0.05). Based on comparison of 

data means, the patient group had the highest accumulation of elements in hair and nails 

compared to the healthy group. In both groups, zinc (Zn) had the highest concentration. Also, 

the logistic regression results showed that the concentration of 5 elements arsenic, zinc, nickel, 

lead and iron have a significant relationship with leukemia. 

Keywords: Trace element – Leukemia – Synchrotron radiation – XRF 

1. INTRODUCTION 

Today, cancer is one of the main causes of death in human societies [1,2], and blood cancers 

or leukemia constitute about 8% of all cancers in the human population and are known as the 

fifth most common cancer in the world [3]. Unfortunately, cancer occurs even among pediatric, 

and numerous studies have shown that the most common cancer in pediatric is leukemia, which 

accounts for 60% of cancers in children under the age of 15 [4]. Blood cancer or leukemia is a 

malignant progressive disease of the hematopoietic organs of the body, which is caused by the 

proliferation and incomplete development of white blood cells and bone marrow. Blood cancer 

is categorized into three main types: lymphoma, affecting lymphocyte cells and potentially 
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disrupting the immune system, leading to the transformation of abnormal cells; myeloma, 

targeting plasma cells, particularly hindering the production of natural antibodies and 

weakening the immune system; and leukemia, occurring in the blood and bone marrow, 

characterized by an excessive production of abnormal white blood cells, diminishing the ability 

to produce red blood cells and platelets. There are generally four types of leukemia: acute 

lymphoblastic leukemia (ALL), acute myeloid leukemia (AML), chronic lymphoid leukemia 

(CLL), and chronic myeloid leukemia (CML). Although the main cause of leukemia is still 

unknown, some environmental factors are known to be risk factors for this disease, including 

exposure to ionizing radiation, chemicals such as gasoline and pesticides, smoking, family 

history, and age [5]. This study examines the detection of leukemia by measuring elements in 

nails and hair using SESAME synchrotron x-ray fluorescence (SRXRF) spectroscopy. This 

method is considered as a low-cost, non-invasive and low-risk method. The stability of 

chemical compounds is one of the necessary conditions for the normal functioning of the body, 

and the deviation from the level of various microelements can lead to the emergence of disease 

or the risk of disease. There are a number of trace elements, including iron, iodine, zinc, copper, 

selenium, nickel and other elements, which are essential for the physiological activity of 

humans and animals. Several studies have shown that trace elements are closely related to 

tumor formation. Trace elements are a group of factors with multiple functions that are directly 

involved in cell proliferation, differentiation and maturation. Their increase or decrease may 

cause metabolic disorders in the body and cause disease and even tumor development [6].  

2. Materials and method 

2.1 Study Subjects 

In this study, 40 hair samples and 40 nail samples from both leukemia patients and healthy 

groups (160 samples in total) were included in SRXRF analysis. The average age in the healthy 

and leukemia patients groups is 41.4 and 41.1 years old, respectively, and in terms of gender 

distribution, this population consists of 57.5% men and 42.5% women. Healthy samples are 

from people who did not show any symptoms of blood cancer during clinical and diagnostic 

tests, and cancer samples are from patients whose test results were positive. Patient samples 

were collected in collaboration with Shariati, Imam Khomeini and Taleghani Hospitals in 

Tehran, Iran, under the supervision of adult blood and cancer specialists over a period of 

approximately 8 months.  In conducting this research, before collecting hair and nail samples, 
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the study protocol was approved by the Human Ethics Committee of Tehran University of 

Medical Sciences. Hair and nail samples were collected using ceramic scissors, in 4-5 cm 

sections of hair from the occipital area (back of the head) and as close to the scalp as possible. 

In case of hair dyeing, samples were taken from the roots at least two weeks after dyeing. 

According to the protocols, the samples were properly washed, sterilized and stored in zipped 

plastic bags at room temperature (20-25°C). Sample preparation procedures were performed in 

accordance with the IAEA protocol for X-ray fluorescence analysis [7]. 

2.2 Synchrotron 

Synchrotron radiation is one of the most important and fascinating phenomena in physics and 

has many applications in various fields. This phenomenon, using accelerators, provides the 

possibility of producing electromagnetic radiation in a wide range from ultraviolet to x-rays. 

Synchrotron radiation is widely used in scientific and applied research due to its high energy 

properties and quantum photons produced. Synchrotron is a type of particle accelerator in the 

form of a circular ring that magnetically moves pregnancy particles in a curved path. While 

moving, these jets receive their energy from the magnetic field and are radiated as 

electromagnetic rays. These rays are in a range from ultraviolet light to X-rays and provide 

users with features such as focus, time discontinuity, high power, high accuracy and the ability 

to adjust various parameters. This technology is used in various fields, including biological 

sciences, medical imaging and in industry and engineering [8]. 

Synchrotron-based techniques, with their unique capabilities and characteristics, are vastly 

different from laboratory techniques. Synchrotron radiation is billions of times brighter than 

radiation produced by laboratory techniques, which enhances detection capability and analysis 

accuracy.  In laboratory techniques, there is usually a need for sample preparation and 

processing before analysis. However, in synchrotron-based techniques, samples can be directly 

tested in the apparatus without the need for prior preparation, reducing time and cost and 

enabling the analysis of sensitive samples.This technique, compared to conventional XRFs 

used in laboratories with prices around tens of thousands of dollars, can cost hundreds of 

millions of dollars. Therefore, considering the unique features and mentioned advantages, 

synchrotron-based techniques serve as vital tools in scientific research, especially in more 

complex research areas such as materials physics, environmental sciences, molecular biology, 

and other advanced fields [4]. 
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2.3 SESAME XAFS/XRF beam line 

The XAFS/XRF beamline is one of the 8 active beams at the Sesame Synchrotron located in 

Amman, Jordan, dedicated to X-ray fluorescence spectroscopy (XRF) and X-ray absorption 

microstructure spectroscopy (XAFS) [8]. The beamline is built on bending magnets in the 8th 

cell of the BM 08 Sesame storage ring and allows the researchers to study the energy spectrum 

from 4.5 to 30 Kev with photon fluxes in the range of 109 to 1012/s with stability have access 

the above provides [8-10]. 

In this beam line, three ionization chambers are used to measure the radiation intensity and the 

rays passing through the sample. Two ionization chambers are placed at the top and bottom of 

the sample, which measure the primary and secondary beam intensity, respectively. A third 

ionization chamber is also used as a reference. Measurement of the gas inside the chamber due 

to X-ray radiation provides information about the beam intensity, which is used for 

normalization and calibration purposes [8-10]. 

In this beam line, two types of SDD (Silicon Drift Detector) detectors are used to optimize the 

detection of X-ray fluorescence signals from samples with different concentrations of elements. 

The first detector is a multi-element SDD developed by INFN capable of detecting very low 

concentrations of elements (down to a few parts per million) and has 64 elements with a 

capacity of up to 15 million counts per second. The second detector is a single-element SDD 

used for samples with concentrations above 10 ppm with a lower count rate of about 1 million 

counts. Using both types of detectors in the Sesame beamline allows researchers to obtain more 

accurate and comprehensive data about the elemental composition of a sample, regardless of 

its concentration or complexity. This helps to optimize the analysis of XRF and XAFS data 

and leads to a better understanding of sample properties and characteristics [8-10].  
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2.4 Experimental procedure 

In this experiment, an energy beam of 18 Kev with a flux of 109 to 1012 photons/s and 

dimensions of 2.8×0.3 𝑚𝑚2 from an X-ray tube coupled with a 64-element silicon drift 

detector to excite several low-quantity elements. It was used in hair and nail samples. To 

maintain the strength and correct position of the nail and hair samples in the beam path, the 

holders were adjusted and fixed by Sesame synchrotron technicians. The incident beam and 

the detector were placed at an angle of 45 degrees to each other, and the samples were also set 

at an angle of 45 degrees to the incident photon beam to minimize signal attenuation effects. A 

standard distance of 2cm was considered between the sample and the detector, and all samples 

were placed in the analysis path for 300 seconds [11]. Fluorescence signals from trace elements 

were detected using an SDD silicon drift detector.  The standard deviation is obtained from the 

difference between the number of counts for each peak and the average number of counts for 

that peak and is used as a measure of data dispersion. In this analysis, elements of potassium, 

chlorine, arsenic, phosphorus, manganese, iron, nickel, copper, zinc, bromine, strontium, 

iodine, cadmium, rhenium, lead, argon, and calcium in hair and nail samples have been 

Fig. 1. Energy spectrum obtained from X-ray fluorescence measurement of a single nail clipping, with 

data fit by PyMca software. The black line represents the overall PyMca fit with contributions from 

various elements and the background continuum. 
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examined. Each element is identified by a photopeak associated with its K or L fluorescence 

photon emission. Analysis results using this software are obtained in two ways, the area under 

the spectrum diagram and the mass concentration. In this software, the mass concentration is 

presented in milligrams to milliliters, and we changed the results to ppm. An example of the 

spectrum obtained is shown in Fig1.  

3. Results 

Using the Kolmogorov-Smirnov and Shapiro-Wilk tests, to investigate the concentration 

distribution of trace elements (potassium, chlorine, arsenic, phosphorus, manganese, iron, 

nickel, copper, zinc, bromine, strontium, iodine, cadmium, calcium) were analyzed in hair and 

nail samples of healthy people and people with leukemia. The results of the Kolmogorov-

Smirnov and Shapiro-Wilk tests showed that the concentrations of the 14 studied elements in 

the hair and nail samples for healthy and sick people did not have a normal distribution, so the 

Mann-Whitney U test, which is a non-parametric test, was used to compare two independent 

groups. and the results showed that there are significant differences between the two groups. 

3.1 Hair results 

  Among the studied elements for hair samples, only Rhenium (Re) had no significant 

difference between the two groups according to the reported error value of 0.192 (P>0.05). 

Based on the comparison of the average concentration of the studied elements, the patient 

group always had the highest value of elements accumulated in the hair compared to the healthy 

group. In the meantime, zinc (Zn) had the highest accumulation at 833.49 ppm, and phosphorus 

(P) had the lowest accumulation at 307.23 ppm in sick people. Also, zinc element had the 

highest accumulation at 640.09 ppm, and arsenic element had the lowest accumulation at 

292.25 ppm in healthy people. Also, the phosphorus element was almost the same in healthy 

and sick people. It should be noted that the biggest difference in the average of the elements 

for the first three elements is related to iron (Fe) with a difference of 214.28 ppm, nickel (Ni) 

with a value of 194.27, zinc (Zn) with a value of 193.4 ppm and the lowest the difference 

related to phosphorus element (P) is 0.05. 

3.2 Nail results 

Based on the comparison of the averages, the patient group always had the highest value of 

accumulated elements in the nails compared to the healthy group. So that zinc element (Zn) 

with the amount of 682.75 ppm has the highest accumulation and arsenic element (As) with 
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the amount of 416.11 ppm has the lowest accumulation in the nails of sick people. It should be 

noted that the highest difference in the average concentration of the first three elements is 

related to zinc (Zn) with a difference of 66.95 ppm, manganese (Mn) with a difference of 64 

ppm, nickel (Ni) with a difference of 58.75 ppm and the lowest difference It is related to the 

element strontium (Sr) at the rate of 26 ppm. 

 

3.3 The Relationship Between Leukemia and the Studied Elements 

In the continuation of the research, in order to investigate the relationship between the 14 

studied elements and blood cancer, the logistic regression method was used and this 

investigation was done separately for hair and nail samples. In the section related to hair, five 

elements As, Zn, Ni, Pb and Fe were significantly related to leukemia. Among these five 

elements, the two elements Fe and As had the highest and lowest relationship with blood cancer 

with the odds of 1.55 and 0.53, respectively. These findings indicate the importance of these 

two elements in the diagnosis of leukemia and may be considered as important markers for this 

type of cancer. In the nail-related section, only two elements, namely Fe and Ni, were 

associated with leukemia. These results show the greater effect of these two elements in 

identifying leukemia in nail samples. This information can help doctors to be more accurate in 

diagnosing blood cancer and formulating an appropriate treatment plan. These results 

demonstrate the clinical importance of trace elements in the diagnosis and study of certain 

diseases such as blood cancer and lead to more targeted and efficient diagnosis and treatment 

paths. The analysis of these results is reported in Table 1. 
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Table 1.  Investigating the relationship between elements in hair and nails with leukemia using 

logistic regression 

Elements Significance (sig) Odds ratio (OR) 

Hair   

As 0.00 0.53 

Zn 0.00 0.99 

Ni 0.01 1.26 

Pb 0.02 0.96 

Fe 0.00 1.55 

Nail   

Fe 0.00 0.91 

Ni 0.00 1.11 

 

4. Discussion 

In this study, the effect of 14 elements in hair and nail samples was investigated using Sesame 

Synchrotron and the results showed that there is a direct relationship between the increase in 

the concentration of 5 elements and acute leukemia. 

The element arsenic is essential in very low levels as an essential element in some biochemical 

processes of the body. But as arsenic levels increase to higher levels, this element may become 

a toxic and harmful substance  .[12] In this study, an increase in arsenic levels can be seen in 

people with acute leukemia. These results may indicate a possible role of arsenic in causing or 

accelerating the development of leukemia. 

Zinc can act as an activator of some enzymes, there are 18 known zinc enzymes that require 

zinc for activation. These enzymes include DNA and RNA polymerases, protein synthesis 

enzymes and acids, which are widely present in the metabolism of the human body, the main 

ones are in the metabolism of sugar, protein, fat and acids. Research has shown that 

intracellular zinc maintains a constant balance. Not only zinc deficiency but also excess zinc 

can be toxic. Studies have shown that zinc intake can increase the abundance of 

metallothioneins mRNA, protect DNA and reduce the accumulation of reactive oxygen species 

(ROS). Conversely, zinc deficiency can inhibit MT and lead to ROS accumulation, which 

indicates a close relationship between oxidative stress and acute leukemia. Zinc deficiency can 
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lead to reduced immune function and reduce the size of immune organs and reduce immunity 

[13-15]. Many malignant tumors, including liver, stomach, bowel, lung, Hodgkin's lymphoma, 

leukemia, and kidney cancer, are significantly associated with imbalanced zinc levels. The 

tumor leads to the accumulation or expulsion of zinc in the liver and other tissues and organs, 

which leads to its increase in the blood; Some drugs for the expression of oncogenes can inhibit 

the synthesis of zinc absorption proteins and thus directly lead to a decrease in zinc levels in 

leukemia patients [16,17]. 

Nickel is considered as a low carcinogenic element. It has been observed that the nickel content 

in the urine of children with ALL is significantly increased. Previous research has found that 

nickel can induce cell contraction through an NADPH oxidase/ROS-dependent mechanism, 

which may be responsible for stimulating cell growth. be the root of cancer. In addition, urinary 

8-hydroxy-2'-deoxyguanosine and nickel were significantly associated with increased risk of 

ALL [18]. In this research, we found that for both hair and nails, the amount of nickel in the 

group with leukemia is significantly higher than in the healthy group, and the increase in the 

amount of this element in the body is positively related to the risk of leukemia. 

Lead has no useful purpose in the human body and its presence in the body can lead to toxic 

effects. Over the past decade, studies have shown that exposure to lead, even at very low levels, 

can cause serious adverse health effects, especially in young children. The main targets of lead 

toxicity are the hematopoietic system and the nervous system. This element has been classified 

by the International Agency for Research as a probable group two carcinogenic element for 

humans. In this study, we showed that the levels of lead in acute leukemia were high compared 

to the control group [19]. 

Cancer-related mechanisms suggest that iron is required as a cofactor for cell contraction and 

growth, and research has shown that iron deficiency reduces tumor cell viability. Iron can 

increase the production of reactive oxygen species, excess iron suppresses the body's immunity 

against destructive cells, and excess iron interacts with other micronutrients. Although iron is 

an essential nutrient, it is known that excess iron also leads to oxidative DNA damage. 

Excessive iron intake may predispose to breast tumorigenesis, as iron acts as a catalyst to 

generate reactive oxygen species and suppress host defense cells. In this research, the amount 

of iron in the hair samples is significantly higher than the control group [20]. 
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5. Conclusion 

The results obtained in this study indicate significant changes in the levels of various elements 

in patients with blood cancer compared to healthy individuals. Mann-Whitney U test results 

comparing the studied elements in the hair and nails of healthy and diseased individuals showed 

a significant difference between the healthy and patient groups. Based on the mean 

comparisons, the patient group had the highest accumulation of elements in both hair and nails 

compared to the healthy group. In both groups, Zinc (Zn) had the highest concentration. 

Additionally, logistic regression results indicated a significant association between the 

concentration of 5 elements (arsenic, zinc, nickel, lead, and iron) and blood cancer. 
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Abstract 

Positron emission tomography (PET) is a crucial imaging modality in the field of nuclear 

medicine, providing metabolic information about organs. Despite its benefits, comparing 

monolithic and pixelated crystals is an interesting study for optimizing PET performance, in 

addition to finding suitable materials for PET detectors, also As half of the building cost is 

related to the detector crystal, a potential solution is to replace crystals with monolithic, cost-

efficient ones. Monolithic BGO provides an energy resolution of 15%, superior stopping 

power, a higher linear attenuation coefficient (0.96 over 0.87 cm⁻¹ for 511 keV photons), and 

high resolution within the 2-3.5 mm range. The objective of this research is to investigate the 

impact of changing the pixelated LSO crystal with pixelated BGO and monolithic BGO on 

PET performance. To achieve this aim, Siemens Biograph Vision has been simulated and 

validated using the GATE Monte Carlo simulation toolkit with a 10-second scan time, and all 

physical processes have been included. Performance characterizations were evaluated based 

on NEMA NU 2-2018. The results indicate that the sensitivity of PET at the center and off-

center of the field of view (FOV) outperforms in the presence of monolithic BGO with 17.6 

and 16.3 (
𝑘𝑐𝑝𝑠

𝑀𝐵𝑞
), respectively, also monolithic BGO demonstrated slightly better sensitivity than 

pixelated BGO as expected due to energy resolution, high density and high stopping power of 

BGO and reduced crosstalk, and continuous light collection of a monolithic structure. Also, for 

a point source, the full width at half maximum (FWHM) was evaluated at 3.2 mm compared 

to 2.9 mm for LSO. Additionally, in the presence of BGO, the scatter fraction improved by 

2.6%. In conclusion, changing the pixelated crystal with a monolithic could effectively reduce 

the overall cost of the scanner while maintaining system characterization or even improving it. 

Keywords: PET, GATE Monte Carlo simulation, NEMA, sensitivity, scatter fraction 

1. INTRODUCTION 

Positron Emission Tomography (PET) is known as a non-invasive molecular imaging 

technique used to assess molecular targets in various diseases [1]. Over the years, there have 

been many advancements to improve PET scanners, including the advent of new scintillation 

materials and innovative image reconstruction algorithms [1], the introduction of fully 3D 



 

 148 

acquisitions [2], time-of-flight (TOF) detection [3], and silicon photomultiplier (SiPM)-based 

detector developments [4]. 

PET detectors are designed to stop and measure the interaction of high-energy 511 keV 

annihilation photons [5]. The ideal scintillator for converting these photons into optical photons 

should possess specific properties such as high density and 𝑍𝑒𝑓𝑓 for increased stopping power 

and photoelectric interactions, high light yield for excellent resolution, fast decay time to 

minimize dead time, and a refractive index similar to the photodetector for efficient light 

transmission [5]. Among all PET scintillators, BGO crystal is favored for its density, effective 

atomic number, stopping power, and cost efficiency. 

Different materials have been explored for PET detector design, utilizing pixelated arrays or 

monolithic crystals, each with advantages and disadvantages. Pixelated scintillator crystal 

arrays are formed by coupling individual scintillator elements, or pixels, into a matrix. This 

pixelation process is important for achieving high light output and uniformity with minimal 

crosstalk. The intrinsic spatial resolution of pixelated PET detectors is influenced by detector 

resolution, annihilation photon collinearity variance, and positron range variance [6,7]. 

Monolithic scintillation crystals, on the other hand, are single continuous slabs of scintillation 

material [8]. They offer higher sensitivity, depth of interaction (DOI) measurement from the 

shape of the scintillation light distribution, continuous positioning of photon interactions, and 

lower cost [9].  

Hence, comparing monolithic and pixelated crystals is an interesting study for optimizing PET 

performance, in addition to finding suitable materials for PET detectors [4,8]. So, the first aim 

of this study is to investigate the effect of scintillator material on the PET scanner's 

performance, followed by a comparison of monolithic and pixelated crystals. To achieve these 

objectives, the Siemens Biograph Vision [10,11] is simulated and validated using the Monte 

Carlo (MC) simulations. Then, the pixelated LSO was replaced with pixelated BGO, and the 

scanner's performance evaluated based on the NEMA NU 2-2018 guidelines. Finally, each sub-

module of the scanner was replaced with a monolithic BGO to investigate the impact of 

monolithic scintillator crystals on the scanner's performance. 

2. MATERIALS AND METHODS 
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2.1 PET Scanner Description  

The Siemens Biograph Vision [10,11], as briefly described in Table 1, is a cylindrical PET 

scanner with a diameter of 82 cm and a height of 25.6 cm. It consists of 8 rings, with each ring 

made of 38 detector modules. Each module consists of 4 trans-axial × 2 axial sub-modules of 

a 5×5 LSO detector array. Each LSO crystal has dimensions of 3.2×3.2 mm² and a height of 

20 mm. The crystal pitch is 3.2 mm. To investigate the impact of the presence of the monolithic 

detector crystal as illustrated in Figure 1, each 5×5 crystal array in the sub-module has been 

replaced with a single 16×16 mm²  monolithic BGO crystal. Additionally, Table 1 provides an 

overview comparison of the two geometries and detector parameters. 

Table 1.  Description of initial Siemens Biograph Vision PET scanner Geometry and Simulation 

Parameters with Pixelated and Monolithic BGO Replacements 

Parameter                          Biograph vision 

Crystal LSO BGO BGO 

Crystal type Pixelated Pixelated Monolithic 

Crystal dimension(mm3) 3.2×3.2×20 3.2×3.2×20 16×16×20 

Crystal pitch(mm) 3.2 3.2 16 

Crystal per sub-module 200 200 8 

Number of rings 8 8 8 

Number of modules per ring 38 38 38 

Axial FOV(cm) 25.6 25.6 25.6 

Scanner diameter(cm) 82 82 82 

Coincidence window(ns) 4.7 4.7 5 

Energy resolution 11.7% 15% 15% 

Energy window(keV) 435-650 435-650 435-650 

Light yield(photons/keV) 25000 10000 10000 

Dead time(ns) 
320 370 370 

Paralyzable Paralyzable Paralyzable 
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Fig.1 Schematic representation of the simulated Siemens Biograph Vision PET scanner (a), 

magnification of a single 64×32 mm detector module consisting of 4×2 sub-modules (b), and 

replacement of pixelated 3.2×3.2 mm LSO crystal with monolithic 16×16 mm BGO (c). 

2.2 GATE Monte Carlo Simulation 

 To evaluate the performance of the PET scanner, MC simulations were performed using the 

advanced software called the GATE/GEANT4 framework. GATE is an open-source Monte 

Carlo simulation toolkit designed to model tomographic imaging systems, radiotherapy, and 

dosimetry [12-14]. In this research, GATE version 9.2 was employed for modeling and 

simulation, and the listed physics processes in Table 2 were applied in all simulations. 

Additionally, we considered a reference energy resolution and energy windows for each crystal 

in the GATE simulation (see Table 1). The geometric features of the simulated scanners are 

according to Table 1. 

Table 2.  Physical models and processes of particles utilized in the simulation. 

Particles Processes Models 

Gamma 

Photoelectric effect Standard model 

Compton scattering Standard model 

Rayleigh scattering Penelope model 

Electron 

Ionization Standard model e- 

Bremsstrahlung Standard model e- 

Multiple scattering Multiple scattering e- 

Positron 

Ionization Standard model e- 

Bremsstrahlung Standard model e- 

Multiple scattering Multiple scattering e- 

Positron annihilation  
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2.3 Phantom Study 

For the comparison of scanner performance, NEMA performance tests are conducted. They 

serve as the standard benchmark for evaluating the performance of PET and SPECT scanners 

and for comparing different scanners [15]. In this research, the latest version of NEMA 

standards for PET scanners, NEMA NU 2-2018 [16], is utilized to validate the Siemens 

Biograph Vision and compare key performance features such as sensitivity, scatter fraction, 

and spatial resolution. 

To evaluate sensitivity, the NEMA NU 2-2018 proposed a phantom consisting of a 70 cm line 

source surrounded by 5 aluminum sleeves with inner/outer diameters of 3.9/6.4, 7.0/9.5, 

10.2/12.7, 13.4/15.9, and 16.6/19.1 mm, respectively. These sleeves are added sequentially 

around the previous sleeve [16]. The simulated line source is a hollow polyethylene cylinder 

with an inner and outer diameter of 1 mm and 3 mm, respectively, filled with 4 MBq activity 

of 18F. The phantom is placed in two positions: at the center of the scanner and a 10 cm radial 

offset. The scan time was set to 10 seconds. The sensitivity is determined using the following 

formula: 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒏𝒊𝒕𝒚 =
𝑻𝒓𝒖𝒆

𝑨𝒄𝒕𝒊𝒗𝒊𝒕𝒚 ×𝑻𝒊𝒎𝒆
                                                         (1) 

The system sensitivity was plotted against the number of aluminum sleeves (attenuation 

degree), and a fit was applied. This fit was then extrapolated to zero attenuation to deduce the 

system sensitivity. 

The scatter fraction of the scanner is also evaluated based on the NEMA NU 2-2018 standards 

using the NEMA scatter phantom. The NEMA scatter phantom is a polyethylene cylinder with 

a density of 0.96 g/cm³, 20 cm in diameter, and 70 cm in height, with a 6.4 mm diameter hole 

positioned at a 4.5 cm radial offset parallel to the center axis [16]. A simulated line source of 
18F with 5 MBq activity was placed within an 80 cm hollow polyethylene tube with an inside 

and outside diameter of 3.2 and 4.8 mm, respectively. The line source was then positioned 

within the hole of the phantom for 10 seconds of scan time. The scatter fraction is evaluated 

using the following formula: 

                        𝑺𝒄𝒂𝒕𝒕𝒆𝒓 𝑭𝒓𝒂𝒄𝒕𝒊𝒐𝒏 =
𝑺𝒄𝒂𝒕𝒕𝒆𝒓

𝑺𝒄𝒂𝒕𝒕𝒆𝒓+𝑻𝒓𝒖𝒆
                                                         

(2) 

The spatial resolution is expressed as the Full Width at Half Maximum (FWHM) of the 

reconstructed image of a point source measured across radial, tangential, and axial profiles [1]. 

For this purpose, using the NEMA NU 2-2018 protocol, a point source with a 1 mm diameter 

consisting of 3.9 MBq activity was placed at the center of the FOV for 30 seconds of scan time. 

The image was reconstructed using CASToR v 3.1 software with a grid size of 431×431 pixels 

and voxel size of 1.65×1.65×1.6 mm3, employing 2 iterations and 19 subsets using the 

Maximum Likelihood Expectation Maximization (MLEM) algorithm with Gaussian post-

filtering to ensure accurate image reconstruction [10]. 
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3. RESULTS  

Table 3 shows the comparison and validation of the sensitivity and scatter fraction of the 

Biograph Vision scanner with van Sluis et al. [11] experimental data and Sara Zain et al. [10] 

simulation data. 

Table 3.  The comparison of performance characterization of the simulated Biograph Vision scanner 

with experimental data (pixelated LSO crystal). 

Parameter Sara Zain et al van Sluis et al. Our study 

Scatter fraction 34% 37% 39% 

Sensitivity (
𝑘𝑐𝑝𝑠

𝑀𝐵𝑞
) 

Center of FOV 16.0 16.4 16.5 

10 cm off-center 15.7 16.3 15.9 

In Table 4, the scatter fraction, sensitivity, and spatial resolution of the scanner are reported for 

pixelated LSO, pixelated BGO, and monolithic BGO, evaluated using NEMA guidelines. The 

scatter fraction was evaluated using the NEMA scatter phantom. The sensitivity of all these 

scanners was evaluated in two positions using the proposed sensitivity phantom by NEMA. 

Figure 2 illustrates the system sensitivity per aluminum thickness extrapolated to zero 

attenuation for all these scanners at the center of FOV and 10 cm radial offset. The zero 

attenuation sensitivity is reported in Table 4. Figure 3 illustrates the reconstructed image of a 

point source, which was reconstructed using CASToR with 2 iterations and 19 subsets. The 

FWHMs of the reconstructed image are listed in Table 4 in three directions (radial, tangential, 

and axial). 

Table .4. Simulation results of the comparison between pixelated LSO, pixelated BGO, and monolithic 

BGO. 

Parameter Pixelated LSO pixelated BGO Monolithic BGO 

Scatter fraction 39% 37.8% 37.6% 

FWHM 

radial 2.9 3.2 3.4 

tangential 2.8 3.2 3.4 

axial 2.9 3.2 3.4 

Sensitivity (
𝑘𝑐𝑝𝑠

𝑀𝐵𝑞
) 

Center of FOV 16.5 17.2 17.6 

10cm off-center 15.9 16.1 16.3 
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Fig. 2. System sensitivity per aluminum thickness extrapolated to zero attenuation for both LSO and 

BGO crystal at the center and 10 cm radial off-center of FOV. 

 

Fig. 3. Reconstructed images of the point source using CASToR in the presence of pixelated LSO (a), 

pixelated BGO (b), and monolithic BGO (c). 

4. DISCUSSION  

As shown in Table 3, a good agreement exists between our simulation results and the 

experimental findings of van Sluis et al. [11], and the simulation results of Zain et al [10]. The 

maximum error for sensitivity at the center and off-center of the FOV was approximately 2%, 

while for scatter fraction, the error was around 5%. These discrepancies may be attributed to 

uncertainties in simulation parameters, differences in experimental setups, and variations in 

physical processes. 

As anticipated, BGO exhibited improved sensitivity compared to LSO, a benefit further 

enhanced with the monolithic approach. Referring to Table 4 and Figure 3, the monolithic BGO 

approach demonstrated approximately 7% and 6.5% higher sensitivity at the center of the field 
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of view and 10 cm radial offset, respectively, compared to pixelated LSO. Furthermore, 

monolithic BGO showed higher sensitivity than pixelated BGO. The use of monolithic BGO 

crystals also led to a 2.6% improvement in scatter fraction for the scanner. This enhancement 

is attributed to BGO's higher density, reduced crosstalk, and continuous light collection due to 

its monolithic structure [17]. 

However, it is worth noting that BGO resulted in lower spatial resolution compared to LSO. 

As depicted in Figure 4, the reconstructed image of the point source using LSO exhibited 

approximately 10% and 17% better spatial resolution compared to pixelated BGO and 

monolithic BGO, respectively. This is mainly due to LSO having approximately three times 

higher light yield, contributing to its superior spatial resolution capabilities. Additionally, the 

larger dimensions of monolithic crystals (16×16 mm) compared to pixelated LSO crystals 

(3.2×3.2 mm2) led to poorer intrinsic spatial resolution. The continuous structure of monolithic 

crystals may also cause increased light sharing between adjacent crystals, resulting in a 

broadening of the scintillation light profile and reduced spatial resolution. Furthermore, the 

design of monolithic crystal modules may introduce complexities in the light collection 

process, further affecting spatial resolution. 

Despite the lower spatial resolution with BGO and the monolithic approach, they offer 

advantages in terms of sensitivity. The higher sensitivity of BGO is particularly beneficial for 

applications where high sensitivity is crucial, such as low-dose imaging or dynamic studies 

[18]. Similarly, the monolithic approach provides improved sensitivity due to its continuous 

crystal structure, efficient light collection, and reduced crosstalk [18]. These trade-offs between 

sensitivity and spatial resolution underscore the importance of selecting the appropriate 

scintillator material and crystal approach based on the specific imaging requirements of the 

PET scanner. 

5. CONCLUSION   

The use of monolithic crystals instead of pixelated ones has been found to improve sensitivity 

in PET scanners. While monolithic crystals have weaker spatial resolution than pixelated 

crystals, they are more cost-efficient and can significantly reduce costs. Therefore, it is 

suggested that the adoption of monolithic crystals in PET detector design can lead to improved 
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sensitivity and lower costs. This has significant implications for the development of PET 

imaging technology. 
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Abstract 

The purpose of this research is to design a box for irradiating topaz stones in Tehran research 

reactor (TRR). One of the cases of coloring and performing the improvement process is the use 

of fast neutrons in the research reactor. The presence of thermal neutrons during irradiation 

causes the impurities in topaz stones to become radioactive. Of course, the type of these 

impurities and the concentration of impurities in the stones will be different and this factor will 

affect the activity of the stones after irradiation. To reduce the flux of thermal neutrons, a 

thermal neutron absorber filter is used, and two air and water coolers are used for topaz during 

irradiation, and the amount of neutron flux and finally the activity created in both cases are 

compared. In this research, MCNPX code is used for geometry simulation and neutronic 

calculations, as well as ANSYS  Fluent software for heat transfer calculations in the irradiation 

box. In this research, boron carbide (B4C) is used as a thermal and epithermal neutron absorber 

filter, and lead (Pb) is used as a gamma absorber filter in the reactor pool. If lead is used, the 

residual heat caused by gammas in topaz stones changes and decreases by 60%. 

Keywords: Topaz, ANSYS Fluent, MCNPX code, Activity 

INTRODUCTION 

Topaz is one of the precious stones. Precious stones are stones that are distinguished from other 

minerals and stones by having some characteristics such as beauty, hardness, durability and 

transparency.  The demand for precious and semi-precious stones including topaz with better 

and clearer color and clarity is more and has more monetary value. There are ways to improve 

appearance, quality, color and clarity. Some improvement actions are sustainable and some are 

unstable. The improvement process with neutron bombardment is more stable and has deeper 

and more beautiful coloring [1,2]. 
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This color change is caused by neutron bombardment by neutron generators (research reactor), 

gamma rays, high-energy electrons produced by the accelerator, or a combination of them. The 

change and enhancement of color by neutrons create a deeper blue color than irradiation with 

only gamma or electrons in topaz stones, and in this sense, neutrons are better for irradiation 

[3]. 

Research reactors produce neutrons and these neutrons are in the range of thermal, epithermal, 

and fast energy. For the healing process, we need fast neutrons so that this process is done 

correctly and the color of the topaz stones changes, but during the prototyping process, the 

thermal neutrons make the topaz stones radioactive [4]. 

The cause of color change in topaz stones is the creation of color centers within their crystal 

structure. The color center is a defect in the crystal structure that must be created to change the 

color of topaz stones. The cause of defects in the crystal structure of topaz stones is fast 

neutrons, and when this type of neutrons hits topaz stones, it changes their color and takes on 

a more beautiful color [5]. 

 

Citation 

Topaz stones are irradiated in research reactors of other countries such as Egypt, Kazakhstan, 

Brazil, Indonesia, Uzbekistan, and Thailand. In Egypt's ETRR-2 reactor, aluminum containers 

are used to irradiate topaz stones, and a total of 4-6 kg of topaz is placed inside these containers. 

To reduce the thermal neutrons inside the containers, they use a boron carbide filter or materials 

containing boron. Boron-10 has a high absorption cross-section of thermal neutrons. In Egypt's 

ETRR-2 reactor, if there is a thermal neutron absorber filter for the irradiation of topaz stones, 

the irradiation of topazes will reach below the permissible limit after 6-18 months, and if there 

is no thermal neutron absorber filter, after 20-29 months, topaz radioactivity reaches less than 

the permissible limit [6]. 

One of the things that will affect the color change of topaz stones and their color stability is 

temperature. The temperature of topaz stones should be less than 150°C during irradiation, and 

a temperature above 300°C during irradiation will cause them to deteriorate and break. 

Therefore, it is necessary to use proper cooling during irradiation so that the temperature of 

topazes during irradiation is below 200 °C [4].  

In the WWR-K reactor, a container similar to a capsule is used, the wall of which is made of 

an aluminum alloy. The height of the useful volume of this container is 50 mm and its useful 
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diameter is 46 mm. In the inner wall of the container, filters B4C and Cd have been used to 

reduce the flux of thermal neutrons, it has reduced the flux of thermal neutrons as much as 

possible [7]. 

Reactor TRR1/M1-Thailand is also used for irradiating and enhancing the color of topaz stones. 

In this reactor, colorless topazes are placed in cylindrical containers, and the wall of the 

container is made of aluminum, and cadmium is used to filter thermal neutrons. The amount 

of flux is equal to 1011  
𝑛

𝑐𝑚2.𝑠
  . The amount of topaz placed in the container for irradiation is 

equal to 300 g and they are irradiated in the core of the reactor for 72-12 hours [8].  

The chemical formula of topaz stone is 𝐴𝑙2𝑆𝑖𝑂4(𝐹. 𝑂𝐻)2 [6]. The main elements in topaz stone 

are aluminum, silicon, oxygen, and fluorine, which have a half-life of about a few minutes and 

a few seconds. Thermal neutrons irradiate the main elements, but because they have a small 

half-life, after passing at least 5 times their half-life, the risk of irradiation does not include 

these and they will not be dangerous [9]. 

In topaz stones, in addition to the main elements that were mentioned, according to the type of 

topaz, there are different types of impurities with different concentrations inside them. These 

radioisotopes have a longer half-life that thermal neutrons activate these radioisotopes and 

cause topaz stones to radiate. Due to the long half-life of some radioisotopes in topaz stone, 

after their activation, a long period of time must pass until the activity level is less than 74  

Bq/g.  

The process of irradiating topaz stones industrially is being implemented in the Tehran 

Research Reactor (TRR). The goal and innovation of this research is to achieve a suitable 

method according to the conditions to reduce the radioactivity of topaz stones, which topazes 

enter the market after spending less time and can lead to the development of this industry in 

Iran [9]. 

Materials and methods 

Characteristics of the core of the TRR 

TRR is a pool type, the central core of this reactor is located in a pool with a capacity of 500,000 

liters of light water, the depth of this pool is 8 meters. The moderator and coolant of this 
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research reactor is light water and it is used for research, training, irradiation, and 

radiopharmaceutical production purposes. The concrete pool filled with light water consists of 

two parts, the reactor core can be operated in each of those two parts. On the wall of one of 

these two parts, laboratory equipment such as 7 beam tubes with different cross-sections, 

pneumatic rabbit tubes, and thermal columns are placed. In addition, it is possible to irradiate 

the sample in special irradiation chambers inside the core and at the periphery of the core. The 

reflector of this type of reactor is of graphite type and has inhomogeneous solid fuel of plate 

type. The core of the reactor has fuel elements of the MTR type, which are placed inside the 

grid plate. On the screen, there are 54 positions for the placement of fuel complexes in a regular 

𝟗 × 𝟔 rectangular arrangement. By placing the fuel complexes in their place on this plate, the 

core complex is formed. The fuel of this reactor is low-enriched uranium oxide (LEU), which 

includes standard fuel elements (SFE) with a height of 63 cm. Both types of fuel elements have 

𝑼𝟑𝑶𝟖 − 𝑨𝒍 fuel plates with 20% richness, which are placed in SFE type, 19 fuel plates, and in 

CFE type, 14 fuel plates. Each CFE element includes two 𝑪𝒅 − 𝑰𝒏 − 𝑨𝒈 control blades that 

are used to control the core's reactivity and regulate the neutron flux [9-12]. Some graphite 

reflectors are placed around the core to reduce neutron leakage from the core [13-15]. 

Figure 1, shows the layout of the heart of the TRR, along with the different positions for 

irradiation, as well as the fuel plates and the graphite box, simulated by the MCNPX code. 

 

 

Graphite reflector              Al            Water             Fuel plates         Lead           Air       

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Layout of the core of the TRR along with different irradiation positions. 

Irradiation channels 
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Description of irradiation in code MCNPX, and ANSYS-Fluent 

For irradiating topaz stones, two rectangular cube boxes with dimensions of  

𝟓 𝒄𝒎 𝒙 𝟓 𝒄𝒎 𝒙 𝟐𝟕 𝒄𝒎 made of aluminum with a thickness of 2 mm have been used. Topazs 

are placed in these containers and simulated by MCNPX code. Irradiation boxes are placed 

vertically on top of each other and placed in the irradiation channel of the edge of the core and 

simulated. In this research, B4C filter was used as thermal neutron absorber and lead material 

was used as gamma ray absorber on topaz aluminum box wall with thicknesses of 1 mm, 2 mm 

and 3 mm. Both boxes are placed vertically in the irradiation channel. In this research, two 

water and air coolers have been used in the simulations. The flux of thermal neutrons, 

epithermal neutrons and fast neutrons and residual heats caused by neutrons and gamma are 

compared. Neutron flux calculations have been done for the following 3 energy groups:  

 

0 – 0.4 eV                                        ( Thermal ) 

0.4 eV – 1 keV                                ( Epithermal ) 

1 keV – 20 MeV                              ( Fast )  

 

Figure 2 indicates the box containing topaz. The wall of the box is only aluminum. The boxes 

are placed vertically on top of each other and radiated. Figure 3 shows the box containing topaz 

along with filters B4C and Pb.  

 

                                          Al                  Water 

 

Fig.2. Irradiation box containing topaz and water with aluminum wall 

 

 

 

 

 

 

Topaz stones 
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Figure 3 shows the box containing topaz along with filters Pb and B4C from a vertical view of the box.  

 

                                        Al             Water              Pb             B4C   

B4C 1mm-Pb 1mm B4C 2mm-Pb 2mm B4C 3mm-Pb 3mm 

   

Fig.3.  Boxes containing topaz with filters. 

 

In the MCNPX code, the track length estimator (F4) was used to calculate the average volume 

flux of neutrons at each neutron energy range. To calculate the residual energy caused by 

neutrons and gammas, heat deposited tally (F6) was used. The BURN card in code MCNPX is 

used to calculate the activity of radioisotopes in topaz, and radioisotope Scandium (Sc-46) 

considered as topaz impurity. 

The statistical error in all the results obtained from the simulation calculations was less than 

4%. 

Calculations have been done on both irradiation boxes in the desired channel. Figure 4 shows 

the location of boxes containing topaz for irradiation. 

 

 

Fig.4. The simulated Irradiation channel of boxes containing topaz.  

Irradiation channel 



 

 163 

Fluent software is a fluid simulation software in industry that is used to predict fluid flow, heat 

and mass transfer, chemical reactions and other related phenomena. Fluent software is used for 

advanced fluid modeling to provide the most accurate solutions in the industry, regardless of 

modifying assumptions. With the help of this software, topaz irradiation boxes are simulated 

along with filters, And the temperature of the topaz stone at the central point of the box is 

calculated for two situations: 1) the box contains topaz and water. 2) The box contains topaz 

and air. Figure 5 shows an example of the simulation of an aluminum box containing topaz in 

two dimensions. 

 

 

 

Fig.5. Simulation of aluminum box containing topaz in two dimensions in ANSYS-Fluent software 

Results and discussion 

The neutron flux distribution was calculated for all 3 ranges of thermal, epithermal, and fast energy. 

The desired irradiation boxes were placed vertically on top of each other in the irradiation channel at 

the edge of the core, behind the graphite boxes as shown in Figure 4.  

In the topaz box simulation, it is made of aluminum with a thickness of 2 mm. In other cases, lead (Pb) 

and B4C filters have been used at each stage, and the thickness of both filters has been increased, and 

calculations have been made and examined. In this research, two water and air coolers have been used 

and the calculations made are examined.  

 

 

Topaz stone 

Aluminum 

wall 

water 
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Tables 

Table 1 summarizes the amount of thermal neutron flux for boxes with different filters in the 

irradiation channel of the core periphery. 

 

Table 1. Distribution of thermal neutron flux in the irradiation channel of the core periphery 

Material / 

Thickness(mm)/cooling 

Thermal neutron 

flux 

( n/cm2.s) 

Material / 

Thickness(mm)/cooling 

Thermal neutron 

flux 

( n/cm2.s) 

Al-2mm/Water 
2.44E+13 

2.51E+13 
**** **** 

Pb1mm-B4C1mm/Water 
1.18E+12 

1.15E+12 
Pb1mm-B4C1mm/Air 

5.39E+11 

5.5E+11 

Pb2mm-B4C2mm/Water 
7.38E+11 

7.67E+11 
Pb2mm-B4C2mm/Air 

2.10E+11 

2.46E+11 

Pb3mm-B4C3mm/Water 
6.73E+11 

6.90E+11 
Pb3mm-B4C3mm/Air 

1.54E+11 

1.59E+11 

 

According to the results, with increasing the thickness of the B4C filter from 1 mm to 3 mm, 

the amount of thermal neutron flux has decreased. If air cooling is used, the amount of thermal 

neutron flux is much lower than in the presence of water. 

The amount of epithermal and fast neutron fluxes for boxes with different filters in the 

irradiation channel of the core periphery are given in Tables 2 and 3 respectively.  

Table 2. Distribution of epithermal neutron flux in the radiation channel of the core periphery 

Material / 

Thickness(mm)/cooling 

Epithermal 

neutron flux 

( n/cm2.s) 

Material / 

Thickness(mm)/cooling 

Epithermal neutron 

flux 

( n/cm2.s) 

Al-2mm/Water 
3.52E+12 

3.62E+12 
**** **** 

Pb1mm-

B4C1mm/Water 

2.87E+12 

2.87E+12 
Pb1mm-B4C1mm/Air 

2.83E+12 

2.92E+12 

Pb2mm-

B4C2mm/Water 

2.55E+12 

2.53E+12 
Pb2mm-B4C2mm/Air 

2.45E+12 

2.44E+12 

Pb3mm-

B4C3mm/Water 

2.45E+12 

2.39E+12 
Pb3mm-B4C3mm/Air 

2.20E+12 

2.19E+12 
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According to the results, if a neutron absorber filter is used, the amount of epithermal neutron 

flux decreases. 

Table 3. Distribution of fast neutron flux in the irradiation channel of the core periphery 

Material / 

Thickness(mm)/cooling 

Fast neutron flux 

( n/cm2.s) 

Material / 

Thickness(mm)/cooling 

Fast neutron flux 

( n/cm2.s) 

Al-2mm/Water 
3.87E+12 

3.95E+12 
**** **** 

Pb1mm-

B4C1mm/Water 

3.93E+12 

3.89E+12 
Pb1mm-B4C1mm/Air 

4.34E+12 

4.34E+12 

Pb2mm-

B4C2mm/Water 

4.07E+12 

4.06E+12 
Pb2mm-B4C2mm/Air 

4.55E+12 

4.54E+12 

Pb3mm-

B4C3mm/Water 

4.32E+12 

4.22E+12 
Pb3mm-B4C3mm/Air 

4.64E+12 

4.67E+12 

 

According to the results, with increasing the thickness of the boron carbide filter, the amount 

of fast neutron flux increases. If air is used as a coolant, this amount of flux will increase.  

Tables 4 and 5 respectively the amount of residual heat caused by neutron and gamma in topaz 

stones in different filters in the wall respectively.  

 

Table 4. Residual heat caused by neutrons in the radiation channel of the core periphery 

Material / Thickness 

(mm) 

Neutron residual 

heat (W) 

Material / 

Thickness (mm) 

Neutron residual 

heat (W) 

Al-2mm/Water 
24.7 

24.7 
**** **** 

Pb1mm-

B4C1mm/Water 

23/6 

23/8 

Pb1mm-

B4C1mm/Air 

26/3 

26/2 

Pb2mm-

B4C2mm/Water 

24/7 

24/6 

Pb2mm-

B4C2mm/Air 

27/3 

27/3 

Pb3mm-

B4C3mm/Water 

25/6 

25/3 

Pb3mm-

B4C3mm/Air 

27/5 

27/5 
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Table 5. Residual heat caused by gammas in the radiation channel of the core periphery 

Material / Thickness 

(mm)/cooling 

Gamma residual 

heat (W) 

Material / 

Thickness 

(mm)/cooling 

Gamma residual 

heat (W) 

Al-2mm/Water 
244/2 

248/3 
**** **** 

Pb1mm-

B4C1mm/Water 

164/5 

167 

Pb1mm-

B4C1mm/Air 

170/5 

170/2 

Pb2mm-

B4C2mm/Water 

150 

150/5 

Pb2mm-

B4C2mm/Air 

153/5 

150/5 

Pb3mm-

B4C3mm/Water 

138/5 

134/5 

Pb3mm-

B4C3mm/Air 

137 

139/3 

 

According to the results of Table 5, with the increase in the thickness of the lead filter, the 

residual heat caused by gamma decreases and changes by 77%. Table 6 shows the activity of 

impurity in topaz stone. The cooling period after irradiation for the activity of scandium in 

topaz stone is 6 months. 

 

Table 6. Activity of a topaz impurity sample 

Material / Thickness 

(mm)/cooling 

Activity Sc-46  

 ( Bq/g ) 

Material / Thickness 

(mm)/cooling 

Activity Sc-46  

 ( Bq/g ) 

Al-2mm/Water 1.241E+08 *** *** 

Pb1mm-B4C1mm/Water 9.653E+06 Pb1mm-B4C1mm/Air 5.342E+06 

Pb2mm-B4C2mm/Water 5.804E+06 Pb2mm-B4C2mm/Air 2.318E+06 

Pb3mm-B4C3mm/Water 4.656E+06 Pb3mm-B4C3mm/Air 1.581E+06 

 

According to the results of Table 6, by adding the thickness of the B4C filter, the activity level 

has decreased well. If air is used as topaz cooling during irradiation, the activity is less than 

water cooling. Table 7 reports the temperature of topaz stones during irradiation which is 

simulated with ANSYS-Fluent software. The temperature of the topaz stone in the center of 

the irradiation box is reported as the highest temperature point. 
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Table 7. Temperature of topaz stones during irradiation 

Material / Thickness 

(mm)/cooling 

Temperature 

(0C) 

Material / Thickness 

(mm)/cooling 

Temperature 

(0C) 

Al-2mm/Water 79 *** *** 

Pb1mm-

B4C1mm/Water 
71 Pb1mm-B4C1mm/Air > 𝟒𝟓𝟎 

Pb2mm-

B4C2mm/Water 
67 Pb2mm-B4C2mm/Air > 𝟒𝟎𝟎 

Pb3mm-

B4C3mm/Water 
61 Pb3mm-B4C3mm/Air > 𝟑𝟓𝟎 

 

According to the results of Table 7, water has a better cooling effect than air and the heat 

transfer has been done well.  

Conclusions 

According to the results obtained from the simulation in code MCNPX, by adding to the 

thickness of filter B4C, the amount of thermal neutron flux decreases well, and in the case of 

water cooling, these changes are about 75%. If air is used as a cooling agent for topaz, the 

amount of thermal neutron flux and the activity of topaz stones will be lower than if it is water. 

If air is used as a cooling agent, the temperature of topaz stones increases during irradiation 

and the temperature rises above 200 0C, and this temperature is not suitable for topaz stones, 

and it causes damage to topaz stones. If water is used as a coolant, heat transfer during radiation 

is done well and the temperature of topaz stones is below 100 0C, and there is no problem for 

topazes. It can be concluded that the presence of filter B4C with a thickness of 3 mm has been 

very effective in reducing the thermal neutron flux and the activity of stones, as well as a lead 

(Pb) filter with a thickness of 3 mm in reducing the residual heat caused by gamma. The 

presence of water as a coolant has had a good effect in reducing the temperature of the stones. 
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Abstract 

Left-sided breast cancer patients undergoing radiation therapy have a higher risk of cardiac 

mortality. Advanced techniques like t-IMRT, t-VMAT, and deep inspiratory breath-hold 

(DIBH) can help reduce side effects by sparing organs at risk. Recent studies suggest 

considering dose parameters of the left ventricle (LV), left anterior descending artery (LAD), 

and mean heart dose for better results. 

A retrospective study was conducted to evaluate the dose parameters of the heart and its 

substructures. The DIBH treatment plans of 12 patients with left-sided breast cancer (LSBC) 

were analyzed. The contours of the heart, LV, and LAD were regenerated. Then the 3D dose 

distribution was recalculated and compared the results with the QUANTEC criteria and 

recently proposed stricter criteria. Heart mean dose was <26 Gy for all plans. 8/12 plans met 

V25 criteria, all met V30. 2 plans had mean heart dose of 2.5 Gy but failed for LAD and LV. 

Only 1 plan met criteria for LV. 

The study found that shifting LAD towards the posterior direction reduced its dose parameters 

compared to shifting it towards the anterior direction. However, none of the adjustments made 

met the required criteria. The investigation underlines the importance of strict criteria for 

critical heart substructures during treatment planning. 

Keywords: breast cancer, radiation therapy, heart, DIBH, 3D-CRT 

INTRODUCTION 

Breast cancer is a prevalent cancer that affects women more than any other type of cancer. 

According to the World Health Organization, breast cancer is the most frequently occurring 

cancer in women worldwide and the second most common cancer overall. Fortunately, external 

beam radiation therapy has emerged as a highly effective treatment method for breast cancer. 

It greatly decreases the probability of local recurrence by 70-80%, thereby increasing the 

chances of long-term survival [1,2]. However, there are concerns about potential harm to 

healthy tissues, especially when irradiating the left side of the chest wall or breast. This is 
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because such treatment often involves exposure of the myocardium and coronary arteries, 

which may increase cardiac morbidity and mortality. Several studies have shown that careful 

consideration of the risks and benefits is essential when managing breast cancer [3-5]. 

According to recent studies, the number of deaths caused by heart disease has increased to 30% 

[6]. Patients with left-sided breast cancer (LSBC) face a higher risk of cardiac mortality than 

those with right-sided breast cancer [7-9].  

Significant improvements have been made in radiation therapy, which has improved our ability 

to protect critical OARs. These advancements include innovative techniques like tangential 

intensity-modulated RT (t-IMRT), tangential volumetric modulated arc therapy (t-VMAT), 

and breath-controlled deep inspiratory breath hold (DIBH) [10]. Compared to conventional 

3D-CRT, IMRT and VMAT techniques have resulted in greater dose conformity in the target 

area, resulting in better OAR sparing [11].  

Our center has considered the mean heart dose criteria based on the QUANTEC value (reported 

in  

Table 1) while planning the 3D-CRT treatments in DIBH conditions. Several studies have 

found that the mean heart dose criteria for cardiac structure is insufficient. Radiation therapy 

for breast cancer can increase the risk of major coronary events, even at low doses. The risk 

increases during the first five years after radiation therapy and continues into the third decade; 

the rate of major coronary events per Gray increases by 7.4%. If the mean heart doses remain 

under 2Gy, the event rates do not increase significantly [12]. According to studies conducted 

by Darby et al. and van den Bogaard et al., the risk of acute coronary events increased by 16.5% 

per Gy of mean heart dose within nine years of undergoing radiation therapy. The mean heart 

dose is a relevant parameter for predicting all-cause cardiac toxicities for other tumor types [9]. 

In patients with an estimated whole heart dose of 2.8Gy and 12.9Gy to 5% of the cardiac 

volume, Carr et al. discovered a statistically significant increase in coronary heart disease [13]. 

Arslan et al. conducted a study on the negative effects of breast radiotherapy on the heart, 

which are mainly caused by coronary artery disease. Patients with LSBC are at higher risk of 

cardiac toxicity. However, recent studies have shown that using the DIBH technique can be 

beneficial. In cases where DIBH is unavailable, contouring the heart and its lower anatomical 

regions as OARs can significantly reduce the heart, LV, and LAD dose, minimizing the risk of 
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cardiac toxicity. The study concludes that for centers without access to DIBH, contouring the 

heart and its lower anatomical regions as OARs is critical to reducing the risk of cardiac toxicity 

[14]. 

Recent studies indicate that minimizing the radiation dose to critical substructures of the heart 

during breast radiation therapy is essential to reduce long-term side effects. Regardless of the 

technique used, the lower anatomical regions of the heart should be considered as critical OARs 

[15]. Specifically, the dose parameters of the LV, the LAD, and the mean heart dose were 

proposed [16]. Consequently, the aim of this study is to retrospectively assess the mentioned 

dose parameters to heart substructures that were not considered during the treatment planning 

phase. Moreover, the results of our investigation were compared with two sets of criteria: 

firstly, the standard QUANTEC criteria, and secondly, a recently proposed strict criteria. 

Materials and Methods 

12 patients with LSBC who were previously treated with the DIBH technique using the 3D-

CRT treatment plans have been selected. The prescription dose for these treatment plans was 

50 Gy. The treatment plans were generated by means of the Prowess Panther software version 

5.50 treatment planning system (P-TPS). The Limbus AI software was used to regenerate the 

contours of the heart, LV, and LAD on CT simulation images. The regenerated contours were 

then reviewed and approved by an expert radiation oncologist. 

Considering the movement caused by the heartbeat, a symmetric 5 mm and 4 mm margin 

around LAD and LV was added respectively. After defining the margin, the maximum 

displacements of LAD were considered towards anterior and posterior directions. The dose 

parameters were then recalculated for the newly generated contours.  

Table 1 lists the QUANTEC values for the heart. The DEGRO breast cancer expert panel 

recommends some constraints for a safe treatment plan. These constraints are as follows: mean 

heart dose <2.5 Gy; DmeanLV (mean dose LV) <3 Gy; V5LV (volume of LV receiving ≥5 Gy) 

<17%; V23LV (volume of LV receiving ≥23 Gy) <5%; DmeanLAD (mean dose LAD) <10 Gy; 

V30LAD (volume of LAD receiving ≥30 Gy) <2%; V40LAD (volume of LAD receiving ≥40 Gy) 

<1%. [16] These criteria are considered the stricter guidelines for evaluating the treatment 

plans.  
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Results and Discussion 

The calculated dose for heart, LV, and LAD for 12 patients using P-TPS are as follows: mean 

doses of heart, LAD, and LV were obtained 1.5 to 11.5 Gy, 2 to 18.2 Gy, and 14.8 to 48.9 Gy, 

respectively (Fig. 1, Fig. 5), V30LAD and V40LAD were 23% to 96.4% and 17.2% to 100%, 

respectively (Fig. 2, Fig. 5), V25Heart and V30Heart were 3.4% to 20.03% and 2.87% to 19.13%, 

respectively (Fig. 3) and V5LV and V23LV were 6% to 46% and 2.5% to 35.5%, respectively 

(Fig. 4).  

Various technical options are available to reduce the mean heart. Traditional methods like 

tangential IMRT or field-in-field approaches do not effectively spare the heart and lungs. 

However, multi-angle or rotational IMRT delivery, DIBH-based radiation therapy, prone 

positioning, and using a thermoplastic bra have shown promising results in reducing the dose 

to the heart and substructures. Partial-breast RT can also be considered for elderly patients with 

low-risk cancer [16-21]. 

Table 1. QUANTEC Summery for heart 

Volume 

segmented 

Irradiation 

type 
Endpoint 

Dose (Gy), or 

dose/volume parameters 

Rate 

(%) 

Note on dose/volume 

parameters 

Pericardium 3D-CRT pericarditis Mean dose<26 <15 
Based on single study 

Pericardium 3D-CRT pericarditis V30<46% <15 

Whole 

organ 
3D-CRT 

Long-term 

cardiac mortality 
V25<10% <1 

Overly safe risk estimate 

based on model 

predictions 
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Fig. 1. Column charts for a mean dose of heart, LAD, and LV 

  

Fig. 2. Column charts for V30 and V40 of LAD (continued) 

  

Fig. 2. Column charts for V30 and V40 of LAD  
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Fig. 3. Column charts for V25 and V30 of heart 

  

Fig. 4. Column charts for V5 and V23 of LV 
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Fig. 5. Column charts for mean dose, V30, and V40  of LAD shifted contours. 

 

Fig. 6. Column charts for mean heart dose (recent studies recommended limitation for mean heart 

dose should be lower than 2.5 Gy) 

The treatment plans of 12 patients were assessed, with our main focus on the mean heart dose, 

which was required to be lower than 26 Gy. This criterion was met for all plans. Table 1 was 

used for our evaluation, including V25 and V30 values of heart. The values of V25 for eight 

plans and V30 for all plans were found within the acceptable range.  

Recent studies have recommended that the mean heart dose should not exceed 2.5 Gy [16], and 

only two treatment plans met this criterion (Fig. 6). However, the plans did not consider the 

restrictions for the LAD and LV substructures. None of the plans for LAD and only one for 

LV met the suggested criteria. 
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The present study examined the effect of posterior and anterior displacements of LAD contours 

on the dose parameter. Results revealed a significant reduction in the dose parameter for LAD 

contours moved towards the posterior direction compared to those moved anteriorly. This 

effect might be attributed to the LAD being situated farther away from the treatment field, 

thereby receiving a lower dose. However, none of the plans met the proposed criteria (Fig. 5). 

These findings have important implications for clinical practice as they underscore the need to 

assess LAD's position to optimize treatment outcomes carefully. 

Conclusions 

Breast radiation therapy may lead to severe heart toxicities, particularly for patients with left-

sided breast cancer. However, with modern techniques, the heart can be effectively protected. 

Even when the heart mean dose is low, certain heart substructures, such as LV or LAD, may 

still be exposed to high doses of radiation. Upon retrospectively investigating the treatment 

plans of 12 patients, our study found that only 8 out of 12 treatment plans satisfied the V25 

criteria and just 2 plans met the stricter mean heart dose of 2.5 Gy. Only 1 plan fulfilled the 

suggested criteria for LV. In conclusion, it is crucial to consider the LV and LAD as critical 

organs at risk (OARs) and to take into account the plan acceptance criteria for these 

substructures during the planning phase. Stricter criteria for the heart and its substructures are 

highly recommended, especially when advanced radiation therapy techniques such as IMRT 

and VMAT are employed. 
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Abstract 

External beam radiation therapy can expose patients to unintended sources of radiation such as 

patient scattering, collimator scattering, and leakage from the machine head. These sources can 

contribute to out-of-field doses that have the potential to induce long-term adverse effects and 

secondary cancers, even at relatively low doses. To better evaluate the secondary effects of 

modern radiotherapy treatments and determine the impact of spectral variations on energy-

dependent dosimeters, it is first necessary to understand the photon and electron energy spectra 

in the beam-bordering and out-of-field regions. This study aimed to evaluate the photon and 

electron fluence spectra as well as mean energies beyond the field edge and the corresponding 

spectra on in-field regions for several small radiotherapy fields. Phase-space files of a 6 MV 

photon beam produced by a Varian TrueBeam™ linac for eight small circular fields of 0.75 

cm, 1.0 cm, 2 cm, 2.5 cm, 3 cm, 3.5 cm, 4 cm, and 5 cm and for the reference 10 cm field at 

SSD = 100 cm were generated using the BEAMnrc code. The photon and electron fluences in 

each field were calculated at 0.125, 1. 5, and 10 cm water depth and several off-axis distances 

using FLURZnrc. The study found that the photon fluence spectra strongly depend on spatial 

positions and vary significantly as a function of depths, off-axis distances, and field size. 

Compared to the spectrum within the field, the spectrum outside of the field showed greater 

variations. Changes in depth caused a more significant difference in the shapes of photon 

spectra since beyond Dmax, the photon spectra were significantly weighted towards the low-

energy photons. Furthermore, the behavior of electrons is depth-dependent beyond the field 

edge, where the mean electron energy at depth near the surface is greater than in-field regions, 

especially in small fields. This is due to the relatively high linear energy transfer (LET) of these 

electrons and primary electron beam leaking from the linac head, leading to surface dose 

enhancement. Thus, when assessing the dose delivered to a patient's skin, it is necessary to 

consider these electrons from a radiological protection perspective. 
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Introduction 

Technological advancements have made radiation therapy an effective treatment for cancer. 

However, these advanced technologies require longer beam-on time and more MUs to deliver 

highly conformal doses, which results in increased irradiation exposure to patients due to 

machine head and collimator leakage. Consequently, the out-of-field doses may be higher than 

desirable, increasing the risk of long-term adverse effects and secondary cancers for patients 

[1-4]. Diallo et al. discovered that the majority of second cancers emerge in the margin of the 

irradiated target or the beam bordering region [5]. Thus, to determine the risks of secondary 

cancers due to the out-of-field doses, it is important to identify the peripheral low-absorbed 

dose received by healthy organs surrounding the tumor. Furthermore, healthy tissues near a 

tumor are affected differently by radiation depending on low-energy radiations (electrons and 

photons) commonly present outside the field edge [6]. On the other hand, accurate dose 

measurement requires energy-dependent dosimeters, which can lead to discrepancies in 

absorbed dose measurements outside the radiotherapy fields. Dosimeters calibrated within the 

beam central axis can mislead dose measurement outside the field due to their energy 

dependence. Therefore, to calibrate dosimeters properly, it is also necessary to determine the 

type of photon energy spectrum in the out-of-field region. Thus, Precise knowledge of the beam 

spectra characteristics, such as mean electron and photon energy in small radiotherapy fields, 

would allow for better evaluation of the biological effect on healthy organs and appropriate 

correction factors for energy-dependent dosimeters. Previous studies clearly indicate that there 

are significant variations in the photon energy spectra of radiotherapy beams. These variations 

are highly pronounced in small field sizes, particularly in intensity-modulated radiation therapy 

(IMRT) [2]. Concerning the small field size, to the best of our knowledge, there are few studies 

where electron and photon energy spectra in water have been evaluated both inside and outside 

of the radiation field. This is a highly complex undertaking because the energy spectrum 

outside the field changes as a function of field size, depth, and distance from the central axis 

[2]. To overcome this challenge, most researchers have used Monte Carlo methods, as this 

method has already been proven effective and accurate in simulating in-field doses, making 

them useful in calculating out-of-field doses [1, 2, 7]. We undertook the current study to 
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investigate the variability in the energy spectrum and mean energies of a 6 MV Varian 

TrueBeam™ as a function of the field size and measurement location for small radiotherapy 

fields to evaluate the secondary effects of modern radiotherapy treatments and determine the 

impact of spectral variations on energy-dependent dosimeters. 

 

Research Theories 

Varian TrueBeam™ linear accelerator (Varian Oncology Systems, Palo Alto, CA) operating 

in a 6 MV photon beam has been modeled by BEAMnrc Monte Carlo code [8]. The model 

geometry incorporated all beam-line components, including a 120-leaf Multileaf collimator 

(MLC), and other structural components. The IAEA phase-space files (PSF) generated from 

the machine head were used as inputs for a component module to simulate photon and electron 

spectra of a 6 MV photon beam for circular field sizes ranging from 0.75 to 5 cm (i.e. 0.75 cm, 

1.0cm,2cm,2.5cm,3cm,3.5cm,4cm,and 5 cm) and for the reference field of 10 cm [9]. The 

photon and electron fluences were calculated at 0.125, 1.5, 5, and 10 cm water depth and 

several off-axis distances using the FLURZnrc module of the EGSnrc [8]. In all simulations, 

the calculation was performed at SSD = 100 cm and the electron cut-off (ECUT) and photon 

cut-off (PCUT) energies were defined at 0.521 MeV and 0.01 MeV, respectively. Also, the 

photon and electron fluence spectra were scored within cylindrical voxels of 0.5 cm height and 

variable radius of 0.15 cm for 0.7 cm field size to 0.5 cm for larger ones. The particle flux was 

tallied for each simulation using a logarithmic energy binning structure from 10 keV to 6 MeV.  

It should be noted that while the BEAMnrc code allows the simulation of square fields using 

the secondary collimators, the FLURZnrc module of the EGSnrc Monte Carlo code only allows 

cylindrical geometries to be converted into equivalent circular fields. Table 1. presents the 

diameters of circular fields that correspond to their square equivalent at the phantom surface.  
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Table 2. The equivalent square field sizes.  
 

 

 

 

 

 

 

 

 

Results and discussion 

Photon fluence spectra 

The normalized energy photon fluence for the circular field of 5 cm is presented in Figure 1. 

The results demonstrate that changes in depth caused a considerable difference in the shapes 

of photon spectra since, beyond Dmax, the photon spectra were weighted towards the low-

energy photons (photon energies below 100 keV). It is also essential to consider the variations 

of photon spectra in an off-axis distance for a given water depth, where as the distance away 

from the central axis increased, the photon energy spectra became softer. Also, regarding Fig.1. 

changes in depth show a more pronounced difference in the photon spectra than increased 

distance away from the central axis for out-of-field regions. The reason behind this behavior is 

attributed to the increased number of Compton scattering as the water volume becomes larger. 

 A further feature of the photon spectra (Fig. 1) is the narrow peak at 0.511 MeV due to positron 

annihilation, which occurred predominately in the high-energy atomic number components, 

independent of the water depth. 

 

Length of the 

square field (cm) 

Diameter of the equivalent 

circular field (cm) 

0.7 0.75 

0.9 1.0 

1.8 2.0 

2.2 2.5 

2.7 3.0 

3.1 3.5 

3.6 4.0 

4.5 5.0 

10 10 
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Fig. 1.  Normalized photon fluence as a function of photon energy at several depth and four off-axis 

distances for a 5 cm circular field size. 

The calculation of the mean photon energies in all spectra was carried out as a function of both 

depth and off-axis distances. Figures 2. and 3. present the mean photon energy as a function of 

depth at the central axis for different field sizes, and the mean photon energy as a function of 

off-axis distances for circular field sizes of 0.75, 2, 5, 10 cm and several depths, respectively. 

Figure 2. reveals that the mean photon energy in the central axis at different water depths varies 

with the field size. Note that in the central axis of small field sizes, mean photon energies at 

shallow depths, i.e. 0.125 and 1.5 cm water depths are similar, whereas, in the 10 cm field size, 

the differences are more considerable. The similarity of the photon spectra at different depths 

is due to the lack of charged particle equilibrium (CPE) in the vertical direction of the beams. 

Furthermore, unlike small fields where the mean photon energy in the central beam axis rises 

as the depth increases, in the 10 cm field size, the mean photon energy decreases with the water 
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depth. The reason behind this could be the significant contribution of low-energy photons that 

are scattered at a specific depth. That is, deeper depths leading to a larger volume of water 

where the primary beam interacts to produce more Compton photons; this ultimately results in 

a softer photon-energy spectrum. The current findings suggest that the photons scattered within 

the water phantom at a given depth hold greater significance than those originating from the 

phantom's surface. 

Figure 3. indicates that within the radiation field, the mean photon energy decreases as the field 

size increases, and it is due to more contribution of scattered photons as the field size increases. 

On the other hand, for a given field size, increasing the depth leads to a higher mean photon 

energy, especially for smaller fields. However, an inverse trend is observed outside the field 

edge, where the mean photon energy decreases as we move away from the field edge, reaches 

a minimum, and then increases as the field size increases. This result can be attributed to the 

rapid decline in low-energy photon fluence with the distance from its origin. The increase in 

the number of scattered photons generally associated with an increase in field size produced a 

decrease in mean energy with field size at any particular position. These findings demonstrate 

a correlation between the mean photon energy and the field size, which can be useful in the 

development of radiation therapy planning techniques. 

 

 

Fig. 2.  Mean photon energy as a function of depth for several square field sizes at the field center 
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Fig. 3. Mean photon energy as a function of off-axis distances for field sizes of 0.75, 2, 5 and 10 cm 

and several depths. 

Electron fluence spectra 

Figure 4. shows the mean electron energy as a function of distance from the center of the field 

for two circular field sizes: a small field of 0.75 cm and a larger 10 cm field. The data reveals 

that, for a given field size, the mean electron energy consistently increases with depth inside 

the field, while similar to photons, the mean electron energy decreases with increasing field 

size in the central axis and the edge of the fields. Xicohténcatl-Hernández et al. found that there 

is a significant difference in the total electron fluence between the 4.5 and 0.7 cm2 field sizes 

at depths of 1.35 cm and 9.85 cm in the central axis, with a difference of approximately 21% 

and 30%, respectively [6]. 
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Fig. 4.  Mean electron energy as a function of off-axis distances and several depths for 0.75 and 10 

cm circular field sizes. 

 

However, outside the field, the behavior of electrons is depth-dependent. The mean electron 

energy beyond the field edge displays a different pattern with both a minimum and a maximum 

value, which depends on the field size and the water depth. This is due to the increase in the 

scattering radiation outside the field boundaries. Ultimately, at larger off-axis distances, it 

seems that the electron mean energy reaches a constant value, i.e. at about 10 cm from the 

central axis, the mean electron energy was nearly constant for a 0.75 cm field size. Concerning 

the data shown in Figure 4.  at 1 and 2 cm beyond the field edge, the mean electron energies 

are higher than those for photons. This could possibly be attributed to the primary electrons 

that are leaked from the linac head, causing contamination. This result is of prominent 

importance due to the relatively high LET of these electrons, which may have a significant 

impact on the healthy tissue surrounding the tumor volume, despite the delivered dose being 

considered small. This is why it is crucial to consider these electrons from a radiation protection 

standpoint to ensure the protection of the patient's skin during radiotherapy treatment using 

linear accelerators. 

Conclusion 

We have investigated the photon and electron spectral variation and mean energies for beam-

bordering, out-of-field regions and the corresponding spectra inside the field for several small 

radiotherapy fields produced by a 6 MV Varian TrueBeam™ accelerator. This study found 

that the photon fluence spectra strongly depend on spatial positions and vary significantly as 
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a function of depths, off-axis distances, and field sizes. The out-of-field spectrum shows 

significant variations, which are crucial to consider when calibrating energy-dependent 

dosimeters. It is also observed that the mean photon energy clearly drop off outside the 6 MV 

photon beam at all depths. Also, the behavior of electrons is depth-dependent beyond the 

field edge, where the mean electron energy at depth near the surface is greater than in-field 

regions, especially in small fields. These high LET electrons should be considered as they 

affect healthy organs surrounding the tumor and leading to surface dose enhancement. Thus, 

the outcome of this study will enable us to assess with greater accuracy the potential long-

term effects attributable to secondary. 
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Abstract 

According to high radiotoxicity of 90Sr, development of highly specific separation methods for 

90Y from 90Sr is a challenge. In this work, radiopharmaceutical grade 90Sr was separated from 

90Sr by means of galvanostatic electrochemical separation. A two-electrode electrochemical 

cell comprising a central rod-shape Pt electrode and a helical Pt wire electrode was used for 

the separation. 90Sr solution at an initial activity of 5Ci was loaded into the electrochemical cell 

and 90Y was accumulated on the outer helical electrode at a constant current of 300 mA. then, 

the electrochemical cell was loaded with natSr solution and collection of the accumulated 90Y 

on the central rod electrode was carried out by a reversed polarity at different currents ranging 

from 600 to 1500 mA. Finally, the collected 90Y  was purified at the same current for three 

times. The results showed that the independent adjustment of accumulation and collection 

currents is an excellent approach for fast, selective and efficient separation of 90Y from Sr90 . 

At the optimized conditions, 90Y was separated from 90Sr with a final activity of 709 mCi. 

Keywords: Yttrium-90, Strontium-90, generator, electrochemical separation, current. 

INTRODUCTION 

Yttrium-90 (T1
2

: 64.1 h; Ebmax: 2.28 MeV) is an interesting therapeutic radioisotope with 

several established radiopharmaceuticals[1]. As a pure β– particle emitter, it can be prepared 

by the neutron irradiation of 89Y in a nuclear reactor or by the decay of 90Sr. Because of the 

small neutron capture cross-section (0.001 b) of 89Y, Yttrium-90 produced from a reactor has 

very low specific activity. According to the this limitation, 90Y is separated from 90Sr (T1/2: 28.8 

a) which is a major fission product with estimated annual world production of 600 
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megacuries[2-5]. Currently, a small number of countries have the capabilities for large scale 

sepaeation of 90Sr from spent nuclear fuel. For example, there is a high level facility for 

separation of 90Sr at Mayak, Russian Federation. Another facility was set up at the Pacific 

Northwest National Laboratory, United States of America (USA), for the recovery of  (1500 

Ci) of pure 90Sr [1,2]. Since yttrium-90 has a high energy of 2.27 Mev and a half-life of 64.53 

hours, it can be effective in the treatment of massive cancer tumors. with average and maximum 

radiation penetrations of 2.5 and 10 mm, respectively. A well-known application of 90Y is the 

treatment of liver cancer by the process called radioembolization. In this treatment, a thin 

flexible tube is used to inject 90Y labeled tiny beads into the main blood vessel that carries 

blood to the liver. The beads are accumulated in the tumor and in blood vessels near the tumor 

giving off high energy β radiation. This specifically destroys the blood vessels that the tumor 

needs to grow along with radiotherapy of the cancer cells. Yttrium-90 can also be labeled with 

many antibodies and peptides resulting in numerous therapeutic applications such as 

radioimmunoassay, radio-synovectomy, and bone pain palliation. The most important 

challenges in the separation of 90Y for therapeutic uses is its very high radionuclidic purity 

(>99.998%). 90Sr is the most probable contaminant, which is a bone seeker with a maximum 

permissible body burden (MPBB) of only 74 kBq (2 µCi). According to the United States 

Pharmacopeia (USP), the content of 90Sr is only 740 KBq per 37 GBq (or 20 µCi per Ci) of 

90Y at the date of expiration. The content of 90Sr in the monograph for 90Y-ibritumomab 

tiuxetan (Zevalin) injection is the same. Hence, the radionuclidic purity of 90Y should be greater 

than 99.998%. in other words, the contamination of 90Sr should be less than 2 × 10−3 % or 20 

ppm. Several techniques have been reported for the separation 90Y from 90Sr including solvent 

extraction, ion exchange, supported liquid membrane extraction or extractive chromatography. 

Most of these separation techniques involve multiple steps and use conventional separation 

methods. However, none of the above mentioned methods are suitable for routine use [5,6]. 

The electrochemical generator offers several advantages including simple automation, low 

radioactive waste and negligible usage of chemicals. A minimal amount of 90Sr is lost during 

the operation of an electrochemical generator. It was named under the Indian goddess 

‘Kamadhenu’ because of this unique feature that allows for virtually indefinite ‘milking’ the 

generator [7,8]. This instrument is commercially available by “ELEX commerce” company 

and it is used by Pars Isotope Company for the production of 90Y. in this work, independent 
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currents were applied for accumulation and collection/purification steps and the effect of 

parameters on the performance of the separation was investigated.   

EXPRIMENTAL 

The electrochemical system for the separation of 90Y from 90Sr has been comprehensively 

described in the literature [7-9]. The process involves electrolysis of a mixture of 90Sr and 90Y 

in nitrate form using two platinum electrodes. In the first step, called the accumulation step, 

the 90Y is deposited on the cathode, which is a helical platinum wire surrounding the central 

rod-shape anode. The thickness of the Pt wires used as anode and cathode was 1mm. In this 

work, this step was carried out three times at a constant current of 300 mA for a fix time of  45 

min for each accumulation. In the second step, called the collection step, the cell was loaded 

with natSr(NO3)2 electrolyte and the 90Y was collected on the central rod-shaped Pt electrode 

by reversing the polarity of the electrodes. In fact, in this step, the central electrode is cathode 

and the outer helical electrode is anode, and 90Y is leached and deposited on the fresh cathode. 

After the collection, the central electrode is removed and subjected to three replicated 

purification periods. Purification is done in three cycles of electrode polarity reversal. In each 

cycle, 90Y deposited on the central electrode was removed and it was redissolved by changing 

the polarity after refilling the electrolyte. These replicated reversals result in the 

precipitation/redissolution of 90Y and the dilution of surface adsorbed 90Sr in natural strontium. 

This may cause significant reduction of 90Sr in the final product. Finally, the purified 90Y was 

dissolved in a hydrochloric acid solution by removing the central electrode. The effect of the 

current used in collection and purification steps was investigated by varying this parameter 

from 600 to 1500 mA. A beta-particle detector equipped with a slit colimator eas used to 

monitor the deposition of 90Y during the whole process. All experiments were carried out with 

one-week intervals.  

Results and discussion 

In this work, 8 replicated accumulation runs were performed at an accumulation current of 

300mA. For each run, three 45min accumulation cycle were applied and the activity at the end 

of each cycle was recorded. Figure 1 shows the results. As can be seen, the accumulated activity 

shows an oscillating nature between each run. This means that any efficient separation run 

extracts the majority of the decayed 90Y from the feed solution resulting in the decrease of the 
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accumulated activity the next run. On the other hand, for any poor separation a significant 

amount of 90Y remains in the feed solution that may lead to an efficient separation in the 

following run. According to the results, the one-week interval of the separation runs in not 

adequate to generate stable amounts of 90Y between the runs.      

 

 

Fig. 1. The accumulated activity for 8 accumulation runs including 3 cycles 

 

Fig. 2. The recovery as a function of collection current 
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Figure 2 shows the recovery of the separation as a function of the applied collection current. 

As can be seen, for collection currents from 600 to 1000 mA, the recovery also shows 

oscillating pattern, but in the opposite direction as compared to activity values. In other words, 

when accumulation step has low efficiency, the percent of the collected activity is high. This 

indicates that the capacity of the electrochemical cell for the collection of accumulated 90Y in 

medium current range is limited. At the current of 1100 mA, the percent recovery reaches a 

maximum of 80 % and decreases for higher currents. It can be attributed to the incorporation 

of unwanted phenomena such as hydrogen evolution and joule heating.  

 

Fig. 3. The collection time as a function of collection current 

The collection time was measured as a function of the applied collection current as shown in 

figure 3. The collection time showed a steep fall for currents from 600 to 900 mA as the 

outcome of an improvement in kinetics of the electrodeposition process. At higher currents, 

the collection time slightly increased due to the reduction of the cathodic efficiency. This 

reduction is in accordance with the results of Figure 2.  
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Conclusions 

In this work, the accumulation current was held constant and the collection/purification 

currents were independently adjusted. The results showed that even at a fixed accumulation 

current, the accumulated activity follows an oscillating pattern which is ascribed to the limited 

supply of the decayed 90Y. It assumes that precise management of the separation interval is 

needed to achieve a sustainable and reliable production of 90Y. The results also showed that 

higher currents may lead to higher recoveries and faster separation in spite of reduction of 

cathodic efficiency. In summary, independent adjustment of the accumulation current on one 

hand and collection/purification current, on the other hand is recommended. 

Acknowledgments 

The Pars isotope company's cooperation in presenting this work is gratefully acknowledged. 

References 

[ss] Therapetic Radionuclide Generators: 90Sr/90Y AND 188W/188Re GENERATORS, (2009) 

Technical Reports Series No. 427, International Atomic Energy Agency, Vienna, Austria. 

[1] Lange, G.; Herrmann, G.; Strassmann, F(1957) Preparation of strontium90-free yttrium-90 

by electrolysis [in German]. J. Inorg. Nucl. Chem., 4,146–54. 

[2] Hamaguchi, H.; Ikeda, N.; Kawashima, T (1958). Isolation of carrier free yttrium from the 

radioactive strontium-yttrium system by electrodeposition. Bunseki Kagaku, 7, 243–6. 

[3]. Barrio, G., & Osso, J. A. (2007). Development of methodology for the preparation of 90S 

r-90 Y generators. 

[4]. Skraba, W.J.; Arino, H.; Kramer, H.H (1978). A new 90Sr/90Y radioisotope generator. Int. 

J. Appl. Radiat. Isot., 29, 91-96. 

[5] Chinol, M.; Hnatowich, D.J (1987). Generator-produced Yttrium-90 for 

radioimmunotherapy. J. Nucl. Med., 28, 1465-1470 

[6] Malja, S., Schomacker, K., & Malja, E. (2000). Preparation of 90Y by the 90Sr-90Y generator 

for medical purpose. Journal of Radioanalytical and Nuclear Chemistry, 245(2), 403-406. 

[7]. Chakravarty, R., Pandey, U., Manolkar, R. B., Dash, A., Venkatesh, M., & Pillai, M. A. 

(2008). Development of an electrochemical 90Sr–90Y generator for separation of 90Y suitable 

for targeted therapy. Nuclear medicine and biology, 35(2), 245-253. 



 

 196 

[8]. Dash, A., & Chakravarty, R. (2014). Electrochemical separation: promises, opportunities, 

and challenges to develop next-generation radionuclide generators to meet clinical demands. 

Industrial & Engineering Chemistry Research, 53(10), 3766-3777. 

[9] Pichestapong, P., Sriwiang, W., & Injarean, U. (2016). Separation of Yttrium-90 from 

Strontium-90 by extraction chromatography using combined Sr resin and RE resin. Energy 

Procedia, 89, 366-372. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 197 

Preliminary evaluation of Radiotheranostic couple preparation consisting 

177Lu/68Ga-3BP in Iran (Paper ID : 1415) 

Somayeh Akbari-Karadeh1, Seyed Mahmoud Reza Aghamiri1*, Simindokht Shirvani-Arani2, 

Parisa Tajer-Mohammad-Ghazvini2, Ali Bahrami-Samani2, Seyed Milad Miremad2, Mohammadreza 

Davarpanah3, Bagher Azizkalantari3, Mahdi samizadeh3, Yaser Hossein Tavakoli3, Afshar Gravand3, 

Naser Soltani3 

1Department of Medical Radiation Engineering, Shahid Beheshti University, Tehran, Iran 
2Nuclear Fuel Cycle Research School, Nuclear Science and Technology Research Institute, Tehran, Iran 

3Pars Isotope Company, Tehran, Iran 
 

 

Abstract 

In recent years, nuclear medicine has witnessed extensive research on new peptide receptors 

labeled with diagnostic and therapeutic radiopharmaceuticals. Among these, neurotensin 

receptors (NTR1) stand out as promising targets in theranostics. These receptors are highly 

expressed in various malignant cancers, including those affecting the colon and pancreas.The 

objective of this study is to introduce NTR1 antagonists, specifically 3BP-227, along with its 

radiolabeled compound. Notably, this marks the first time such a radiotheranostic couple—

using 177Lu/68Ga—has been explored in Iran. The synthesized 3BP-227 purity, assessed 

through Analytical High-Performance Liquid Chromatography (HPLC), exceeded 97%.  

Radiolabeling of 3BP-227 using 177Lu/68Ga was verified using Instant Thin-Layer 

Chromatography (ITLC). The radiochemical purity was more than 80% for the 177Lu-3BP-227 

formulation and more than 97% for the 68Ga-3BP-227 formulation. Subsequent studies will 

delve into optimal labeling conditions and preclinical investigations.  Should the final results 

prove positive, 3BP-227 could serve as an ideal targeting moiety.Its extended retention time 

within tumors makes it a promising candidate for radiotheranostic applications across various 

cancers, including pancreatic ductal adenocarcinoma, prostate cancer, colorectal cancer, breast 

cancer, and small cell lung cancer. 

Keywords: Neurotensin Receptors, 177Lu/68Ga -3BP-227, Theranostic. 

Introduction 

Theranostics is an emerging and expanding field that seamlessly integrates treatment and 

diagnosis. In nuclear medicine, this technique employs radiopharmaceuticals attached to the 

same molecular target for both imaging and therapy. The goal is to selectively deliver 

radionuclides to tumor cells at the cellular level while minimizing harm to healthy tissues [1, 

2]. 
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The beauty of theranostics lies in its ability to individualize treatment planning for each patient. 

This personalized approach forms the bedrock of what we call ‘personalized nuclear 

medicine’. By prescribing the appropriate dose of radiopharmaceuticals based on safety and 

efficacy considerations, we optimize outcomes. In practice, theranostics often involve a 

diagnostic radioisotope paired with a therapeutic radioisotope. These isotopes typically share 

similar chemical properties and are used alongside targeted carriers. Consequently, theranostic 

applications have spurred the development of novel peptides as carriers, combined with 

diagnostic/therapeutic radioisotope pairs for precise localization within cancer cells [3]. 

 Two noteworthy radionuclides used as theranostic couples are 68Ga and 177Lu. These isotopes 

exhibit similar chemical behavior. Chelating agents, such as DOTA, enable complexation,  

allowing a single biologically active molecule to serve both diagnostic and therapeutic 

purposes[4, 5].  68Ga has garnered significant attention in molecular imaging studies due to its 

superior resolution and heightened sensitivity as a PET imaging agent. With a short half-life 

(T1/2 = 67.83 min) and suitable energy (Eβ+ = 1.899 MeV), it decays to 68Zn emitting 88.88% 

positrons and 11.11% electrons [5]. 

On the other hand, 177Lu, with a half-life of 6.71 days, undergoes β- decay to stable 177Hf with 

a maximum energy of 497 keV[6]. 

NEUROTENSIN (NTS), a fascinating player, serves as a neuro-transmitter/modulator in the 

central nervous system. Its physiological and biological functions continue to captivate 

researchers[7]. 

3BP-227 is a DOTA-conjugated NTR1 antagonist that has recently been developed. It can be 

labeled with various therapeutic and diagnostic radionuclides for theranostic purposes. In 2016, 

Schulz et al. labeled 3BP-227, 3BP-228, and 3BP-483 with111In. They evaluated and compared 

these compounds based on their imaging performance and biodistribution profiles in tumor-

bearing mice. The study concluded that 111In-3BP-227 exhibits higher accumulation in 

tumors and lower absorption in normal tissues. The primary objective of this research was to 

label 3BP-227 using 177Lu and 68Ga for theranostic applications. 

EXPERIMENTAL 

All the chemicals utilized in this study were prepared by Pars Isotope Company. Specifically: 

HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) Gentisic acid buffer, Sodium 

acetate. These chemicals were procured from Merck (Germany). The 3BP-227 used in the 
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experiment had previously been conjugated with the DOTA chelator by Pars Isotope 

Company. 

To assess the purity of the synthesized peptide, we employed an Analytical High-Performance 

Liquid Chromatography (HPLC) device. Additionally, radiolabeling of 3BP-227 was carried 

out using buffers with varying concentrations. Finally, Instant Thin-Layer Chromatography 

(ITLC) was employed to verify the radiochemical purity. 

Labeling of 3BP-227 with 68Ga  

68Ga was freshly extracted from the 68Ge/68Ga generator. Throughout the process, we 

employed HEPES buffer. Specifically, we added an activity amount of 40-50 mCi of 

68Ga to 40-50 µL of the 3BP-227-DOTA composition, which was dissolved in 400-500 µL 

HEPES buffer solution. The mixture was then heated to a temperature of 95°C. 

Labeling of 3BP-227 with 177Lu  

We procured 177Lu from RIAR JSC (ROSATOM Scientific Division), which has been 

confirmed as the State Scientific Center according to the relevant Order of the Government of 

the Russian Federation. The process involved adding an activity amount of 50-60 mCi of 

177Lu to 40-50 µL of the 3BP-227-DOTA composition. This composition was dissolved in a 

solution containing gentisic acid buffer and sodium acetate, after which it was heated to a 

temperature of 95°C. 

Quality control  

We conducted quality control assessments using Reverse-Phase Thin-Layer Chromatography 

(RTLC). Specifically:  

For the RTLC method, we used a mobile phase consisting of Ammonium acetate/Methanol 

(50:50) (1 M) as mobile phase A and sodium citrate 0.1 M with pH=5 as mobile phase B. 

We employed ITLC-SG as the stationary phase in the device. 

 

Results and discussion 

In the obtained RTLC spectrum: 

The 68Ga/3BP-227 radiochemical yield exceeded 97% (Table 1). 

The RTLC spectrum from 177Lu/3BP-227 indicated an estimated labeling amount of more 

than 80% (Table 2). 

These results align with a study by Schulz et al., where Instant Thin-Layer 

Chromatography confirmed high radiochemical purity (≥97%) for 111In-3BP-227[7]. 
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Also, in another study done by Schulz et al., the radiolabeling efficiency  of  177Lu-3BP-227 

was more than 95%[8]. 

 

 Table 1.TLC values of   68Ga/3BP-227 

 

 

 R/F %Area 

Reg #1 0.003 2.88 % 

Reg #2 0.043 97.12 % 

   

 
 Table 2.TLC values of 177Lu/3BP-227 

 

 R/F %Area 

Reg #1 0.02 99.54 % 

Reg #2 1.149 0.46  % 

   

 

Conclusions 

This study explored the labeling of the novel target 3BP-227 with the radiotheranostic 

couple 177Lu/68Ga. The HPLC results validate the purity of the synthesized peptide. Moreover, 

the high yield of the resulting labeled compound suggests that 3BP-227/177Lu/68Ga possesses 

favorable characteristics as a promising theranostic agent for personalized nuclear medicine. 

In future phases of this project, we will investigate the stability of the labeled combination and 

conduct preclinical studies. 
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isotopes for monitoring the proton range in proton therapy (Paper ID : 1416) 

Gharib Sh. and Taherparvar P.*  

Department of Physics, University of Guilan, Rasht, Guilan, Iran 

Abstract 

The Bragg peak located at the end of the proton beam range is one of the great advantages of 

proton therapy compared to common radiation therapy. Because of the high concentration of 

the deposited dose at the Bragg peak and its position uncertainties, it is very important to predict 

the proton range accurately in order to ensure that the tumor receives the prescribed dose and 

that organs at risk are not exposed to radiation. In this paper, the correlation between the proton 

dose distribution and the spatial distribution of positron-emitting radioisotopes resulting from 

the interaction of proton beams - with energies of 90, 120, 150, and 180 MeV - with PMMA 

phantom was investigated by GATE Monte Carlo code. For evaluation of the effects of tissue 

density on the distribution of positron-emitting isotopes, fat, lung, and bone tissues were placed 

inside the PMMA phantom and the simulations were re-run. The results showed that for all 

four proton beam energies, using the spatial distribution of positron emitting radionuclides, the 

proton range can be estimated with reasonable accuracy. Furthermore, the results showed that 

the production efficiency of the radioisotopes depends on the density of the passing medium. 

Then, heterogeneous tissues cause shift in the position of the proton range, which its 

monitoring can be determined by detecting the radionuclides production along the beam path. 

Keywords: Proton therapy, Proton range, Positron-emitting isotope, GATE  

INTRODUCTION 

The main advantage of proton therapy over conventional radiation therapy with photons is the 

unique dose distribution of the proton beam; the proton beam dose distribution curve has a low 

entrance dose and a sharp peak at the end of the proton beam range which is known as Bragg-

peak [1]. This physical advantage allows for a precise local dose distribution in the target tumor 

volume while minimizing the over spill of radiation on the healthy tissue [2]. Uncertainties 

affecting beam range have created a challenge for medical physicists and radiation oncologists 

to exploit the finite beam range. The beam-range uncertainty could cause the Bragg peak to 

overshoot or undershoot the tumor and damage adjacent healthy tissue. Although proton 

therapy systems can select the energy of the proton beam with high accuracy, various sources 
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of range uncertainty have been identified, such as inhomogeneities and x-ray computed 

tomography (CT) artifacts, conversion of Hounsfield units to proton stopping power, 

anatomical variations (weight change, tumor shrinkage), incorrect patient position, and internal 

organ motion. All of these sources can create a maximum uncertainty of 10−15 mm [3].  Over 

the past decades, significant research efforts have been conducted worldwide to develop in-

vivo beam range verification methods. Prompt gamma (PG) imaging is one of the beam range 

monitoring methods. This method is based on detecting high energy gamma rays that are 

emitted almost immediately from the decay of excited nuclear products [4]. Although this 

method is very promising for the future, it is currently impractical because of the lack of 

appropriate systems to detect these gamma rays with high efficiency and spatial resolution in 

a clinical setting. The currently more practical method is positron emission tomography (PET) 

imaging [5]. This method is based on detecting of 511 keV coincident photon pairs from the 

decay of positron-emitting isotopes produced as a result of proton-nuclear interactions [4].  

Hereby, in this research, by simulating proton beams with energies of 90, 120, 150, and 180 

MeV and their interaction with a homogeneous PMMA cylindrical phantom using the GATE 

code, the correlation between the proton dose distribution curve and the spatial distribution 

curve of positron-emitting isotopes was investigated. Then, lung, fat, and bone tissues were 

placed in the path of the proton beam inside the phantom to investigate the effect of 

heterogeneous tissue on the proton dose distribution curve and the distribution curve of 

positron-emitting isotopes. 

Material and Methods 

In this research, the simulations were performed in two stages using GATE Monte Carlo code 

as follows: 

In the first step, a PMMA homogeneous cylindrical phantom with a density of 1.195 gr/cm3, 

a diameter of 38 mm, and a height of 290 mm along its central axis (along the Z axis) was 

simulated (Figure 1). Then, cylindrical proton beams with a diameter of 5 mm and uniform 

energy distribution with energies of 90, 120, 150, and 180 MeV and moving in the direction of 

the Z (phantom axis) were defined. The distance between the source and the phantom was 380 

mm.  In order to calculate the depth dose of the beam in the direction of beam movement and 

to evaluate the spatial distribution of positron-emitting isotopes, the phantom was divided into 
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290 parts in the axial direction. The simulations were performed with the 

QGSP_BIC_HP_EMZ physics list.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. A view of PMMA phantom. 

 

 

 

In the second stage, in order to investigate the effect of heterogeneous tissue on the proton 

depth dose distribution curve and the spatial distribution curve of positron-emitting isotopes, 

we placed 2 cm thick cylindrical plates of different lung, fat, and bone tissues with densities of 

0.26, 0.95, and 1.85 gr/cm3 respectively, in the path of the proton beam inside the PMMA 

phantom. In this configuration, we used a proton beam with an energy of 180 MeV. Two 

scenarios were considered for the simulations: (1) A single plane of each tissue in the PMMA 

phantom. (2) All three plates were placed back-to-back in the PMMA phantom to investigate 

the effect of composite inhomogeneity. Figure 2 shows the simulation setup of the two 

scenarios considered.  
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Fig. 2. Geometrical simulation setup of the PMMA Phantom with 2 cm plates of lung, fat, and bone. 

Two scenarios are considered: a single plate of each tissue is placed in the PMMA phantom in the 

same position for each tissue (a), and the plates of tissues are placed back-to-back in the PMMA 

phantom (b). 

 

In post-simulation data analysis, the proton beam range (R) was defined as the point with 80% 

Bragg peak distal fall-off along the beam path in the phantom. The spatial distribution range 

(a) 

(b) 
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of positron-emitting isotopes (RPER) was defined as the position with 80% efficiency fall-off of 

positron-emitting isotopes along the beam in the phantom. The difference R-RPER, denoted as 

∆ fall-off, was used to quantify the correlation between the proton dose distribution curve and 

the spatial distribution curve of positron-emitting isotopes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Spatial distribution curve of positron-emitting isotopes resulting from the interaction of a 

proton beam with energy 90 MeV (a), 120 MeV (b), 150 MeV (c), and 180 MeV (d) with a PMMA 

phantom, along with the associated scaled dose distribution curve. 

 

 

Results 

 

By drawing the dose distribution curves, the proton range was obtained for proton beams with 

energies of 90, 120, 150, and 180 MeV at distances of 55, 91, 135, and 185 mm from the 

entrance of the phantom, respectively. Then, in order to evaluate the correlation between the 

spatial distribution of positron-emitting isotopes with proton-beams range, spatial distribution 

curves related to the production of three abundant positron-emitting isotopes 11C, 15O, and 13N 

in the PMMA phantom were drawn for proton beams with energies of 90, 120, 150, and 180 

(a) (b) 

(c) (d) 
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MeV (Figure 3-a, b, c, and d respectively). The spatial distribution range of positron-emitting 

isotopes produced for proton beams with energies of 90, 120, 150, and 180 MeV was measured 

at 45, 81, 125, and 175 mm from the entrance of the phantom, respectively. Therefore, for all 

four energies of the proton beams, the quantity ∆ fall-off was determined as a constant value 

of 10 mm.  

Dose distribution curves of 180 MeV proton beam in PMMA phantom with single plates of 

fat, lung, bone, and all three plates back-to-back, with the spatial distribution curve of 

production of three related positron-emitting isotopes are shown in figures 4-a, b, c, and d, 

respectively. In the figures, the change in the production efficiency of isotopes in the plate's 

positions are clearly visible, which shows a close correspondence with the change of the dose 

deposition in the plate's position. It can be observed that the production efficiency of positron-

emitting isotopes, depends on the composition of materials and density of the medium traversed 

by the proton beam. Results show that the production efficiency increases with the increasing 

of the tissues density. In order to calculate the amount of ∆ fall-off, Table 1 lists the range of  

180 MeV proton beam in the PMMA phantom and the range of positron-emitting isotopes with 

the placement of different tissue plates .  
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Fig. 4. Spatial distribution curve of positron-emitting isotopes in PMMA phantom with a single plate 

of fat (a) bone (b) lung (c) and all three plates back-to-back (d) along with scaled dose distribution 

curve of 180 MeV proton beam. 

 

 

 

Table 1.  Comparison of R shifts and RPER between the plate-embedded PMMA phantom and the 

homogeneous PMMA phantom during the 180 MeV proton beam irradiation. 

 

Phantom R (mm) RPER (mm) Shift in Proton 

Beam Range 

(mm) 

fall-off (mm)  ∆ 

 

PMMA 

(homogeneous) 

 

185 175 _ 10 

Fat plate 

 

188 178 3 10 

Bone plate  

 

176 166 -9 10 

Lung plate 

 

200 190 15 10 

All tissue plates 

 

194 184 9 10 

 

 

For all cases, the  ∆ fall-off values was constant and about 10mm. Results were same as the 

value obtained in the first stage of the simulation, which the homogeneous PMMA phantom 

was used. As can be observed in Table 1, the heterogeneous plates cause a shift in the position 

of the proton range, which can be tracked with the same 10 mm accuracy using the spatial 

distribution of positron-emitting isotopes. 

 

Conclusions 

In this paper, in order to monitor the proton range by use of the PET imaging system during 

proton therapy, the correlation between the spatial distribution of positron-emitting isotopes 

and the proton dose distribution curve was evaluated by simulating the interaction of proton 

beams with energies of 90, 120, 150, and 180 MeV with a homogeneous PMMA phantom with 

GATE Monte Carlo code. The results showed that the spatial distribution curve of positron-

emitting isotopes has a good correlation with the proton dose distribution curve. For all four 

energies of the proton beam, the range of the proton beam can be estimated with an accuracy 
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of 10 mm using the spatial distribution curve of positron-emitting isotopes. Then, to 

investigate the effect of heterogeneous tissue on the proton dose distribution curve and the 

spatial distribution curve of positron-emitting isotopes, heterogeneous plates of lung, fat, and 

bone tissues were placed inside the PMMA phantom. The results showed that the existence of 

different heterogeneous tissues leads to the same shift of the proton dose distribution curve and 

the spatial distribution curve of positron emitting isotopes. In addition to, the results showed 

that the production efficiency of positron-emitting isotopes depends on the density of the 

medium traversed by the proton beam, and the production efficiency increases with density. 
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Calculating the effects of alternative materials as microdosimeter wall and their 

optimal thickness on the neutron microdosimetry spectra (Paper ID : 1417) 

Jahanfar S. 1*, Tavakoli-Anbaran H. 2 
1 Faculty of Physics and Nuclear Engineering, Shahrood University of Technology, Shahrood, Iran 

 

Abstract 

This study attempts to design and develop microdosimeters with optimal accuracy based on 

alternative materials for wall microdosimeters in order to make an accurate microdosimeter for 

Shahrood University of Technology with simple, accessible, and inexpensive alternative 

materials. All effects on neutron microdosimetric spectra were studied. In this research, using 

the Geant4-10-4 code we simulated neutrons with energies of 0.1, 1, and 10 MeV for two point 

and beam sources. In order to compare between different states microdosimetric quantities and 

distributions included of frequency-mean lineal energy, dose-mean lineal energy, mean quality 

factor, absorbed dose, and these statistical uncertainties in each case were calculated and 

reported. Also, we calculated the optimal thickness of the microdosimetric wall. It was 

observed that for microdosimetric walls, polyethylene, and polypropylene, in addition to tissue-

equivalent solids such as A-150 plastic are suitable. Also, it was observed that the thickness of 

1.2 to 6 mm of the microdosimetric wall is suitable for neutron microdosimeters up to 10 MeV 

energy. Therefore, we were able to use another alternative material to make this precise and 

practical device without changing the microdosimetric spectra. Using the results of alternative 

materials, the prototype of this microdosimeter built and tested at Shahrood University of 

Technology.  

Keywords: Neutron Microdosimeter; Microdosimetric Spectra; Tissue-Equivalent Material, 

Optimal thickness, Alternative materials.  

INTRODUCTION 

Microdosimeters are a tool used to measure the dose in body tissues, and since it is not possible 

to measure in the tissue and on a human sample, so from tissue-equivalent materials such as 

A-150 plastic for making walls of microdosimeters are used. Tissue-equivalent materials may 

be fabricated to simulate a wide variety of tissues and organs [1,2].   

The lineal energy y is an important microdosimetric quantity that 𝑦 =
𝜀1

𝜄̅
  obtained from the 

quotient of 𝜀1by 𝜄.̅ 𝜀1 is the energy imparted in the target in a single event, and 𝜄 ̅is the mean 

chord length, and unit y is expressed as  𝑘𝑒𝑉/𝜇𝑚 [3-10]. In Cauchy's theorem for a convex 
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object, the mean chord length is 4V/S, where V and S are the volume and surface of the site, 

respectively. Lineal energy distribution f(y) is the probability density of lineal energy and 

f(y)dy is the probability of lineal energy being in the event of an interval of [𝑦. 𝑦 + 𝑑𝑦] [1,11] 

and the dose probability density is 𝑑(𝑦) =
𝑦

�̅�𝐹
𝑓(𝑦), that �̅�𝐹 is known as the frequency-mean 

lineal energy �̅�𝐹 = ∫ 𝑦𝑓(𝑦)𝑑𝑦
∞

0
 [12-15].  Also, the dose-mean lineal energy defines �̅�𝐷 =

∫ 𝑦𝑑(𝑦)𝑑𝑦
∞

0
 [16-20], and  mean quality factor or �̅� is  �̅� =

1

𝐷𝑡
∫𝐷(𝑦)𝑄(𝑦)𝑑𝑦, 𝑄(𝑦)is a quality 

factor and D(y) is the distribution of absorbed dose in y, that it implies 𝐷(𝑦) = 𝐷𝑡𝑑𝑦 [21,22]. 

The absorbed dose measurement, 𝐷𝑡, by a tissue-equivalent proportional counter (TEPC) is 

done by measuring the energy imparted in a gas cavity of a TEPC as follows: 

                                       𝐷𝑡(𝐺𝑦) =
𝑑�̅�

𝑑𝑚
=

1.602𝑒−13

𝑚𝑔
∑ 𝑛𝑖𝜀𝑖𝑖 =

1.602𝑒−13

𝑚𝑔

2𝑑𝑡

3
∑ 𝑁𝑖𝑦𝑖𝑖 

Where 1.602𝑒 − 13 is a conversion constant (Gy-g/keV), 𝑦𝑖 the average lineal energy of bin 

“i” and 𝑁𝑖 the number of events in that bin, 𝑚𝑔 is a mass of the tissue-equivalent gas and 𝑑𝑡 is 

a tissue cavity diameter (𝜇𝑚) simulated by the TEPC [23] which in this study is 2 microns.                                                        

 Since the for sites with 2 𝜇𝑚 dimensions of tissue, the quality factors should be determined 

using the relationship between the quality factor and LET (L) by approximating 𝑦 ≈ 𝐿, [24]  in 

the ICRP publication 60 𝑄(𝑦) defined as follows [25]: 

  𝑄(𝐿 ≈ 𝑦) =

{
 
 

 
 1 𝐿 < 10

𝑘𝑒𝑉

𝜇𝑚

0.32𝐿 − 2.2 10
𝑘𝑒𝑉

𝜇𝑚
≤ 𝐿 ≤ 100

𝑘𝑒𝑉

𝜇𝑚

300

√𝐿
𝐿 > 100

𝑘𝑒𝑉

𝜇𝑚

                                                    

And the Bragg-Gray relation in microdosimeters is as follows: 

 

                                                         ∆𝐸𝑡 = (
𝑆

𝜌
)
𝑡
𝜌𝑡𝑑𝑡 = (

𝑆

𝜌
)
𝑔
𝜌𝑔𝑑𝑔 = ∆𝐸𝑔 

Where ∆𝐸𝑡 . ∆𝐸𝑔 are the average deposited energy from charged particles in body tissue and 

gas, respectively[1,12]. 

Microdosimeters are usually proportional counters with spherical or cylindrical cavities that 

are used with tissue-equivalent walls and tissue-equivalent gas to simulate microscopic tissue 

[12,26].  
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The purpose of this research is simulation to make an accurate microdosimeter for the Shahrood 

University of Technology with simple, accessible, and inexpensive materials. For this purpose, 

in this study, we considered the alternative materials for the design of a wall of microdosimeters 

and the optimal design for the two neutron point and beam sources. In the following, it has 

been observed which other compounds and under what conditions can be used to make these 

microdosimeters. 

MATERIALS AND METHODS 

The aim is to optimize the microdosimeter design with alternative materials and with 

appropriate accuracy. We considered a microdosimeter with a 2-micron site of A-150 tissue-

equivalent plastic with a thickness of 5 mm. The microdosimetric cavity is a right cylinder of 

2.5 cm, which is filled with propane based tissue equivalent gas with a density of 0.00008 

𝑔 𝑐𝑚3⁄ .  

In this research, we examined in addition to this substance what other alternative materials can 

be used. Therefore, considering the composition of A-150 tissue-equivalent plastic and the 

abundance of hydrogen and carbon in it, the initial assumption was that polyethylene and 

polypropylene compounds are similar to this plastic and can be used in microdosimetric walls. 

Using the Geant4-10-4 code [27], we wrote a program and calculated the microdosimetric 

spectra for this microdosimeter for the two neutron point and beam sources at three energies of 

0.1, 1, and 10 MeV for these materials. 

It is also worth noting that we should keep in mind that the thickness of the microdosimetric 

wall should be in accordance with the microdosimetric relation and the Bragg-Gray cavity in 

such a way that the balance of the charged particles should be preserved. In microdosimeters, 

the thickness of the microdosimetric wall is calculated based on the range of the largest charged 

particles in that material. Given that this particle is a proton particle, we consider the proton 

range of the 10-MeV in A-150 tissue-equivalent plastic. Also, by using the Geant4-10-4 code, 

we obtained the optimal thickness of the microdosimetric wall. 

  In order to compare between different states, frequency-mean lineal energy, dose-mean lineal 

energy, mean quality factor, absorbed dose, and these statistical uncertainties in each case were 

calculated and reported. Therefore, in the following, the optimization of the above cases along 

with the results are expressed in exact detail.  
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Results and discussion 

Figures 1 to 3 compared microdosimetric spectra between alternative materials, such as 

polyethylene and polypropylene, and A-150 tissue-equivalent plastic for neutron point and 

beam sources at three energies of  0.1, 1, and 10 MeV using Geant4 code.  
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Fig. 1. Microdosimetric spectra of neutron sources for wall with three different materials in A-150 

tissue-equivalent plastic (black curve) and polyethylene (red curve) and polypropylene (blue curve) 

for the beam source a) at 0.1 b) 1 and c) 10 MeV energies. 

 

In order to compare between different states of this section, frequency-mean lineal energy, 

dose-mean lineal energy, mean quality factor, absorbed dose, and these statistical uncertainties 

in each case were calculated and reported in Table 1. Figure 1 and this table show that 

polyethylene and polypropylene can be good alternatives to A-150 tissue-equivalent plastic. 

Only at an energy of 10 MeV, the dose-mean lineal energy in A-150 tissue-equivalent plastic, 

polyethylene, and polypropylene is slightly different. Also, Figure 2 it can be seen that 

microdosimetric spectra differ in two states of neutron beam and point sources. In the neutron 

beam sources, since the neutron rays radiate perpendicular to the microdosimetric wall, the 

probability of interaction in particular lineal energy (y[𝑘𝑒𝑉/𝜇𝑚]) increases, and therefore the 

intensity or amount of yd(y) in this lineal energy increases compared to the point source, cause 

the microdosimetric spectrum more concentrated in this state. But in the case of a point source, 
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given that the rays are radiated at all angles, there is a microdosimetric spectrum in the range 

of more lineal energies . 
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Fig. 2. Comparison of microdosimetric spectra for neutron beam source (black curve) and point 

source (red curve) in A-150 tissue-equivalent plastic at the energy of a) 0.1 b)1, and c)10 MeV. 
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Fig. 3. Comparison of microdosimetric spectra of neutron beam in A-150 tissue-equivalent plastic at 

0.1 MeV energy, black curve, and 1 MeV energy, red curve, and 10 MeV energy, blue curve. 

Figure 3 also shows the microdosimetric spectra of neutrons in A-150 tissue-equivalent plastic at three 

different energies of the neutron beam . 
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Table 1. Compare between frequency-mean lineal energy, dose-mean lineal energy, mean quality 

factor, absorbed dose, and these statistical uncertainties in alternative materials as microdosimeter wall.  

In order to investigate the equilibrium and optimal thickness of the microdosimetric wall, the 

microdosimetric spectra were simulated in different thicknesses such as 0.5, 0.85, 1.2, 2, 4, 5, 

and 6 mm from polyethylene for the same number of particles using the Geant code at 10 MeV 

neutron beam source; the results are plotted in Figure 4 and compared together. Also, 

 A-150 Polyethylene Polypropylene  

Beam /Point 

source and 

energy[MeV] 

�̅�𝑓 [
𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
   �̅�𝑓 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
  �̅�𝑓 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
   

beam .1 21.4501 0.0031 20.7737 0.0032 21.0243 0.0031 
beam 1 64.1335 0.0016 65.3817 0.0014 65.3453 0.0014 

beam 10 16.2675 0.0019 16.1438 0.0015 16.1629 0.0015 

point .1 13.4833 0.0064 12.7439 0.0065 13.0439 0.0065 

point 1 48.8211 0.0033 49.3475 0.0030 49.3383 0.0029 

point 10 11.0400 0.0028 11.3990 0.0022 11.4941 0.0022 

Beam /Point 

source and 

energy[MeV] 

�̅�𝑑 [
𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 �̅�𝑑 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 �̅�𝑑 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 

beam .1 39.1934 0.0023 38.9154 0.0023 39.0241 0.0023 

beam 1 84.7139 0.0017 84.5540 0.0015 84.3949 0.0015 

beam 10 81.4196 0.0127 67.0359 0.0122 66.5477 0.0121 

point .1 33.1057 0.0053 32.4679 0.0054 32.9519 0.0053 

point 1 75.1232 0.0032 74.5152 0.0029 74.2383 0.0029 

point 10 61.8263 0.0196 51.5584 0.0184 51.7242 0.0180 

Beam /Point 

source and 

energy[MeV] 

�̅� 
𝜎�̅�

�̅�
  �̅� 

𝜎�̅�

�̅�
  �̅� 

𝜎�̅�

�̅�
  

beam .1 10.4195 0.0027 10.3344 0.0028 10.3685 0.0028 

beam 1 20.9979 0.0009 21.1667 0.0005 21.1425 0.0008 

beam 10 6.9420 0.0026 6.5502 0.0023 6.5619 0.0023 

point .1 8.5588 0.0064 8.3629 0.0066 8.5154 0.0065 

point 1 18.9326 0.0021 18.9284 0.0019 18.9128 0.0019 

point 10 7.0416 0.0043 6.5526 0.0039 6.6174 0.0039 

Beam /Point 

source and 

energy[MeV] 

𝐷𝑡[𝐺𝑦] 
𝜎𝐷𝑡
𝐷𝑡

 
𝐷𝑡[𝐺𝑦] 

𝜎𝐷𝑡
𝐷𝑡

 
𝐷𝑡[𝐺𝑦] 

𝜎𝐷𝑡
𝐷𝑡

 

beam .1 2.6375 0.0045 2.5379 0.0047 2.5896 0.0046 

beam 1 10.7514 0.0033 13.0309 0.0030 13.1016 0.0030 

beam 10 25.9134 0.0021 32.1889 0.0017 32.2309 0.0017 

point .1 1.3457 0.0083 1.3249 0.0167 1.3174 0.0084 

point 1 6.7751 0.0056 8.1486 0.0051 8.2188 0.0051 

point 10 18.6782 0.0031 23.0654 0.0025 23.1598 0.0025 
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frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, 

and these statistical uncertainties in each case were calculated and reported in Table 2. 
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Fig. 4. The effect of different wall thicknesses in the microdosimetric spectra. 

 

Table 2. Frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, 

and these statistical uncertainties in each case in different thicknesses as microdosimeter wall.  

Thickness wall [mm] 
�̅�𝐟 [

𝐤𝐞𝐕

𝛍𝐦
] 

𝛔𝐲�̅�
�̅�𝐟

 �̅�𝐝 [
𝐤𝐞𝐕

𝛍𝐦
] 

𝛔𝐲𝐝̅̅ ̅

�̅�𝐝
 

0.50 15.5752 0.0024 104.2120 0.0126 

0.85 16.1306 0.0018 86.7713 0.0120 

1.20 16.7746 0.0016 80.3201 0.0115 

2.00 16.7161 0.0017 80.8329 0.0116 

4.00 16.5450 0.0016 78.1301 0.0116 

6.00 16.3980 0.0017 79.7708 0.0116 

Thickness wall [mm] Dt[Gy] 
σDt
Dt

 Q̅ σQ̅

Q̅
 

0.50 22.6041 0.0026 6.2210 0.0033 

0.85 30.2230 0.0020 6.2441 0.0026 

1.20 33.4536 0.0018 6.6246 0.0023 

2.00 33.3513 0.0019 6.6111 0.0023 

4.00 32.9903 0.0018 6.6408 0.0023 

6.00 32.5629 0.0019 6.6572 0.0023 

 

According to Figure 4 and Table 2, since the thickness of the microdosimetric wall should be 

in accordance with the microdosimetric relation and the Bragg-Gray cavity, and the balance of 

the charged particles should be preserved, the microdosimetric wall with thicknesses of 1.2 

mm to 6 mm is suitable for neutrons with 10 MeV energy. If the thickness is less than this 

optimal value, the charged particle balance will not be established, and if the thickness is much 

higher than this value, the amount of output flux is less. Therefore, the counting rate of the 

microdosimeter decreases so that the microdosimeter should be exposed to radiation for more 
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time. So, placing much higher thicknesses is not recommended. In order to investigate this 

effect, the microdosimetric spectra were calculated in several cases for the same number of 

particles using the Geant code. 

Conclusions 

For the calculation of the accurate doses of cells and tissues in the body, the use of 

microdosimetry is essential. The purpose of this study is to design an optimal microdosimeter 

with alternative materials. Therefore, various studies have been performed on alternative 

materials for two neutron point and beam sources with three energies of 0.1, 1, and 10 MeV. It 

was observed that polyethylene and polypropylene are suitable alternatives instead of A-150 

tissue-equivalent plastic for the making of microdosimetric walls. We also calculated the 

optimal thickness of the microdosimetric wall. It was observed that the thickness of 1.2 to 6 

mm of the microdosimetric wall is suitable for neutron microdosimeters up to 10 MeV energy. 

It should be noted that using the results of these simulations, a prototype of this microdosimeter 

built and tested at Shahrood University of Technology. 
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Abstract 

This paper proposes a novel approach for generating high-resolution energy spectra using cost-

effective Sodium iodide Thallium activated (NaI(Tl)) detectors. It employ a multi-output 

regression chain structure based on support vector regression (SVR) to map NaI(Tl) spectra to 

their corresponding HPGe spectra. The suggested framework utilizes a regression chain 

strategy to enhance regression models that lack support for multi-output regression. This 

involves initially employing one regressor for each energy channel of the HPGe spectrum. 

Subsequently, multiple regressors are integrated to forecast all energy channels of HPGe 

spectrum. Each regressor in the chain receives the entire NaI spectrum as input. Then, for each 

subsequent regressor, input is further augmented by concatenating the outputs of all preceding 

regressors in the chain. Despite being trained on a limited radioisotope library, the model 

exhibits exceptional performance across diverse measured test spectra containing multiple 

radioisotopes. Among the various kernel functions employed (linear, radial basis function 

(RBF), and polynomial), the RBF and polynomial kernels yielded superior performance 

compared to the linear kernel. By enabling HPGe spectrum prediction using NaI(Tl) detectors, 

this study highlights a significant advancement in radiation detection capabilities, addressing 

cost and operational considerations. 

Keywords: multi-output regression, NaI detector, HPGe detector, gamma spectrscopy, support 

vector regression, radioisotope 

INTRODUCTION 

Gamma-ray spectroscopy, a cornerstone technique in diverse scientific fields like nuclear 

physics, environmental monitoring, and material characterization, finds wide application in 

environmental radiation monitoring, radioactive mineral exploration, radiation therapy, and 

food safety inspection [1-5]. It entails analyzing the energy distribution of gamma rays emitted 
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by atomic nuclei, offering valuable insights into their composition and structure [6]. HPGe 

detectors have excellent energy resolution, which means that they can distinguish between 

gamma rays with very similar energies. But, their high cost, complex manufacturing process, 

and need for cryogenic cooling at -196°C (77 K) limit their widespread application [6]. Sodium 

iodide Thallium activated (NaI(Tl)) detectors are prevalent due to their high efficiency and 

cost-effectiveness; however, their energy resolution falls short compared to high-purity 

germanium (HPGe) detectors [6-8]. This limitation impedes the precise identification and 

quantification of closely spaced gamma-ray peaks, particularly in complex spectra due to 

energy peak overlapping. 

Several methods address the challenge of energy peak overlap in NaI detector gamma spectra, 

including deconvolution, curve fitting, and wavelet transformation (e.g., [9-11]). 

Deconvolution of low-resolution detector spectra, such as those obtained from NaI(Tl) 

detectors, has long been a significant challenge in gamma spectrometry and various security 

applications. These approaches often involve complex algorithms with numerous parameters 

requiring individual optimization for each specific application. Recently, fully connected 

neural networks (FCNNs) have emerged as a promising alternative due to their relatively 

simpler computational structures, faster response times, and higher flexibility. FCNNs enable 

the conversion of spectra acquired with inexpensive and user-friendly NaI detectors into the 

high-resolution counterparts typically obtained from HPGe detectors [12]. This method 

eliminates the need for HPGe detectors while transforming spectrum decomposition into a 

parameter-free, multi-output regression task. 

FCNN model proposed by Saeidi et al. [12] demonstrated the capability of AI models in 

recognizing and transforming gamma-ray spectrum patterns from various detectors. However, 

these constructed spectra exhibit additional peaks. Training such models necessitates the 

creation of datasets encompassing multiple radioisotope spectra with varying contributions. 

This study presents a novel model designed to enhance the predicted HPGe spectrum of 

multiple radioisotopes solely utilizing their individual spectra. Considering the multi-output 

regression nature of NaI to HPGe spectrum mapping, a multi-output chain regression 

architecture is implemented, leveraging the support vector regression machine learning 

algorithm [13] and employing the problem transformation method [14].  
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RESEARCH THEORIES 

Multi-output regression 

Multi-output regression is a technique employed to predict two or more continuous numerical 

outcomes simultaneously based on a single input instance. One common strategy to achieve 

this simultaneous prediction is by decomposing the multi-output regression problem into 

multiple single-output regression problems [14]. A method for implementing this 

decomposition is the Ensemble of regressor chains [15]. This model leverages multiple single-

output regressors in a sequential manner. Each subsequent regressor's prediction is dependent 

upon the outputs of the preceding regressors. The framework of the chained regression model 

for training and testing is illustrated in Figure 1. Training process utilizes n regressors as 

follows:  

_ The first regressor get [x_train] as the input, and t1 as target, resulting in y1 as the output and 

built regressor 1.  

_ The second regressor get [x_train, y1] as the input, and t2 as target, resulting in y2 as the 

output and built regressor 2.  

⋮ 

_The nth regressor get [x_train, y1, y2, ..., yn-1] as the input, and tn as target, Resulting in yn as 

the output and built regressor n. 

In the context of gamma spectroscopy, x_train signifies the complete NaI spectrum. Each energy 

channel within the HPGe spectrum is denoted by ti, with t1 representing the first channel. 

Notably, t1 serves as the target variable for the initial regressor. This pattern systematically 

extends to all subsequent energy channels (t2, t3, ..., tn) of the HPGe spectrum, where each 

channel acts as the target variable for a corresponding regressor. Consequently, an HPGe 

spectrum containing n energy channels, mathematically represented as [t1, t2,..., tn−1, tn], 

undergoes training using a set of n regressors. As a result, the final model output, corresponding 

to the predicted HPGe spectrum, is constructed as [y1, y2, ..., yn-1, yn]. During the testing phase, 

when the model encounters a new, unseen instance (x_test), the n regressors developed during 

training are utilized to forecast the output, yielding [y1̅ y2̅̅̅ ⋯  yn̅̅ ̅]. 
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Fig. 1. regression chain Framework for training and testing steps. 

 

EXPERIMENTAL 

Experimental Setup 

A gamma-ray spectroscopy system, consisting of a detector, high voltage power supply, pulse 

shaping amplifier, and multi-channel analyzer, was used for data acquisition. Two 

experimental setups were employed, utilizing ORTEC HPGe (model GEM-40190) and NaI(Tl) 

(Amcrys 10 S 10/3. VD(p), PA) detectors. To optimize detectors performance and achieve the 

minimum FWHM, amplifier settings like shaping time, coarse gain, fine gain, and pole-zero 

cancellation were carefully adjusted. Furthermore, the positioning of the sources in front of the 

detectors was determined in such a manner that the count rate exceeded 1000 counts per 

second, and the dead time for measuring all samples was kept below 1% (5 seconds). Also, 

acquisition time ensured the statistical error remained below 1.0%. Notably, HPGe detector 

exhibited a superior FWHM of 2.3 keV compared to 74 keV obtained with a NaI(Tl) detector 

for the 1332 KeV gamma-ray peak of ⁶⁰Co. (see Ref. [12] for details). 

Dataset creation 

To train the model, a dataset encompassing spectra from both NaI(Tl) and HPGe detectors was 

necessary. This involved measuring the individual spectra of 60Co (1.035 ± 0.02 µCi as of 18 
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Jan 2012), 22Na (0.795 ± 0.02 µCi as of 18 Jan 2012), 152Eu (1.005 ± 0.03 µCi as of 20 Apr 

2013), 137Cs (1.115 ± 0.02 µCi as of 18 Jan 2012), and 133Ba (1.15 ± 0.02 µCi as of 18 Jan 

2012), along with spectra from various combinations of these radioisotopes, using both 

detectors. The background spectrum was also measured and subsequently subtracted from all 

spectra within the dataset. To prepare the data for model input, the spectra were first normalized 

to the integral. Subsequently, the single radioisotope spectra (including 5 samples) were 

employed to train the model, while the multiple radioisotope spectra (including 26 samples) 

were utilized to evaluate model performance. 

Results and discussion 

This study evaluated the performance of the regression chain model using the experimental test 

dataset, which comprised gamma-ray spectra acquired from various combinations of 

radioisotopes measured by Sodium Iodide detector. Figure 2 exemplifies the input spectra and 

corresponding model outputs, employing various kernel functions, including linear, RBF, and 

polynomial for several samples within the dataset. Also, the equivalent spectra obtained 

through measurements with the HPGe detector illustrated for comparing with resulting output. 

These samples contained the following radioisotopes: (a) Barium-133 and Cesium-137 (b) 

Cobalt-60 and Sodium-22, (c) Barium-133, Cesium-137 and Cobalt-60, (d) Europium-152, 

Cobalt-60, Sodium-22, (e) Barium-133, Cesium-137, Cobalt-60, and Sodium-22, (f) Barium-

133, Europium-152, Cesium-137, Cobalt-60, and Sodium-22. 

The gamma spectrum of Barium-133 exhibits characteristic energy peaks at 80.9979, 

276.3989, 302.8508, 356.0129, and 383.8485 keV, each with a significant branching ratio. 

While the NaI detector struggles to resolve these peaks due to limitations in its energy 

resolution, the HPGe detector readily distinguishes them. The proposed models, utilizing 

Radial Basis Function (RBF) and polynomial kernels, effectively learned the transformation 

between the Barium-133 spectra acquired with both detectors, even when combined with other 

radioisotopes, as demonstrated in Figures 2a, 2c, and 2f. 

Figure 2b exemplifies the models' performance for the combined spectrum of Cobalt-60 and 

Sodium-22. The Cobalt-60  spectrum exhibits characteristic energy peaks at 1173 keV and 

1332.5 keV, whereas Sodium-22 energy peaks at 511 keV and 1274 keV. In the combined NaI 

spectrum, the second peak of Sodium-22 significantly overlaps with the Cobalt-60 peaks, 

rendering it indistinguishable. Remarkably, the proposed model, despite never encountering 
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this combined state previously, successfully disentangled these overlapping peaks in the 

simulated HPGe spectrum, generating a result closely resembling the genuine HPGe spectrum. 

Europium-152 has many energy peaks that significantly overlap with those of Barium-133 at 

lower energies and with Cobalt-60 and Sodium-22 at higher energies. Figure 2d shows the 

combination of Europium-152 with Cobalt-60 and Sodium-22, and Figure 2f shows their 

combination with Barium-133. The complexity of the NaI spectra in these combinations is 

evident, yet the RBF and polynomial models demonstrate their capability in generating HPGe 

spectra with well-resolved, distinct energy peaks. 

As illustrated in Figures 2a-f, the proposed SVR-based regression chain model did not perform 

acceptably for any of the samples with the linear kernel function. The RBF and polynomial 

kernel functions showed almost identical and excellent performance for constructing the 

desired HPGe spectrum. It successfully transforms the input NaI spectra into the desired HPGe 

spectra, even for complex combinations of radioisotopes. Notably, the model accomplishes this 

feat using only the spectra of single radioisotopes, demonstrating significantly greater 

performance compared to previous methods requiring substantially larger datasets (e.g., over 

3000 samples for FCNN). Furthermore, the proposed model exhibits a reduction in extra 

positive peaks and reversed peaks compared to the FCNN model. 
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Fig. 2. The input NaI spectra and corresponding model outputs for radioisotopes: (a) 133Ba and 
137Cs (b) 60Co and 22Na, (c) 133Ba, 137Cs and 60Co, (d) 152Eu, 60Co, and 22Na, (e) 133Ba, 137Cs, 60Co, 

and 22Na, (f) 133Ba, 152Eu, 137Cs, 60Co, and 22Na. 

The resulting normalized HPGe spectrum encapsulates valuable information that can be 

utilized for identifying energy peaks associated with the unknown sample, radioisotope 

identification, and determining the contribution of each radioisotope in a multi-

radioisotope spectrum. However, the current model is not suitable for activation 

measurements. Future work will focus on calculating real counts, enabling the obtained 

spectrum to be utilized for activity calculations. 

Conclusions 

This paper proposed a novel idea to convert the low resolution NaI spectra to the high 

resolution HPGe spectra using multi-output regression chain structure based on support 

vector regression. The model exhibited excellent result using RBF and polynominal 

kernels, despite limitations with the linear kernel function. The NaI spectra of different 

combinations of radioisotopes have many energy peaks, which more overlapping than the 

spectra of single radioisotopes. However, the proposed model, although trained only with 

the spectra of single radioisotopes (5 training samples), showed excellent performance for 

a dataset of various combinations of radioisotopes (26 test samples). In future work, the 

performance of the model can be further investigated for more radioisotopes, and more 

complex combination states can be created by changing the measurement conditions and 

the model can be optimized for them. 
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The methodology presented in this work: using NaI detectors for prediction of HPGe 

spectra, offers several advantages, including: 1. Cost-effectiveness: NaI(Tl) detectors are 

considerably cheaper than HPGe detectors, making them a more accessible option for 

various applications. 2. User-friendliness: NaI(Tl) detectors are generally easier to operate 

and maintain compared to HPGe detectors, requiring less specialized expertise. 3. 

Enhanced peak identification and quantification: Improved resolution enables the 

separation of overlapping peaks, leading to more accurate identification and quantification 

of individual gamma-ray emitters. 4. Reduced analysis time: The use of constructed HPGe 

spectrum can significantly reduce analysis time compared to relying solely on NaI 

measurements. 

Future work will focus on investigating the model's performance with an even wider range 

of radioisotopes and exploring the creation of more complex combination states by altering 

measurement conditions and subsequently optimizing the model for these scenarios. 
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Abstract 

Radioisotope ruthenium-106 (106Ru) plays a crucial role in ophthalmic brachytherapy, 

particularly for treating eye tumors like uveal melanomas. This radioisotope can be 

generated through 235U-fission using thermal neutron or neutron activation process. In 

this study, we assessed the feasibility of 106Ru production by neutron irradiation of 

natural ruthenium targets. The numerical solution is employed to the one-group Bateman 

equations using MATLAB, along with Monte Carlo simulations via the MCNPX (Monte 

Carlo N-Particle eXtended) code. Our investigation also focused on the impurities 

produced during this process and the factors influencing 106Ru production rates. The key 

findings are as follows, to produce 34.3 µCi of 106Ru from 1 g of natural ruthenium, a 

neutron flux of 5×1015n.cm-2.s-1 and 6 days of irradiation time are required. The 

primary impurity encountered is 103Ru, which can be mitigated by extending the delay-

decay period.   

Keywords: 106Ru production, Neutron Activation, Bateman Equations, MATLAB, 

MCNPX  
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Introduction 

Ruthenium is a rare transition metal belonging to the Platinum group metals (PGMs) of the 

periodic table [1]. Among the known radioisotopes of ruthenium, the most stable ones are 

106Ru (1.02 years), 103Ru (39.24 days), and 97Ru (2.83 days), respectively [2]. 106Ru 

radioisotope is widely used to prepare eye plaques for the treatment of eye tumors in 

brachytherapy [3,4]. The nuclear industry is a rich source of 106Ru and ruthenium is one of 

the fission products of 235U in nuclear reactors, while the fission yield of ruthenium for 

235U is 0.004015 [2]. The amount of ruthenium produced during the reprocessing of spent 

fuel varies according to the type of reactor, fuel, level of fuel burning, cooling time after 

burning, and etc [5,6]. 106Ru is commercially obtained by neutron irradiation of enriched 

235U in the production of 99Mo process. 106Ru will be isolated from the waste by different 

methods following the isolation of 99Mo and the decay of 103Ru. Currently, only a handful 

of reactors worldwide are capable of producing 99Mo. Hence, alternative strategies for 

producing this key radioisotope in medicine are being explored [7]. In this study, a new 

method based on neutron activation reaction was investigated to produce 106Ru. 106Ru can 

be produced by using neutron sources and creating an activation reaction in which by 

absorbing thermal neutrons in the target nucleus and creating (n, γ) reaction, creates 

activity and produces a new nucleus [8]. Therefore, irradiating natural ruthenium with 

thermal neutrons and according to the thermal neutron absorption cross-section, leads to 

the neutron capture reaction and the production of successive radioisotopes, hence a decay 

chain of different radioisotopes is created, which finally after the beta decay of 106Tc and 



 

 235 

neutron capture by 105Ru will lead to produce 106Ru. Meanwhile, impurities such as 

radioisotopes of other nuclei and other radioisotopes of ruthenium are also produced, which 

due to the long half-life of 106Ru and considering a long-term delay-decay period, they will 

decay and the purity of the produced 106Ru will be increased. In this work, 1 g natural 

ruthenium is irradiated for 6 days by a thermal neutron flux of 5×1013 n.cm-2.s-1 (thermal 

neutron flux of Tehran Research Reactor). Bateman's equations related to the production-

decay chain of produced radioisotopes are numerically solved to calculate the activity and 

amount of produced 106Ru and other impurities caused by other radioisotopes of ruthenium 

and radioisotopes of other elements. Theoretical calculations and Bateman's equations 

solution are done in MATLAB software using the dsolve command while taking into 

account the effective factors in the amount of produced 106Ru such as irradiation time, 

thermal neutron flux, 104Ru enrichment, and the amount of natural ruthenium under thermal 

neutron irradiation. The optimal values for each factor to achieve sufficient activity of 

106Ru for the preparation of ruthenium eye plaques were obtained. Also, to validate the 

theoretical calculations, the Tehran research reactor was simulated using the MCNP Monte 

Carlo code, and the amount of 106Ru was carried out by the activation method with the 

above conditions. 
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2. Materials and Methods 

2.1. Natural Ruthenium Target 

Natural ruthenium with atomic number 44, has seven stable isotopes 96Ru (5.52%), 98Ru 

(1.88%), 99Ru (12.7%), 100Ru (12.6%), 101Ru (17%), 102Ru (31.6%) and 104Ru (18.7%). 

The number of target atoms to be irradiated has a direct effect on the production rate of 

106Ru by neutron activation method. The 104Ru is the closest stable isotope to the 106Ru 

radioisotope which will be converted to the 106Ru after 2 steps (first 104Ru turns into 105Ru 

and then 105Ru turns into 106Ru) by neutron irradiation. The thermal neutron absorption 

cross-section of 104Ru for (n, γ) reaction is 0.49 barn [2]. So such, enriched ruthenium 

with 104Ru in comparison to natural ruthenium has a significant effect in increasing the 

production of 106Ru and also reducing the production of impurities such as 97Ru, 105Ru 

radioisotopes, and in particular, 103Ru radioisotope. Hence, a highly enriched 104Ru is 

needed to produce 106Ru with high activity and purity. 104Ru can be enriched up to 98% 

[9]. In this study, in section 3.4, enriched 104Ru of 80% has been used in theoretical 

calculations for economic efficiency. 

2.2. Method 

2.2.1. Theoretical calculations by solving Bateman's equations 

The calculations are done based on the schematic of the decay chain and the numbering 

of radioisotopes under thermal neutron irradiation and the produced products according 

to Figure 1.  
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Fig. 1. Production-decay schematic of produced isotopes and radioisotopes by neutron activation 

The activity of the produced isotopes has been calculated based on the general equations of the 

production of target nuclei and their decay into daughter nuclei. The differential equations of 

production and decay of radionuclides based on Figure 1 are as follows. 

(20) 

𝑑𝑁20(𝑡)

𝑑𝑡
= (0.5)𝜎17.20𝜑𝑁17(𝑡)

− 𝜎20.24𝜑𝑁20(𝑡)

− 𝜆20𝑁20(𝑡)
+ 𝜆22𝑁22(𝑡) 

(1) 
𝑑𝑁1(𝑡)

𝑑𝑡
= −𝜎1.2𝜑𝑁1(𝑡) 
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(21) 

𝑑𝑁21(𝑡)

𝑑𝑡
= (0.5)𝜎17.20𝜑𝑁17(𝑡)

− 𝜎21.24𝜑𝑁21(𝑡)

− 𝜆21𝑁21(𝑡) 

(2) 

𝑑𝑁2(𝑡)

𝑑𝑡
= 𝜎1.2𝜑𝑁1(𝑡) − 𝜎2.6𝜑𝑁2(𝑡)

− 𝜆2𝑁2(𝑡) 

(22) 

𝑑𝑁22(𝑡)

𝑑𝑡
= 𝜎18.22𝜑𝑁18(𝑡)

− 𝜎22.25𝜑𝑁22(𝑡)

− 𝜆22𝑁22(𝑡) 

(3) 

𝑑𝑁3(𝑡)

𝑑𝑡
= 0.9996𝜆2𝑁2(𝑡)

+ 0.9606𝜆4𝑁4(𝑡)
− 𝜆3𝑁3(𝑡)
− 𝜎3.7𝜑𝑁3(𝑡) 

(23) 

𝑑𝑁23(𝑡)

𝑑𝑡
= 𝜎19.23𝜑𝑁19(𝑡)

− 𝜎23.28𝜑𝑁23(𝑡)

− 𝜆23𝑁23(𝑡)
+ 𝜆24𝑁24(𝑡) 

(4) 

𝑑𝑁4(𝑡)

𝑑𝑡
= −𝜎4.7𝜑𝑁4(𝑡)

+ 0.0003618𝜆2𝑁2(𝑡) − 𝜆4𝑁4(𝑡) 

(24) 

𝑑𝑁24(𝑡)

𝑑𝑡
= 𝜎20.24𝜑𝑁20(𝑡)

+ 𝜎21.24𝜑𝑁21(𝑡)

− 𝜎24.29𝜑𝑁24(𝑡)

− 𝜆24𝑁24(𝑡) + 𝜆25𝑁25 

(5) 

𝑑𝑁5(𝑡)

𝑑𝑡
= −𝜎5.8𝜑𝑁5(𝑡) + 𝜆3𝑁3(𝑡)

+ 0.0394𝜆4𝑁4(𝑡) 

(25) 

𝑑𝑁25(𝑡)

𝑑𝑡
= 𝜎22.25𝜑𝑁22(𝑡)

− 𝜎25.30𝜑𝑁25(𝑡)

− 𝜆25𝑁25(𝑡) 

(6) 

𝑑𝑁6(𝑡)

𝑑𝑡
= 𝜎2.6𝜑𝑁2(𝑡) − 𝜎6.9𝜑𝑁6(𝑡)

+ 𝜆7𝑁7(𝑡) 

(26) 

𝑑𝑁26(𝑡)

𝑑𝑡
= −𝜎26.31𝜑𝑁26(𝑡)

+ 𝜆27𝑁27(𝑡)
+ 0.011741𝜆23𝑁23(𝑡) 

(7) 

𝑑𝑁7(𝑡)

𝑑𝑡
= 𝜎3.7𝜑𝑁3(𝑡) + 𝜎4.7𝜑𝑁4(𝑡)

− 𝜎7.10𝜑𝑁7(𝑡)

− 𝜆7𝑁7(𝑡) 

(27) 

𝑑𝑁27(𝑡)

𝑑𝑡
= −𝜎27.31𝜑𝑁27(𝑡)

− 𝜆27𝑁27(𝑡)
+ 0.988259𝜆23𝑁23(𝑡) 

(8) 

𝑑𝑁8(𝑡)

𝑑𝑡
= 𝜎5.8𝜑𝑁5(𝑡)

− 𝜎8.12𝜑𝑁8(𝑡) 
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(28) 

𝑑𝑁28(𝑡)

𝑑𝑡
= 𝜎23.28𝜑𝑁23(𝑡)

− 𝜎28.33𝜑𝑁28(𝑡)

+ 0.0045𝜆31𝑁31(𝑡)
+ 𝜆29𝑁29(𝑡) 

(9) 

𝑑𝑁9(𝑡)

𝑑𝑡
= 𝜎6.9𝜑𝑁6(𝑡) − 𝜎9.13𝜑𝑁9(𝑡)

+ 𝜆10𝑁10(𝑡) + 0.000037𝜆11𝑁11(𝑡) 

(29) 

𝑑𝑁29(𝑡)

𝑑𝑡
= 𝜎24.29𝜑𝑁24(𝑡)

− 𝜎29.34𝜑𝑁29(𝑡)

− 𝜆29𝑁29(𝑡)
+ 𝜆30𝑁30(𝑡) 

(10) 

𝑑𝑁10(𝑡)

𝑑𝑡
= (0.5)𝜎7.10𝜑𝑁7(𝑡)

− 𝜎10.14𝜑𝑁10(𝑡)

− 𝜆10𝑁10(𝑡)
+ 0.1211𝜆12𝑁12(𝑡)
+ 0.9999𝜆11𝑁11(𝑡) 

(30) 

𝑑𝑁30(𝑡)

𝑑𝑡
= 𝜎25.30𝜑𝑁25(𝑡)

− 𝜎30.35𝜑𝑁30(𝑡)

− 𝜆30𝑁30(𝑡) 

(11) 

𝑑𝑁11(𝑡)

𝑑𝑡
= (0.5)𝜎7.10𝜑𝑁7(𝑡)

− 𝜎11.14𝜑𝑁11(𝑡)

− 𝜆11𝑁11(𝑡)
+ 0.8788𝜆12𝑁12(𝑡) 

(31) 

𝑑𝑁31(𝑡)

𝑑𝑡
= (0.5)𝜎26.31𝜑𝑁26(𝑡)

+ (0.5)𝜎27.31𝜑𝑁27(𝑡)

− 𝜎31𝜑𝑁31(𝑡)
+ 0.9987𝜆32𝑁32(𝑡)
− 𝜆31𝑁31(𝑡) 

(12) 

𝑑𝑁12(𝑡)

𝑑𝑡
= 𝜎8.12𝜑𝑁8(𝑡)

− 𝜎12.15𝜑𝑁12(𝑡)

− 𝜆12𝑁12(𝑡) 

(32) 

𝑑𝑁32(𝑡)

𝑑𝑡
= (0.5)𝜎26.31𝜑𝑁26(𝑡)

+ (0.5)𝜎27.31𝜑𝑁27(𝑡)

− 𝜎32𝜑𝑁32(𝑡)
− 𝜆32𝑁32(𝑡) 

(13) 

𝑑𝑁13(𝑡)

𝑑𝑡
= 𝜎9.13𝜑𝑁9(𝑡) − 𝜎13.16𝜑𝑁13(𝑡)

+ 0.999982𝜆14𝑁14(𝑡) + 𝜆15𝑁15(𝑡) 
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(33) 

𝑑𝑁33(𝑡)

𝑑𝑡
= 𝜎28.33𝜑𝑁28(𝑡)

− 𝜎33.36𝜑𝑁33(𝑡)

− 𝜆33𝑁33(𝑡)
+ 𝜆34𝑁34(𝑡) 

(14) 

𝑑𝑁14(𝑡)

𝑑𝑡
= 𝜎10.14𝜑𝑁10(𝑡)

+ 𝜎11.14𝜑𝑁11(𝑡)

− 𝜎14.17𝜑𝑁14(𝑡)

− 𝜆14𝑁14(𝑡) 

(34) 

𝑑𝑁34(𝑡)

𝑑𝑡
= 𝜎29.34𝜑𝑁29(𝑡)

− 𝜎34.37𝜑𝑁34(𝑡)

− 𝜆34𝑁34(𝑡)
+ 𝜆35𝑁35(𝑡) 

(15) 

𝑑𝑁15(𝑡)

𝑑𝑡
= 𝜎12.15𝜑𝑁12(𝑡)

− 𝜎15.18𝜑𝑁15(𝑡)

− 𝜆15𝑁15(𝑡) 

(35) 

𝑑𝑁35(𝑡)

𝑑𝑡
= 𝜎30.35𝜑𝑁30(𝑡)

− 𝜎35.38𝜑𝑁35(𝑡)

− 𝜆35𝑁35(𝑡) 

(16) 

𝑑𝑁16(𝑡)

𝑑𝑡
= 𝜎13.16𝜑𝑁13(𝑡)

− 𝜎16.19𝜑𝑁16(𝑡)

+ 𝜆17𝑁17(𝑡) 

(36) 

𝑑𝑁36(𝑡)

𝑑𝑡
= 𝜎33.36𝜑𝑁33(𝑡)

− 𝜎36𝜑𝑁36(𝑡)
− 𝜆36𝑁36(𝑡)
+ 𝜆37𝑁37(𝑡) 

(17) 

𝑑𝑁17(𝑡)

𝑑𝑡
= 𝜎14.17𝜑𝑁14(𝑡)

− 𝜎17.20𝜑𝑁17(𝑡)

− 𝜆17𝑁17(𝑡)
+ 𝜆18𝑁18(𝑡) 

(37) 

𝑑𝑁37(𝑡)

𝑑𝑡
= 𝜎34.37𝜑𝑁34(𝑡)

− 𝜎37𝜑𝑁37(𝑡)
− 𝜆37𝑁37(𝑡)
+ 𝜆38𝑁38(𝑡) 

(18) 

𝑑𝑁18(𝑡)

𝑑𝑡
= 𝜎15.18𝜑𝑁15(𝑡)

− 𝜎18.22𝜑𝑁18(𝑡)

− 𝜆18𝑁18(𝑡) 

(38) 

𝑑𝑁38(𝑡)

𝑑𝑡
= 𝜎35.38𝜑𝑁35(𝑡)

− 𝜎38𝜑𝑁38(𝑡)
− 𝜆38𝑁38(𝑡) 

(19) 

𝑑𝑁19(𝑡)

𝑑𝑡
= 𝜎16.19𝜑𝑁16(𝑡)

− 𝜎19.23𝜑𝑁19(𝑡)

+ 𝜆20𝑁20(𝑡)
+ 𝜆21𝑁21(𝑡) 

In the above equations, Ni(t) is the number of nuclei of each nuclide at time t. The cross-

section of neutron absorption by each nucleus i and the production of the next nuclide i+1 
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is denoted by σi,i+1. λi is the decay constant of each nuclide. The decay constants used in 

equations 1 to 38 have been extracted from the ENDF/B-VIII.0 library [2]. Due to the 

unavailability of (n, γ) reaction information for some isotopes in the ENDF library, the 

cross sections have been extracted from the TENDL- 2019 library [10] of Janis.  

The number of nuclei of each radionuclide in terms of time is obtained by simultaneously 

solving equations 1 to 38 and calculating the values of Ni(t) using MATLAB software. 

The activity of each radionuclide is calculated by using the relation Ai(t)=λi.Ni(t). 

Theoretical calculations based on the irradiation of 1 g natural ruthenium by 5×1013 n.cm-

2.s-1thermal neutron flux during irradiation times of 1, 2, 3, 5, 7/5, 10, 17 hours, and then 

1 day to 6 days with steps of 0.25 days have been done. After irradiation, the process of 

producing nuclei through the neutron activation reaction will be stopped, but the process 

of producing nuclei that are produced from the decay of the mother nuclei continues. The 

number of nuclei of 97Ru, 103Ru, 105Ru, and 106Ru is obtained after the end of irradiation 

and during the cooling times of 1, 3, 6, and 12 months after irradiation by using equations 

39 to 48.  

(44) 

𝑑𝑁34(𝑡)

𝑑𝑡
= 𝜆35𝑁35(𝑡)

− 𝜆34𝑁34(𝑡) 
(39) 

𝑑𝑁2(𝑡)

𝑑𝑡
= −𝜆2𝑁2(𝑡) 

(45) 
𝑑𝑁35(𝑡)

𝑑𝑡
= −𝜆35𝑁35(𝑡) (40) 

𝑑𝑁23(𝑡)

𝑑𝑡
= 𝜆24𝑁24(𝑡)

− 𝜆23𝑁23(𝑡) 

(46) 

𝑑𝑁36(𝑡)

𝑑𝑡
= 𝜆37𝑁37(𝑡)

− 𝜆36𝑁36(𝑡) 
(41) 

𝑑𝑁24(𝑡)

𝑑𝑡
= 𝜆25𝑁25(𝑡)

− 𝜆24𝑁24(𝑡) 
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(47) 

𝑑𝑁37(𝑡)

𝑑𝑡
= 𝜆38𝑁38(𝑡)

− 𝜆37𝑁37(𝑡) 
(42) 

𝑑𝑁25(𝑡)

𝑑𝑡
= −𝜆25𝑁25(𝑡) 

(48) 
𝑑𝑁38(𝑡)

𝑑𝑡
= −𝜆38𝑁38(𝑡) (43) 

𝑑𝑁33(𝑡)

𝑑𝑡
= 𝜆34𝑁34(𝑡)

− 𝜆33𝑁33(𝑡) 
According to equations 1 to 38, not only the 104Ru enrichment effect, but 3 other 

parameters like thermal neutron flux, irradiation duration, and the amount of ruthenium 

under irradiation are important to produce 106Ru. The effect of enrichment and the 

amount of irradiated ruthenium are linear to produce all isotopes and radioisotopes in 

equations 1 to 38. Therefore, to feasibility of producing 106Ru with the neutron activation 

method, only the effect of increasing the thermal neutron flux and duration time of 

irradiation on the production of 106Ru are investigated. 

2.2.2. Monte Carlo Calculation with MCNPX code 

The core of the Tehran research reactor was simulated by using the MCNPX Monte 

Carlo code. To perform Monte Carlo simulations according to the theoretical 

calculations, a quartz glass containing 1 g of natural ruthenium was placed in an 

aluminum can. An aluminum can was placed in one of the channels of the core of the 

reactor with a thermal neutron flux of 5×1013 cm-2.s-1 for 6 days of irradiation. 

3. Results and Discussion 

3.1. The results of theoretical calculations 
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The activity of 106Ru, 105Ru, 103Ru, and 97Ru radioisotopes obtained by theoretical 

calculations (using Bateman's equations) and immediately after the end of irradiation is 

shown in Figure 2.  
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Fig. 2. The activity of ruthenium radioisotopes obtained by theoretical calculations 

(Bateman's equations) 

 

Figure 2 shows the activity of 106Ru after 6 days of irradiation with 1 g natural ruthenium 

and 5×1013 n.cm-2.s-1 thermal neutron flux is very low (few nCi) to prepare any kind of 

ruthenium plaques. On the other hand, the activity of impurities, i.e. 103Ru and 105Ru, is 

very high (hundreds mCi). Since the effect of increasing the abundance of 104Ru and the 

amount of irradiated ruthenium is linear, only the effect of increasing the flux and time of 

irradiation has been investigated to increase the activity of produced 106Ru.  

3.2. The results of Monte Carlo simulations 
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To validate the results of theoretical calculations, simulations are performed using 

MCNPX code, with the same situation used in theoretical calculations. The activity of 

ruthenium radioisotopes resulting from MCNP simulations and immediately after the end 

of irradiation is shown in Figure 3. 
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Fig. 3. The activity of ruthenium radioisotopes obtained with MCNP simulations 

 

Figure 3 shows that the activity of 106Ru obtained by the MCNP code is very low (few 

nCi). Also, the activity of impurities, i.e., 103Ru and 105Ru, after 6 days of irradiation is 

very high (hundreds mCi). To validate the results of solving Bateman's equations, the 

results of theoretical calculations and MCNP simulations are compared in Section 3.3.  

3.3. Comparison of the results of theoretical calculations and Monte Carlo simulation 
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To well comparison of the results of simulation and theoretical calculations, the activity 

of ruthenium radioisotopes is shown separately in Figure 4. 
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Fig. 4. Comparing the activity of ruthenium radioisotopes obtained by MCNP and 

solving Batman's equations 

 

Figure 4 shows that there is a good agreement between the activity obtained by 

theoretical calculations and MCNP simulation for each radioisotope. On average, the 
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difference between theoretical calculations and MCNP calculations for 106Ru, 105Ru, 

103Ru, and 97Ru radioisotopes is less than 20%, 10%, 5%, and 30% respectively. The 

main difference can be due to the libraries used in the MCNP code. This difference 

increases during short irradiation times, which is due to statistical errors. By increasing 

the irradiation time and as a result, increasing the activity of ruthenium radioisotopes, the 

difference between the theoretical calculation and MCNP decreases significantly. 

3.4. The feasibility of production 

High-flux thermal neutron reactors in the world have a maximum flux of 5×1015 n.cm-2.s-

1 (SM reactor in Russia [11]) and the Tehran research reactor in Iran has a range of flux 

around 5×1013 n.cm-2.s-1 to 8×1013 n.cm-2.s-1. Hence, to investigate the effect of flux 

variation on the production of 106Ru, equations 1 to 38 are solved in different fluxes of 

1×1013 n.cm-2.s-1, 5×1013 n.cm-2.s-1, 8×1013 n.cm-2.s-1, 1×1014 n.cm-2.s-1, 5×1014 n.cm-2.s-1, 

1×1015 n.cm-2.s-1, and 5×1015 n.cm-2.s-1 with 1 g natural ruthenium and 6 days of 

irradiation. The results are shown in Figure 5. 
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Fig. 5. The variation of ruthenium isotopes activity in terms of neutron flux 

The slope of the curves in Figure 5 shows that increasing the flux causes a greater increase 

in the production of 106Ru compared to other ruthenium radioisotopes. Hence, by 

increasing the flux from 5×1013 n.cm-2.s-1 to 5×1015 n.cm-2.s-1, the 106Ru and 103Ru activity 

are increased from 3.43 nCi and 305 mCi to 34.3 µCi and 30.5 Ci, respectively. It shows 

that by increasing the thermal neutron flux by 102 times, the production of 106Ru will be 

increased up to 104 times while the production of other radioisotopes of ruthenium will be 

increased up to 102 times. This is because the number of isotopes that lead to the production 

of 106Ru, is higher than the isotopes that lead to produce other radioisotopes of ruthenium. 

It should be noted that such an increase in the flux leads to an increase in the production 

of other radioisotopes in the chain by 102 to 1020 times. But due to the small amount 

production of them and their short half-life, they will decay very fast and it will not lead to 

produce high activity of them. Among these produced radioisotopes, only 5 of them have 

a high half-life. Due to their small amount of production, their activity will be less than a 
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few µCi. The activity of these radioisotopes with both thermal neutron fluxes of 5×1013 

n.cm-2.s-1 and 5×1015 n.cm-2.s-1 after 6 days of irradiation of 1 g natural ruthenium is given 

in Table 1.  

Table 1. The activity of radioisotopes with a long half-life in the production-decay chain 

Radioisotope Half-Life 
Activity (nCi) 

With 5×1013 n.cm-2.s-1 flux 

Activity (nCi) 

With 5×1015 n.cm-2.s-1 flux 
97Tc 4.21 y 0.15 14.6 
97mTc 91 d 902 89000 
98Tc 4.2 y 2.4×10-5 0.236 
99Tc 2.11 y 2.75×10-9 2.67×10-3 
100Mo 7.3 y 1.26×10-35 1.25×10-27 

To investigate the effect of irradiation time on the production of 106Ru, the variation of 

ruthenium radioisotope activity in terms of irradiation time is investigated for 1 g natural 

ruthenium at 5×1013 n.cm-2.s-1 neutron flux during 1, 6, 15 days, and 1 to 12 months 

irradiation. The results for each radioisotope are shown in Figure 6.  
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Fig. 6. variation of ruthenium radioisotope activity in terms of irradiation time 

Figure 6 shows that by increasing irradiation time, no activity increase is observed for 

105Ru after 6 days, 97Ru after 15 days, and 103Ru after 4 months of irradiation. But 106Ru 

activity is increasing continuously by increasing irradiation time.  

Considering that the effect of increasing the amount of irradiated ruthenium and the 

enrichment of 104Ru on the production of 106Ru by neutron activation method is 

completely linear, the produced activity for each radioisotope of ruthenium in different 

conditions of irradiation time, flux, enrichment, and the amount of irradiated ruthenium is 

calculated and listed in Table 2.  

 

 

 

 

 



 

 251 

Table 2. Ruthenium radioisotopes activity in different conditions of irradiation time, flux, 

enrichment, and amount of ruthenium under irradiation 

The results show by increasing the amount of ruthenium to 100 g, enrichment of 104Ru to 

80%, with thermal neutron flux of 5×1015 n.cm-2.s-1 and 12 months irradiation time, 106Ru 

activity will be 679 mCi, while the activity of impurities, i.e., 97Ru, 103Ru and 105Ru will 

be 268 Ci, 7.08×103 Ci and 3.1×104 Ci, respectively. Due to the short half-life of 105Ru 

and 97Ru, they will decay completely after a few days (for 105Ru) and a few months (for 

97Ru). The inventory of produced radioisotopes of ruthenium by 12-months irradiation of 

100 g enriched 104Ru (80%) under 5×1015 n.cm-2.s-1 thermal neutron flux with 1, 6, 12, 

18, 24, 30, 36, 42, and 48 months cooling times is calculated by using equations 39 to 48, 

to investigate the suitable decay-delay time to remove 103Ru impurity. the results are 

shown in Figure 7. 

Flux 

(n.cm-2.s-1) 
Irradiation time (month) 

106Ru Activity (Ci) 

Natural Ruthenium 80% Enriched Ruthenium 

1 g 100 g 1 g 100 g 

5×1013 

3 4.97×10-8 4.97×10-6 2.14×10-7 2.14×10-5 

6 9.19×10-8 9.19×10-6 3.95×10-7 3.95×10-5 

12 1.58×10-7 1.58×10-5 6.79×10-7 6.79×10-5 

8×1013 

3 1.27×10-7 1.27×10-5 5.47×10-7 5.47×10-5 

6 2.35×10-7 2.35×10-5 1.01×10-6 1.01×10-4 

12 4.04×10-7 4.04×10-5 1.74×10-6 1.74×10-4 

5×1015 

3 4.97×10-4 4.97×10-2 2.14×10-3 2.14×10-1 

6 9.19×10-4 9.19×10-2 3.95×10-3 3.95×10-1 

12 1.58×10-3 1.58×10-1 6.79×10-3 6.79×10-1 



 

 252 

1 10

1E-8

1E-7

1E-6

1E-5

1E-4

1E-3

0.01

0.1

1

10

100

1000

10000

A
ct

iv
ity

 (
C

i)

Cooling Time (Month)

 Ru-106

 Ru-103

After 12 months irradiation

Flux = 5E15

100 (g) Ru

80% Enrichment

 
Fig. 7. The activity of ruthenium radioisotopes at different cooling times after 12 months 

irradiating 100 g enriched 104Ru (80%) under 5×1015 n.cm-2.s-1 thermal neutron flux 

The obtained results in Figure 7 show that the 106Ru and 103Ru activity is 90.18 mCi and 

38.22 µCi, respectively with 36 months of delay-decay time. Therefore, after 36 months 

of the end of irradiation, the activity of 103Ru impurity will be negligible. 

 

Conclusion 

 

The increasing use of 106Ru for the preparation of eye plaques used in brachytherapy to 

treat eye cancers makes the need to produce high-purity 106Ru more important than ever. 

In this article, a new method is introduced to investigate the feasibility of high purity and 

activity 106Ru production using neutron activation reaction. The activity and inventory of 

produced radioisotopes in the production-decay chain were calculated by numerically 

solving Bateman's equations using MATLAB software. Furthermore, the results of 
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solving Bateman's equations were validated using the MCNPX code. According to the 

obtained results, a good agreement was observed between the results of theoretical 

calculations and simulation for each radionuclide. Efficient parameters were determined 

to increase the production of 106Ru. The results showed that the effect of increasing the 

enrichment of 104Ru and the amount of irradiated ruthenium leads to the increase of 

produced 106Ru in a completely linear manner. Increasing the flux causes a greater 

increase in the production of 106Ru compared to other ruthenium radioisotopes. Also, the 

increase in flux leads to an increase in the production of other radioisotopes in the chain. 

But due to their small amount of production or their short half-life, they decay quickly 

and it will not lead to produce high activity of them. With an increase in the irradiation 

time, there was no increase in the production rate of other ruthenium radioisotopes, while 

the production of 106Ru is increasing continuously by increasing irradiation time. By 

choosing the appropriate decay-delay time, other produced impurities decay and high 

purity 106Ru can be obtained. 
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Abstract 

The efficacy of radiation therapy is highly dependent on the precision and accuracy of its 

delivery, as it directly influences the treatment outcomes of patients receiving this 

modality. As such, healthcare providers must adopt optimal radiation delivery techniques 

to ensure that patients receive the highest standard of care possible. Dosimetry audit is a 

crucial step in ensuring quality and safety in radiation therapy, both nationally and 

internationally.  

To this end, all linear accelerator machines used clinically to treat patients are subject to 

an on-site dosimetry audit by a team dedicated exclusively to radiotherapy audits. In this 

study, we audited (Level III) our in-house Monte Carlo (MC) modeling of a clinically used 

linear accelerator machine, performing high-accuracy 3D conformal radiation therapy 

(3DCRT).  

The present study encompasses the MC simulation of the CIRS thorax phantom model 

002LFC along with multiple scenarios pertaining to eight clinical tests utilizing a 6 MV 

photon beam. The MCNPX code version 2.6.0 has been employed to carry out the 

simulations. The study results indicate that the Monte Carlo (MC) model used in the 

research is in good agreement with the measured data. The dose differences at all the 

measurement points were within the agreement criteria set by the IAEA-1583-TECDOC. 

This benchmarked MC model can be used to independently verify clinical 3DCRT plans.  

Keywords: Audit, Radiotherapy, Dosimetry, Monte Carlo  



 

 256 

 

INTRODUCTION 

The success of radiation therapy is greatly influenced by the accuracy and precision of its 

delivery, as it directly impacts the treatment outcomes of patients undergoing this 

procedure. Dosimetry audits provide an effective means to verify the quality of various 

dosimetry methods, as inadequate clinical dosimetry methods can negatively impact 

patient control and result in complications post-treatment, thereby affecting the patient's 

survival and quality of life. The significance of dosimetry audits in clinical trials has been 

well established [1-4], and such audits are being conducted globally [5]. 

Validation of a treatment planning system's dose calculation algorithm is a complex task 

that most hospitals cannot perform. To address this issue, the International Atomic Energy 

Agency (IAEA) has created a set of practical tests for dosimetry calculations. These tests 

are defined in a technical document called IAEA-TECDOC-1583. The audit dosimetry 

tests are designed to mimic the normal treatment planning process. A special phantom, 

known as the CIRS THORAX LFC002, is used during the audit to perform dosimetry tests. 

During audits, different types of dosimeters are utilized, such as optically stimulated 

luminescence detectors [6-8], ionization chambers [9-11], radiochromic film [12], and 

electronic portal imaging devices [13, 14]. The choice of dosimeter can impact the 

precision of the result and the time frame required to obtain it. In this particular study, we 

have simulated ionization chambers as dosimeters.  

The Level III dosimetry audit, also known as the end-to-end test, for 3D-conformal 

radiotherapy (3D-CRT) was conducted using primary standard calibrated dosimeters and 

an on-site audit approach by a dedicated audit team. In recent years, Monte Carlo (MC) 

methods have become increasingly popular for solving radiation dosimetry problems. 

These methods have various applications, such as calculating dose values and simulating 

treatment planning in radiotherapy. Thanks to today's powerful computing codes, it is 
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possible to simulate exact 3D geometries, including the linear accelerator head, ionization 

chambers, and special phantoms, to predict patient treatment. This study aims to conduct 

a dosimetry audit for the benchmarked model of the 6 MV beam of the Siemens Artiste 

linear accelerator and validate the model's accuracy in terms of dose calculation for 3D-

CRT plans. 

MATERIALS AND METHODS: 

Phantom and treatment couch:  

In this study, a pseudo-human phantom named LFC002 CIRS THORAX was used for 

clinical test measurements. The CIRS phantom has an oval shape with dimensions of 

30 cm × 30 cm × 20 cm. In terms of proportion, density and two-dimensional structure, 

the phantom represents an average human body. This phantom has a body of plastic water, 

lung and bone with specific electron density of 1.04 
gr

cm3  , 0.21 
gr

cm3   and 1.60 
gr

cm3. Inside 

the phantom, there are 10 holes to hold the replaceable rods, and the ionization chambers 

are placed inside the replaceable rods. The CIRS phantom with all the above specifications 

was fully simulated using MCNP code version 2.6.0. 

 

Fig. 1. A schematic view of simulated CIRS THORAX phantom and treatment couch 
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This study also simulated the precise geometry of the treatment couch. The couch consists 

of an inner foam material with a density of 0.075 g/cm³ and an outer layer made of carbon 

fiber with a density of 1.7 g/cm³. The outer layer is 50 cm × 30 cm × 4 cm and has a 

thickness of 1.8 mm (as shown in Fig. 1). The couch was placed beneath the phantom.  

Clinical tests:  

The International Atomic Energy Agency recommends a series of dosimetry audit tests in 

its IAEA-TECDOC-1583 guideline. These tests help confirm various therapeutic 

techniques used in clinical practice. In this study, the Nuclear Physics Department of 

Ferdowsi University of Mashhad simulated several of the dosimetry tests available in 

IAEA-TECDOC-1583 using the MCNPX code version 2.6. The research team also 

provided the initial phase space file related to the accelerator head for this study. This phase 

space file underwent validation in our previous study that is currently undergoing peer 

review. The data related to the Monte Carlo model validation can be requested by 

contacting the corresponding author.  

Monte Carlo Calculations: 

To ensure less statistical error and an easier process, the Monte Carlo program was run in 

two steps. First, the simulation of MLCs and jaws, along with the primary phase space file, 

was conducted separately. The secondary phase space was then created for specific fields, 

including 10×10, 10×15, and 8×15 cm2. In the second step, the absorbed dose values were 

determined for specific tests. This was achieved by simulating the phantom, couch, and 

gantry rotation at specific angles. The phase space obtained from the previous step was 

used in this simulation process. The tally output from MCNP was converted to absorbed 

dose (PGY) using the following equation: 
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𝐷𝑜𝑠𝑒[𝑝𝐺𝑦] = 𝑇𝑎𝑙𝑙𝑦 [
𝑀𝑒𝑣

𝑔
.

1

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
] × 160.218 [

𝑝𝐺𝑦

𝑀𝑒𝑣
] × 𝐶 [

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑀𝑈
] ×𝑀𝑈 

  

Where C is the normalization factor and equals to 7.53897 × 1013 (𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒/𝑀𝑈) for 

our Monte Carlo model. After running each calculation for each specific field at least ten 

times, the number of statistical errors was reduced to less than 3%. To evaluate the 

deviation between the measured dose values and the MC-based dose values, the 

following formula was used. 

Error [%] =
100 × (𝐷𝐶𝐴𝐿 − 𝐷𝑀𝐸𝐴𝑆)

𝐷𝑀𝐸𝐴𝑆 𝑅𝐸𝐹
 

where 𝐷𝐶𝐴𝐿 is the calculated dose, 𝐷𝑀𝐸𝐴𝑆 is the measured dose, and  𝐷𝑀𝐸𝐴𝑆.𝑅𝐸𝐹   is the 

measured dose to the reference point. 

 

Results and Discussion 

Monte Carlo-based doses were evaluated for eight tests and 28 points and then compared 

with the measured doses. The statistical uncertainties for the data points situated within the 

field region were less than 1%, whereas the statistical error for points located outside the 

field was less than 4%. 

The dose values for three points (3, 9, and 10) related to Case 1 of TECDOC-1583 have 

been calculated using the Monte Carlo (MC) method. These values are presented in Table 

1 alongside the measured doses. The table also shows the agreement criteria, the deviation 

between the MC-calculated and measured doses, and the pass/fail status. As seen from 

Table 1, all MC-calculated doses have passed the criteria. The deviation between the 

calculated and measured doses for test 1 was between 0.08% and 2.5%, which satisfies the 

agreement criteria. 
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Table 1. The MC-based and measured doses for test 1 for the TECDOC-1583. It also displays 

the agreement criteria, the deviation between MC-based and measured doses, and the pass/fail 

status. 

TEST 1  

MC base dose 

(Gy) 

Measured dose (Gy) Agreement 

criteria (%) 

Deviation 

(%) 

Pass/fail 

Point 3 2.024±0.020 2.020±0.011 2 0.08 PASS 

Point 9 0.185±0.008 0.177±0.002 4 0.39 PASS 

Point 10 1.220±0.015 1.270±0.007 3 2.5 PASS 

Table2 . The MC-based and measured doses for test 1 for the TECDOC-1583. It also displays 

the agreement criteria, the deviation between MC-based and measured doses, and the pass/fail 

status. 

TEST 4  MC base dose 

(Gy) 

Measured 

dose (Gy) 

Agreement 

criteria (%) 

Deviation (%) Pass/fail 

 F1 (G0) 2.016±0.019 2.034±0.011 2 0.89 PASS 

 F2 (G90) 2.002±0.019 2.048±0.011 3 2.22 PASS 

Point 5 F3 (G180) 1.934±0.191 1.979±0.010 3 0.71 PASS 

 F4 (G270) 1.981±0.009 2.055±0.011 3 3.61 FAIL 

 SUM 7.933±0.066 8.116±0.021 3 2.26 PASS 

 F1 (G0) 0.125±0.006 0.122±0.001 4 0.14 PASS 

 F2 (G90) 1.391±0.024 1.377±0.007 3 0.69 PASS 
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Point 6 F3 (G180) 0.167±0.008 0.153±0.001 4 0.71 PASS 

 F4 (G270) 2.758±0.015 2.798±0.015 3 1.93 PASS 

 SUM 4.441±0.135 4.450±0.016 3 0.1 PASS 

 F1 (G0) 1.426±0.014 1.492±0.008 3 3.23 FAIL 

 F2 (G90) 0.147±0.003 0.150±0.001 4 0.15 PASS 

Point 10 F3 (G180) 2.687±0.020 2.829±0.015 3 2.5 PASS 

 F4 (G270) 0.148±0.002 0.151±0.001 4 0.12 PASS 

 SUM 4.409±0.055 4.621±0.017 3 2.61 PASS 

 

The doses calculated by MC for points 5, 6, and 10 for case 4 were evaluated for four 

individual fields. The deviation between the calculated and measured doses at point 5 

ranged from 0.71% to 3.61%. This deviation passed the agreement criteria in almost all 

points except for the fourth field, where it was slightly higher than the agreement value. 

The deviation between the calculated and measured doses at point 6 was found to be 

between 0.1 and 1.93, and it passed the agreement criteria well. For point 10, the deviations 

ranged from 0.12% to 3.23%, and it passed the criteria for three fields but failed for one 

field.  

During the study, 26 out of the total 28 items were successfully passed, while two items 

failed during test 4. The cause of the failure may be attributed to the slight discrepancy 

between the simulated materials of replaceable rods in the simulation and the actual 

measurement. However, the discrepancies were only about 0.2% - 0.6%, which is 
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considered acceptable. To address this issue, we plan to modify the simulated material of 

the CIRS phantom in our future work. 

Conclusions 

We audited the Monte Carlo model of the 6 MV beam for the Siemens Artiste linear 

accelerator. Our calculations passed for 26 out of 28 points. However, in two points, our 

calculations did not pass the agreement criteria. Our future work includes plans to modify 

the simulated CIRS phantom to improve its conformity. Overall, we have successfully 

benchmarked our MC model of the linear accelerator head by conducting a level III 

dosimetry audit for 3D-CRT plans. 
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Abstract 

A high-level liquid waste (HLLW) consisting of various fission products is produced at 

the 99Mo industrial production facility. Radioisotope 106Ru, as a widely used radioisotope 

in ophthalmic brachytherapy for the treatment of retinoblastoma and uveal melanoma eye 

tumors, is one of the valuable radioisotopes that could be isolated from this waste. In this 

paper, the amount of elemental ruthenium (amount of both stable isotopes and 

radioisotopes of ruthenium element) in HLLW of industrial 99Mo production in Iran was 

evaluated by simulation using MCNPX (Monte Carlo N‐Particle eXtended) code. The 

results show that the HLLW resulting from a production cycle, can be a suitable source of 

106Ru after a cooling time of over 3 years. Also, around 184 and 48 106Ru-eye plaques with 

an average activity of 0.32 mCi can be prepared from HLLW with 3 and 5 years cooling 

time, respectively.  

Keywords: 106Ru eye plaque, High level liquid waste, 99Mo production, MCNPX  

1. Introduction 
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Brachytherapy is one of the treatment methods for uveal melanomas by using eye plaques. 

For more than 30 years, ophthalmologists have favored Ru-106 Eye Applicators due to 

their superior design and technical features. Today they are considered as the first choice 

for treatment with ergonomic design [1]. Brachytherapy of uveal melanoma with 

ruthenium applicator has advantages such as excellent local control and eye protection with 

low recurrence. 106Ru applicators were introduced by Prof. Peter Lomatzech in the 1960s 

and have since been widely used by many ophthalmic oncologists [2]. Owing to the long 

half-life of 106Ru (1.02 y) [3], the applicators can be used multiple times over a one-year 

period. They require no assembly, just sterilization before use. Up to 50 cycles are 

permitted [1]. The main advantage of 106Ru compared to other isotopes is better 

preservation of vision in the treated eye and less damage to the healthy parts of the eye due 

to the limited range of its radiation [2]. 106Ru is a beta emitter with a maximum energy of 

39 keV and an average energy of 10 keV, which decays to 106Rh. 106Rh is a beta emitter 

with a half-life of 36 seconds, maximum energy of 3.54 MeV, and an average energy 1.5 

MeV decays to 106Pd [3]. The low energy of the emitted beta causes a particularly limited 

range of beta radiation, delivering a sufficient dose to the tumor while minimizing 

collateral damage to healthy parts of the eye. 106Ru plaques are also used to treat superficial 

tumors up to a depth of 5 mm. The high dose gradient of these applicators makes it possible 

to concentrate the dose inside the tumor and minimize the dose delivering the critical and 

sensitive structures of the eye. For this reason, in the treatment of small and medium-sized 

tumors with a thickness of less than 5 mm, these beta emitter eye applicators are preferred 
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[4,5]. Wilkinson et al showed that for the treatment of thin melanoma, 106Ru plaques 

usually deliver the dose to a smaller volume and with less side scatter than 125I plaques of 

the same size. Also, for a given tumor, modeling treatment with 106Ru plaque gives 

statistically significant smaller doses to the optic disc and macula. This feature is useful 

when assessing the risks of radiation retinopathy and radiation optic neuropathy [6]. 106Ru 

brachytherapy for uveal melanoma provides excellent local control rates and eye 

preservation with a relatively low recurrence rate. As in most centres, the first choice for 

treating choroidal and uveal melanoma at the Liverpool Ocular Oncology Centre is 

brachytherapy. 106Ru plaques have been used there since the service was established by 

Professor Bertil Damato in 1993, with excellent results [1]. There is enough experience 

resulting more than 25 years of using this method of treatment, and the number of hospitals 

that use this method to treat intraocular melanomas is increasing day by day [7]. The first 

step to localize the production of such plaques is the production and extraction of 106Ru 

radioisotope. One of the methods of producing 106Ru is fission. The fission yield of this 

radioisotope for 235U is 0.004015 which is about 93.42 and 93.51 percent less than the 

fission yield of 99Mo and 137Cs, respectively [3]. So, it would not be cost-effective to use 

targets containing 235U specifically to extract 106Ru. Waste from spent fuel recycling 

facilities and HLLW waste from 99Mo production facilities are two sources containing 

106Ru from which the extraction process can be carried out. Currently, Iran is not allowed 

to reprocess, but it is planning to produce 99Mo by fission method on an industrial scale. 

In the domestic production process of 99Mo with the modified Amur method, LEU targets 
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are irradiated in the Tehran research reactor for 6 days with power of 4 MW and then, after 

passing a 1-day cooling period, enter the respective hot cells to perform the process. Here, 

targets are dissolved in concentrated acid through a special mechanism. After the 

temperature of the solution reaches the ambient temperature, the solution containing 

various actinides and fission products is loaded into the alumina column. At this step, 

molybdenum and a small percentage of impurities (which includes about 40% of Ru) are 

trapped in the alumina column and the other fission fragments pass through it and enter the 

HLLW. This waste with a long cooling period is a suitable option for the production 

process of 106Ru.  

Calculation of the activity and production rate of radioisotopes produced in the fission or 

neutron activation process can be done by using calculation codes such as ORIGEN and 

MCNP. The ORIGEN code was created by famous and reputable nuclear institution in 

United States,  Oak Ridge National Laboratory (ORNL)  was written at ORNL in the late 

1960s and early in  1970s by Bell and Nichols [8]. ORIGEN is a widely used deterministic 

computer code to solve Bateman equations, and is capable of determine isotopic 

composition balance submitted by a neutron flux over the time [9]. This code also can be 

used for calculating the buildup, decay, and processing of radioactive materials. ORIGEN 

(Oak Ridge Isotope Generation code) calculates time-dependent concentrations, activities, 

and radiation source terms for a large number of isotopes simultaneously generated or 

depleted by neutron transmutation, fission, and radioactive decay [10-12].  
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The particle radiation transport code MCNP, which stands for Monte Carlo N-Particle, is 

a general purpose three dimensional simulation tool that transports 37 different particle 

types by using Monte Carlo method, for criticality, shielding, dosimetry, detector response, 

and many other applications [13]. Monte Carlo Method is a type of computational 

algorithms that depend on recurring random sampling in computation of results. In all its 

application Monte Carlo Method has yielded better results than any other method that can 

be used. The stochastic process used by Monte Carlo Method gives a model of a problem 

that would otherwise have been hard to solve given discrete solutions. As such, Monte 

Carlo is can be defined as a simulation method that describes a system of an experimental 

method [14,15]. During years, different versions of MCNP were created, such as 

MCNP4B, MCNP4C, MCNP5, MCNPX 2.6.B, MCNP6, MCNPX that each one of them 

provided more capabilities for particle transport than the previous version [13,16-18]. The 

MCNP6 code incorporates a more complete set of transport physics and features than any 

previous member of the MCNP family of codes [13]. The results of MCNP calculations 

are more accurate and reliable due to the use of the Monte Carlo method than the results 

of the ORIGEN code that is a deterministic code.  Another advantages of the MCNP code 

is that it can be run in parallel using MPI (Message Passing Interface) [19] and is easy to 

use to perform complex geometry calculations compared to conventional neutron transport 

deterministic computer codes such as ORIGEN [20].   

In this article, an attempt will be made to evaluate an estimation of 106Ru inventory in the 

high level liquid waste (HLLW) of Iran's 99Mo production industrial facilities by 
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simulation using MCNPX Monte Carlo code. The inventory of fission and activation 

products along with the produced actinides, especially the inventory 106Ru and its other 

produced isotopes and radioisotopes will be calculated after the end of irradiation and 

during different cooling periods. the optimal conditions for reducing impurities and 

increasing the purity of 106Ru will be determined. At the end, the possibility of preparing 

106Ru eye plaques using 106Ru extracted from such waste will be evaluated. 

2. Materials and Methods 

2.1. Target batch and radiation mechanism 

In order to meet the demand of medical centers for 99Mo (about 100-120 Ci 6-day per 

week), it is necessary to irradiate 9 native LEU targets in each weekly production cycle. 

Each LEU target contains 3 g 235U with enrichment of 19.75% ± 0.2 and the chemical form 

of U3O8-Alx is placed in an aluminum sheath with dimensions of 205 × 51 × 1.5 mm.   

Table 1. Mini plates characteristics 

Charactristic Final LEU mini plate Unit 

Meat dimention  167×38.5×0.7 mm 

Chemical formula U3O8-Alx  

Uranium enrichment 19.75% ± 0.2  % 
235U Mass 3 g 

Al amount in meat 5.2 g 

Meat mass 23.2 g 

Al mass in sheath 30.1 g 

Mini plate dimention 205 × 51 × 1.5 mm 

Mini plate total mass 53.3 g 
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The targets are fixed in place in a holder similar to Figure 1, and the holder assembly and 

9 LEU targets form a batch.  

 
Fig. 1. Holder for irradiation 9 mini plates 

The described batch above is placed in the center of the irradiation channel, in the core of 

the Tehran research reactor, and is irradiated with a specified power for the necessary time. 

The core of the Tehran research reactor is made of a 6 × 9 array, including rectangular 

cubes with approximate dimensions of 7 × 8 × 60 cm (effective). In this article, the 

following arrangement is used to perform calculations in the MCNPX code. In this 

arrangement of the core, the standard fuel complexes are characterized by two types, A 

and NRF. The geometric characteristics of both types of fuel are in according to the 

standard fuel of Tehran reactor and the NRF010 fuel is fresh and with 20% enrichment. 

Two types of fuel, ASO and NRF, have been used for control complexes. 



 

 272 

 
Fig. 2. Tehran reearch reactor core aray simulated by MCNPx code 

Neutronic parameters as well as the reactivity of core 70 in critical state were calculated 

using MCNPX code and the results showed that shutdown margin (pcm) and safety 

reactivity factor (SRF) are more than 3000 and more than 1.5, respectively. The exit of SR 

control rods was considered to be about 57% and RR control rod to be about 45.9%. In this 

situation, the multiplication factor is equal to 0.99822. In this article, channel D6 and 

operating power of 4 MW were selected for batch irradiation. It should be noted that the 

calculations in this article focus on the estimation of fission and activation products along 

with actinides, especially 106Ru and its other produced isotopes and radioisotopes in hot 

targets, but neutronic parameters of the core or thermos hydraulic analyzes related to the 

loading of targets are not important.  

2.2. HLLW in 99Mo production facilities  
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Figure 2 shows the production chain of 99Mo. It illustrates that the processing facility 

consists of different parts.  The generated waste in 99Mo production facilities from fission 

is categorized in Figure 3. 

 

 
 

Fig. 2. 99Mo Production chain 
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Fig. 3. Wastes in 99Mo Production facilities 

The HLLW is produced in the 99Mo production facility, in the separation unit, after loading 

the solution resulting from dissolution and washing the separation column with nitric acid. 

The estimated volume of this waste is about 13 liters, which includes most of the fission 

fragments. The experimental studies of the production process show that out of 100% of 

ruthenium present in hot targets, about 25% enters the iodine trapping and gas purification 

section in gaseous form. A total of 15% will also be present in other liquid wastes or in the 
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separation column. In other words, only 60% of the produced ruthenium in hot targets will 

be collected in HLLW. 

2.3. Method 

After simulating the core of the Tehran Research Reactor using MCNPX code, the batch 

set in channel D6 was added to the geometry (Figure 4). 

 

Fig. 3. Reactor core geometry simulated by MCNPx code with bstch ser placed in channel D6 

 

By using the BURN card, the inventory of meat and LEU targets sheaths in the batch (9 

LEU targets) was calculated after 6 days of irradiation with an operating power of 4 MW, 
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1-day cooling time (the beginning of the process), 1-day radiochemical process time (the 

end of the process (HLLW=0) and start collecting in reservoirs), and then, 30, 360, 1080 

and 1800 days after collection in reservoirs. The inventory of isotopes and radioisotopes 

of ruthenium in HLLW was calculated and analyzed with the assumption of 60% 

probability of presence in the specified periods. In this work, the quality of the 106Ru purity 

(by removing the other ruthenium radioisotopes) and the amount of mass specific activity 

were evaluated to prepare one of the models of eye plaques made by the Bebig company, 

considering three ranges of maximum, medium and minimum activity. The models of eye 

plaques made by this company are given in Table 2. To prepare a typical plaque, in the 

relevant calculations, the efficiency of extracting 106Ru from HLLW and manufacturing 

process was assumed to be about 50% with high purity. The maximum activity required to 

prepare each plaque is also given in Table 2.  

 

 

Table 2. The maximum activity of 106Ru required to prepare any type of plaque 

 

Type 
Diameter 

(mm) 

radius of 

curvature 

(mm) 

Nominal 

activity 

(MBq) 

Maximum 

activity 

(MBq) 

Maximum 

activity 

(mCi) 

Maximum activity 

required for 

preparing by 

considering 50% 

efficiency  

(mCi) 

CCZ 11.6 12 7.4 11.8 0.32 0.64 

CCY 11.6 12 7.4 11.8 0.32 0.64 
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CCX 11.6 12 7.4 11.8 0.32 0.64 

CXS 11.6 12 4.1 6.6 0.18 0.36 

CCA 15.3 12 13.7 21.9 0.59 1.18 

CCD 17.9 12 21.1 33.8 0.91 1.82 

CCB 20.2 12 25.9 41.4 1.11 2.22 

CGD 22.3 13 37 59.2 1.6 3.2 

CCC 24.8 13 40.3 64.5 1.74 3.49 

COB 19.8 12 20 32 0.86 1.72 

COD 25.4 14 22.6 36.2 0.98 1.96 

COE 19.8 12 10.7 17.1 0.46 0.92 

COC 25.4 14 31.5 50.4 1.36 2.72 

CIA 15.3 12 10 16 0.43 0.86 

CIB 20.2 12 18.9 30.2 0.82 1.64 

3. Results and Discussion 

Table 3 shows the possible radioisotopes of ruthenium in the HLLW waste generated 

during one run at the 99Mo industrial production facility in Iran. This inventory is shown 

for different delay-decay times after HLLW storage (t=0) and 60% probability of presence 

in HLLW. 

Table 3. Possible ruthenium radioisotopes present in HLLW of 99Mo industrial production 

facilities in Iran 

 

Ru 

Radioisotopes 

Half-Life 

(s) 

Activity (Ci) in HLLW per number of days after collection in reservoir 

0 30 360 1080 1800 
103Ru 3390941 57.312 33.744 0.09954 3.0012E-07 1.476E-12 
106Ru 32123520 0.8832 0.8352 0.45114 0.11778 0.030744 
105Ru 15984 0.10752 1.1262E-13 1.1262E-13 1.1262E-13 1.1256E-13 
97Ru 244512 1.0068E-18 7.746E-22 0 0 0 
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Table 3 shows that at the beginning and right after the storage of the mentioned waste, the 

103Ru activity is extremely higher than 105Ru and 106Ru radioisotopes. This is due to the 

higher fission yield of 103Ru (fission yield of 103Ru, 105Ru and 106Ru radioisotopes is 

0.030309, 0.009642 and 0.004015, respectively [3]). Also, the results show that the 

production of 97Ru can be ignored. With the start of the delay-decay period, the reduction 

of 106Ru is done slowly due to its higher half-life, while the 105Ru activity is almost zero 

after the 30-day delay-decay time. After a one-year storage period, the activity 106Ru/103Ru 

ratio will be 4.53. Some important characteristics of HLLW that should be considered for 

extracting 106Ru are given in the table 4 for different delay-decay periods after storage 

(t=0).  

 

Table 4. Characteristics of extracted ruthenium from HLLW in different delay-decay periods 

 

Time 

(day) 

Amount 

of Ru 

(mg) 

 106Ru/103Ru 

activity ratio 

Concentration 

of Ru 

Mass 

specific 

activity 

 (Ru 106

(Ci)/Total 

Ru(g) ) 

Volume specific 

activity 

(Ru 106

(cc)3(Ci)/HNO ) 

At the 

begining of 

storage 

9.153 0.015 0.704 96.49 6.79E-05 

30 8.41 0.025 0.647 99.31 6.42E-05 

360 7.253 4.53 0.558 62.20 3.47E-05 

1080 7.15 392443 0.550 16.47 9.06E-06 
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1800 7.124 20829268293 0.548 4.32 2.36E-06 

 

Since high purity is important for radioisotope production in eye plaque brachytherapy 

applications, it can be stated that the HLLW of 99Mo facilities with a storage period of at 

least 3 years can be a suitable option for the production of 106Ru. Although, longer storage 

periods, for example 5 years, leads to an increase in the 106Ru/103Ru activity ratio, while 

the concentration of the ruthenium element in the waste remains almost constant, it results 

a lower mass and volume specific activity, which the extraction process of 106Ru is not 

economical. Table 5 shows the number of eye plaques with three levels of maximum, 

medium and minimum activity that can be produced from two HLLW wastes with a storage 

period of approximately 3 and 5 years. It shows that in the worst case, from a HLLW with 

a long storage period of 5 years, 8 plaques with CCC model, which have the highest 

activity, can be produced. 

 

 

Table 5. The number of eye plaques with three levels of maximum, medium and minimum 

activity can be made from two HLLW wastes with a storage period of approximately 3 and 5 

years 
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Activity 

range 

Plaque 

type 

Plaque 

activity 

(mCi) 

106Ru 

activity to 

be extracted 

in a 

selected 

amount of 

waste to 

prepare 

plaques 

Waste volume 

required in each 

extraction process 

(cc) 

The number of 

plaques that can 

be prepared 

HLLW-

1080 

HLLW-

1800 

HLLW-

1080 

HLLW-

1800 

Max CCC 1.743 3.486 385 1474 33 8 

Mid 
CCZ-

CCY-CCX 
0.319 0.638 70 270 184 48 

Min CXS 0.178 0.356 39 151 330 86 

4. Conclusion 

Using of 106Ru eye plaques for the treatment of eye tumors in brachytherapy is increasing. 

Extraction of pure 106Ru from fission wastes is the first step to prepare such plaques. In this 

article, the feasibility of producing and extracting pure 106Ru radioisotope to prepare 106Ru 

eye plaques with three levels of minimum, medium and maximum activity was evaluated 

by using the HLLW produced in 99Mo industrial production facilities in Iran. The Tehran 

research reactor was simulated with the MCNPx code and the batch containing 9 LEU 

targets was irradiated for 6 days with power of 4 MW. The HLLW produced after the 99Mo 

separation process was collected in the reservoir and the inventory of fission and activation 

products along with actinides, especially 106Ru and its other isotopes and radioisotopes in 

hot targets was estimated. The inventory and activity of possible ruthenium radioisotopes 

in HLLW waste were calculated for different delay-decay times after HLLW storage (t=0) 

and the probability of 60% presence in HLLW waste. The results showed that the activity 
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of 103Ru is significantly higher than 105Ru and 106Ru radioisotopes at the beginning of waste 

storage. By applying longer decay-delay periods, due to the shorter half-life of other 

ruthenium radioisotopes compared to 106Ru, the impurities of 106Ru decay and will be 

removed. So that after 1 and 3 years of HLLW storage, the 106Ru/103Ru activity ratio was 

obtained 4.53 and 392443, respectively. Thus, by applying a 3-year delay-decay period, 

33, 184, and 330 106Ru eye plaques can be prepared with maximum, medium, and 

minimum activity, respectively. 
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Abstract 

Radiotherapy is a highly complex medical treatment that involves several steps. To ensure 

proper quality assurance, each step of the radiotherapy process is subjected to rigorous 

testing and verification. For each patient receiving radiotherapy, a treatment plan is 

prepared using treatment planning system (TPS), and the patient is then irradiated based 

on the plan. The purpose of implementing artificial intelligence (AI) in radiotherapy is to 

verify the quality assurance of dose calculations and treatment plans suggested by TPS, as 

well as to optimize the treatment plan. In the present review, we have undertaken a 

comprehensive search using pertinent key terms, such as "artificial intelligence," "dose 

prediction," and "quality assurance," to provide an overview of the role of AI in 

radiotherapy. The search was conducted from 2020 to the present and has yielded a total 

of 169 relevant articles, which have been meticulously reviewed and analyzed. The insights 

gleaned from this review shed light on the current state of AI research in radiotherapy. 

Selection process identified articles that use CT images, RT structure, RT plan, dose 

prescription, and beam shaping features to predict 3D dose, DVH, and specific dose points 

in tissue. Various AI networks have been used to achieve the study's goals, with deep 

learning networks receiving more attention. These networks have more hidden layers, 
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resulting in highly accurate outputs. Convolutional networks are more suitable for 

processing computed tomography images. Among these networks, U-Net, Res-Net, and 

Dense-Net are commonly used because of their ability to quickly process a large amount 

of data. The U-Net networks take input data and reduce its volume while retaining the basic 

features. They then deliver the output in the same size as the input to the user. This allows 

them to process large amounts of data quickly and with minimal errors.  

Keywords: radiotherapy, artificial intelligence, quality assurance, deep learning, U-Net 

network 

 

INTRODUCTION 

Cancer remains one of the leading causes of premature mortality globally. In fact, it is 

ranked as either the first or second leading cause of premature death (between ages 30 and 

69) in a total of 134 out of 183 countries. Notably, it also ranks third or fourth in 49 other 

countries.[1] According to statistics from GLOBOCAN, there were 137,198 new cases of 

cancer in Iran in 2022.[2] Figure 1 presents a graph with statistics for all cancer types. 
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Fig. 1. The incidence of cancer in 2020 in Iran 

Cancer can be treated through a variety of methods such as surgery, chemotherapy, 

radiotherapy, or a combination of these. Radiotherapy is one of the most effective cancer 

treatments available today, and almost 50% of patients receive radiotherapy as a part of 

their treatment.[3] External radiotherapy is a widely used method in the field of radiation 

therapy. Intensity-modulated radiation therapy (IMRT) and volumetric-modulated arc 

therapy (VMAT) are two notable techniques employed in external radiotherapy. Creating 

an effective treatment plan is a complex process that involves significant effort from both 

treatment planners and radiation oncologists. The quality of the resulting treatment plan is 

highly dependent on the personal experience of the professionals involved, and modifying 
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and recalculating the plan can be a time-consuming task.[4] In the two mentioned treatment 

methods, the physician first contours the boundary of the tumor volume and the 

surrounding healthy tissues in the CT images. In the next step, the planner designs a 

treatment plan according to the information received from the physician, and then, 

according to this plan, the patient is exposed to radiation.[5] Each step of the radiotherapy 

process is subjected to rigorous testing and verification to ensure proper quality assurance. 

Various steps of radiation treatment, such as contouring images, treatment planning, 

dosimetry, quality assurance of dose calculations, and optimizing the treatment plan can 

be improved with AI. This study aims to review the role of AI in the dose calculations. The 

present study aims to investigate the role of AI in the field of dose calculations. By virtue 

of its ability to learn and perceive, AI can predict doses without actually performing the 

calculations. This feature of AI not only reduces errors but also saves time. 

Search strategy 

We have conducted a thorough investigation to explore the impact of AI on radiotherapy. 

Firstly, we searched the Google Scholar database from 2020 onwards using the keywords 

"artificial intelligence", "dose prediction" and "quality assurance". The search yielded 169 

articles that covered all aspects of radiotherapy, such as medical image contouring, 

treatment design, dosimetry, and quality assurance review. To conduct a more in-depth 

analysis of the articles, only those that utilized AI network architecture with input features 

such as CT images, RT structures, RT plans, dose prescriptions, and beam shaping features, 
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and output features such as 3D dose prediction, DVH, and specific dose points in the tissue 

were considered. 

Reviewed topics 

AI is a data-driven agent designed to imitate human intelligence, and the origin of AI can 

be traced back to the invention of robots. John McCarthy coined the term "Artificial 

Intelligence" in 1955 and defined it as "the science and engineering of building intelligent 

machines".[7] AI is a vast field that comprises several sub-branches, each having a 

different network architecture. Figure 2 shows the subsets of AI. 

 

Fig. 2. Subcategories of AI 



 

 289 

Machine learning (ML) is a subset of AI that enables machines to be trained through 

algorithms and statistical techniques with data and achieve AI to predict the outcome, so 

the end result, with more experience or training, improves. [8] Supervised ML methods 

can be used to automatically segment images by analyzing previously labeled data and 

constructing image representations using predefined filters. However, while machine 

learning techniques are more efficient with image samples and have more complex 

structures, they are often less accurate than deep learning (DL) techniques. [9] 

Neural networks were formed after simulating the human brain to understand multiple 

information. In 1943, McCulloch and Pitts tried to understand how the brain can produce 

complex patterns using interconnected stem cells called neurons.[10] Unlike ML, where 

the user must determine useful features for the segmentation process, with DL, useful 

features are determined by the network without human intervention. [11] Figure 3 shows 

the difference in feature extraction between machine learning and deep learning. 



 

 290 

 

Fig. 3. Feature extraction difference between machine learning and deep learning 

The name of convolutional neural networks (CNN) is derived from the mathematical linear 

operation between matrices called convolution. CNNs are a type of DL that entered the 

field of AI to process image structures. In the algorithms of CNNs, the main features are 

preserved and made into a form that makes their processing easier; then they are transferred 

to the next layer. CNNs are a good choice for big data. Each CNN includes three types of 

main layers: 1) convolutional layers, 2) pooling layers, 3) fully connected layers, each layer 

has its own task.[12] Figure 4 shows different layers of a CNN. 
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Fig. 4. Hidden layers of a convolutional neural network 

U-Nets have shown great success in segmenting medical images and denoising captured 

images.[13] In this architectural network, the input data is first placed in a decreasing path, 

which leads to a reduction in dimensions, and the more layers there are, the more features 

are considered, and then, in an incremental path, the output is delivered to the user in the 

dimensions of the input. Figure 5 shows a view of the U-Net network architecture. In this 

way, a large data volume can be processed in the shortest possible time without losing its 

important and essential features. Throughout history, themes like Dense-Net, Res-Net, etc., 

have been added to the U-Net architecture network to improve user-specific targeted 

performance.[14] Figure 6 presents a schematic representation of the U-Net multi-shot 

approach proposed for segmenting areas affected by COVID-19. 
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Fig. 5. U-Net architecture network 

 

The Monte Carlo method is a technique used to estimate dose. However, due to its iterative 

nature and stochastic estimation of numerous probability density functions, it takes a long 

time to compute. Monte Carlo simulations are typically used to generate large sets of 

training and validation data for AI from CT images and treatment plans. Both AI and 

Monte Carlo methods have very small dose calculation errors, but the processing time is 

significantly different. AI processing time is usually a few minutes, while Monte Carlo 

processing time can take a few hours.[15]  
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Fig. 6. A schematic representation of the proposed few-shot U-Net for the segmentation of 

COVID-19 infected areas 

Results 

Table 1 contains a summary of all the articles that were chosen for this study. In this table, 

we have first mentioned the name of the author of the article and the year of its publication. 

In the next part, we have given the name of the architecture network of AI used in each 

article. Also, for each article, we have specified the input and output of each program, and 

finally, we have placed the result of each research for review and comparison in the last 

column of the table. Table 1 shows that the CT image is a common input among all network 
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architectures, making it reasonable to use convolutional layers. The table indicates that 

only deep learning architectures have been employed, with U-Net receiving greater 

emphasis. 

Discussion 

The present study was conducted in order to investigate the role of artificial intelligence 

and compare its different network architectures in radiotherapy. The results of the study on 

the articles that have researched in this field showed that the U-Net architecture network 

has a better ability to process radiotherapy program data than other artificial intelligence 

architecture networks. U-Net is a convolutional neural network, so it can be used for image 

data, and since it reduces the volume of data during processing, it is used for large volumes 

of data. 

Table 1.  The list of selected articles that have been researched in the field of AI in radiation 

therapy from 2020 onwards. 

result Output    input Training sets network year reference 
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qualitative and 

quantitative 

experimental results 

show that the 

proposed prediction 

method could 

achieve comparable 

or better 

performance on 

MDose prediction 

over other 

approaches in terms 

of spatial dose 

distribution, dose–

volume histogram 

metrics, gamma 

passing rates, mean 

absolute error, root 

mean square error, 

and structural 

similarity. 

Significance 

high-quality 

voxel-wise 

prePSQA 

dose 

distribution 

CT, radiotherapy dose images 

exported from the treatment planning 

system, MDose distribution 

307 cancer patients 

underwent VMAT, 

randomly divided 

into 246 and 61 

cases for training 

and testing 

modified  

U-Net 

2023 Lingpeng 

Zeng et al. 

[16] 

The prediction 

model was able to 

achieve a good 

agreement between 

predicted, measured, 

and TPS doses 

patient-

specific 

quality 

assurance 

(PSQA) 

CT images, RT structures, and RT 

dose exported from TPS 

208 head-and-neck 

(H&N) cancer 

patients underwent 

VMAT 

modified U-

net 

2022 Gong 

Changfei et 

al. [17] 
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The IVPSQA model 

obtained high-

quality 3D prePSQA 

dose distribution 

maps in head and 

neck, chest, and 

abdomen cases, and 

outperformed the 

existing U-Net-

based prediction 

approaches in terms 

of dose difference 

maps and horizontal 

profiles comparison 

Pretreatment 

patient-

specific 

quality 

assurance 

(prePSQA) 

CT images, radiotherapy dose 

exported from the treatment planning 

system, and MDose distribution 

extracted from the verification 

system 

300 cancer patients 

who underwent 

VMAT between 

2018 and 2021, in 

which 240 cases 

were randomly 

selected for 

training, and 60 

for testing 

modified 

DL 

2024 Zhongsheng 

Zou et al. 

[18] 

this method can 

balance the 

efficiency and safety 

of the automatic 

pQA models and 

promote their 

clinical application 

uncertainty-

guided 

man–

machine 

integrated 

pQA 

(UgMi-

pQA) 

feature information such as the MLC 

positions and MU weights of each 

control point 

245 multi-site 

fixed-field IMRT 

radiotherapy plans 

uncertainty-

aware dual-

task deep 

learning 

(UDDL) 

2022 Yang, X et 

al. [19] 

clinical parameters 

improved the overall 

prediction accuracy 

by 20 % 

 predict dose 

prescription 

 CT images and tumor and OAR 

contours were 

 152 patients with 

brain metastases 

 CNN 2023  Yufeng 

Cao et 

al.[20] 

Triplet-based 

training improved 

VMAT dose 

distribution 

predictions when 

compared to 2D 

dose 

distribution 

prediction 

CT images, and their corresponding 

binary segmentation masks of the 

PTV, body and 

OAR 

160 patients  modified 

U-Net 

2021  Michael 

Lempart et 

al. [21] 

Increasing the height 

(Y direction) of 

training patch size 

can improve the 

dose prediction 

accuracy of tiny 

dose 

distributions 

CT and contour masks 124 NPC patients 3D Dense- 

U-Net 

2021 Liu, Y et al. 

[22] 

https://link.springer.com/article/10.1007/s10278-023-00930-w#auth-Zhongsheng-Zou-Aff1
https://link.springer.com/article/10.1007/s10278-023-00930-w#auth-Zhongsheng-Zou-Aff1
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OARs and the whole 

body 

In conclusion, in 

comparison with the 

3DUNet model, the 

predicted edge dose 

of the body in the 

3DResUNet model 

is closer to the dose 

distribution of TPS. 

With the adding the 

residual block, 

3DResUNet 

improved the dose 

prediction of PTV 

dose 

distributions 

and DVH 

parameters 

of OARs 

and PTV 

between the 

prediction 

and clinical 

truth 

CT images, contours of the PTV and 

the OARs 

254 patients with 

cervical cancer 

3DResUNet 

and 

3DUNet 

2023 Wenliang 

Yu et.al. 

[23] 

These contemporary 

approaches 

encompass a variety 

of strategies, such as 

input augmentation 

techniques, U-Net 

based models, GAN 

methods, and other 

deep learning 

approaches. 

quantify the 

disparities 

between 

predicted 

and actual 

dose, the 

consistency 

of DVH 

curves, and 

the 

uniformity 

of dose 

distribution 

CT images, 

PTV 

segmentation, 

OARs 

segmentation, 

and the dose 

distribution 

from clinical 

plans, with 

OARs 

including the 

heart, lungs, 

and spinal 

cord 

320 

patients 

C3D and 

HD-

UNet, 

SP-

DiffDose 

2024 Xiaoyan 

Kui 

et.al. 

[24] 
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Conclusion 

The implementation of AI has proven to be beneficial in the treatment of cancer. At the beginning of using 

AI in radiotherapy, basic architectures such as machine learning networks were employed. In recent times, 

with the advancement of AI and the development of new network architectures capable of processing large 

amounts of data and learning with higher accuracy to minimize errors, the U-Net network has emerged as 

the best architecture for use in radiotherapy. One of the important features of this network, which is used 

in radiotherapy, is its convolutional layers. This is essential because one of the inputs is medical tomography 

images. Additionally, these networks are capable of processing large volumes of data quickly without 

losing any useful features. However, human ingenuity knows no bounds in enhancing U-Net networks to 

achieve maximum efficiency in minimum time. 
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Abstract 

In order to the study effect of dimensions of the microdosimetric spectra, Using the Geant4-10-4 code, the 

sites with different dimensions such as 0.5, 1, 2, 3, and 4 microns were also simulated for neutron beam 

source in three energies 0.1, 1, and 10 MeV, and all effects on neutron microdosimetric spectra were 

studied. To compare between different dimensions microdosimetric quantities and distributions included 

of frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, and these 

statistical uncertainties in each case were calculated and reported. It is observed, that by increasing the 

dimensions of the site and consequently increasing mean chord length, lineal energy decreases. Therefore, 

the microdosimetric spectrum moves to lower lineal energies. For 0.1 MeV neutron energy, the total 

deposited energy of the proton remains constant at sites larger than 1 micron. Therefore, it is expected that 

for sites 2, 3, and 4 microns, the maximum observed value of y using the theoretical calculations with the 

values obtained using the geant4 code are in good agreement. The range of back-scattered protons on the 

0.5-micron site is larger than the size of the site. So it deposits only part of its energy on this site. As a 

result, both energy imparted and mean chord length in the relation y change for this site, which the 

maximum obtained value does not follow the process of other sites. For neutrons with energies of 1 and 10 

MeV, the range of backscattered protons will be greater than the dimensions of the largest site (4-micron 

site). Therefore, in these energies, both energy imparted and mean chord length change in the relation y, 

and cannot be compared to 0.1 MeV neutron energy. Also, it is observed that at energies of 0.1 and 1 MeV, 

with increasing the dimensions of the site, the amount of frequency-mean lineal energy and dose-mean 

lineal energy decreases, and at 10 MeV energy, the amount of these quantities increases. 

Keywords: Neutron Microdosimeter; Microdosimetric Spectra; Tissue-Equivalent Material, Dimension 

site.  

INTRODUCTION 

The dose at the macroscopic scale is an average macroscopic quantity and in many situations, the absorbed 

dose is inadequate to describe the radiation action in biology. At microscopic dimensions, the mechanisms 

and effects are dominated by inhomogeneous microscopic properties [1,2]. Therefore, at the cells or at the 

DNA level understanding the radiation requires microdosimetric analysis [3].  

For a detailed understanding of the mechanism of the radiation effects, microdosimetry requires the 

microscopic patterns of the interactions and the energy deposition of radiation that provide a better 
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understanding of the fundamental mechanisms of radiation in biological systems such as improvement and 

minimum of environmental and occupational hazards, etc. [1, 2]. 

The quantity of the lineal energy y is an important microdosimetric quantity obtained from the quotient of 

ε1by ι ̅in the following relation: 

                                                  y =
ε1

ι̅
                                                                       

In this relation, ε1 is the energy imparted in the target in a single event, and ι ̅is the mean chord length. Unit 

y is expressed as keV/μm [4-11]. Cauchy's theorem for a convex object states: the mean chord length is 

4V/S. V and S are the volume and surface of the site, respectively. Lineal energy distribution f(y) is the 

probability density of lineal energy and f(y)dy is the probability of lineal energy being in the event of an 

interval of [y. y + dy] [12,13]. 

The dose probability density is defined as below: 

 d(y) =
y

y̅F
f(y)                                                                 

In the above relation, y̅F frequency-mean lineal energy is as follows [14-17].   

                   y̅F = ∫ yf(y)dy
∞

0
                                                               

Also, the dose-mean lineal energy defines as follows [18-22]. 

           y̅D = ∫ yd(y)dy
∞

0
                                                                   

Since any irradiation entails a range of values of lineal energy, it is necessary to evaluate the quantity: 

               Q̅ =
1

Dt
∫D(y)Q(y)dy                                                          

Where Q̅ is mean quality factor, Q(y) is a quality factor and D(y) is the distribution of absorbed dose in y, 

that it implies [23,24]: 

   D(y) = Dtdy                                                                 

The absorbed dose measurement, Dt, by a tissue-equivalent proportional counter (TEPC) is done by 

measuring the energy imparted in a gas cavity of a TEPC as follows: 

    Dt(Gy) =
dε̅

dm
=

1.602e−13

mg
∑ niεii =

1.602e−13

mg

2dt

3
∑ Niyii                              

Where 1.602e − 13 is a conversion constant (Gy-g/keV), yi the average lineal energy of bin “i” and Ni the 

number of events in that bin, mg is a mass of the tissue-equivalent gas and dt is a tissue cavity diameter 

(μm) simulated by the TEPC [25] which in this study is 2 microns. 
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Since the for sites with 2 μm dimensions of tissue, the quality factors should be determined using the 

relationship between the quality factor and LET (L) by approximating y ≈ L, [26]  in the ICRP publication 

60 Q(y) defined as follows [27]: 

  Q(L ≈ y) =

{
 
 

 
 1 L < 10

keV

μm

0.32L − 2.2 10
keV

μm
≤ L ≤ 100

keV

μm

300

√L
L > 100

keV

μm

                                         

Microdosimeters are usually proportional counters with spherical or cylindrical cavities that are used with 

tissue-equivalent walls and gas to simulate microscopic tissue [14,28]. Walls of tissue-equivalent 

proportional counters build conductive plastics like A-150 tissue-equivalent plastic that can be readily 

modelled and can be used to build complex and sensitive structures [12]. According to the different 

applications of microdosimetry, in this study, we examined the effect of dimensions on neutron 

microdosimetric spectra. There are two ways to investigate the effect of dimensions, one of which is not 

optimal due to the need for a lot of time and costs, and we used the optimal method in this article, which is 

described in detail below. 

MATERIALS AND METHODS 

In this study, the microdosimetric cavity is a right cylinder with a diameter of 2.5 cm, which is filled with 

propane based tissue equivalent gas with a density of 0.00008 g cm3⁄  which is equivalent to 2 micron site. 

Its wall is made of A-150 tissue-equivalent plastic with a thickness of 5 mm. Using the simulation of the 

Geant4-10-4 code, we calculated the microdosimetric spectra in this microdosimeter for the neutron beam 

source at three energies of 0.1, 1, and 10 MeV.  

There are two ways to investigate the dimensions of the microdosimeter. Method A: Make microdosimeters 

with different geometric dimensions, this method requires spending time in simulation and building and 

spending a lot of costs to make microdosimeters, and it is not an optimal method. The second method: to 

provide conditions so that with the same geometrical dimensions, different microdosimetric dimensions 

can be obtained. In this method, by applying and correctly calculating the gas density and pressure, 

microdosimeters with different dimensions can be simulated, designed, and manufactured with the same 

geometric dimensions. We have used the second method in this article. 

In order to study the effect of dimensions,  the microdosimetric spectra were also calculated and plotted on 

the sites with different dimensions such as 0.5, 1, 2, 3, and 4 microns. Table 1 shows the relationship 

between site density and dimensions for the sites mentioned above. 
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Table 1. The relationship between site density and dimensions for the sites with different dimensions. 

 

Density[𝒈 𝒄𝒎𝟑⁄ ] Dimension site 
[𝝁𝒎] 

𝜾̅ [𝝁𝒎] 

2.00E-05 0.5 0.3333 

4.00E-05 1.0 0.6667 

8.00E-05 2.0 1.3333 

1.20E-04 3.0 2.0000 

1.60E-04 4.0 2.6667 

 

 

The frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, and these 

statistical uncertainties in each case were calculated and reported.  

Results and discussion 

Impact of different sites on the microdosimetric spectra for neutron beam source in three energies  0.1, 1, 

and 10 MeV in different sites such as 0.5, 1,2, 3, and 4 microns simulated and plotted in Figure 1. In Table 

2 frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, and these 

statistical uncertainties in each case are calculated and reported. 
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Fig. 1. Impact of different sites on the microdosimetric spectra for neutron beam source in three energies a) 0.1 b) 1 

and c) 10 MeV. Black, red, blue, magenta, and olive curve are 0.5, 1,2, 3, and 4-micron sites respectively. 
 

 

According to this figure, in sites where the maximum range of charged particles is less than the dimensions 

of the site, the total particle energy 𝜀1deposits on the site, therefore, by increasing the dimensions of the 

site and consequently 𝜄,̅ 𝑦 =
𝜀1

𝜄̅
 decreases. Therefore, the microdosimetric spectrum moves to lower lineal 

energies. For 0.1 MeV neutron energy, the maximum energy of the backscattered protons is 0.1 MeV, 

which the range of these protons is smaller than the size of the 1-micron site. Therefore, the total energy of 

the proton remains constant at sites larger than 1 micron. 

 

 

 

 

Table 2. Compared to frequency-mean lineal energy, dose-mean lineal energy, mean quality factor, absorbed dose, 

and these statistical uncertainties on sites with different dimensions. 
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Dimension site [𝝁𝒎] 

10 MeV 1 MeV 0.1 MeV 

�̅�𝑓 [
𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
 �̅�𝑓 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
 �̅�𝑓 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑓̅̅ ̅̅

�̅�𝑓
 

0.5 15.6390 0.0014 77.4284 0.0017 41.5005 0.0062 

1.0 15.8738 0.0014 74.1350 0.0017 31.5737 0.0047 

2.0 16.1435 0.0015 65.3817 0.0014 20.7737 0.0032 

3.0 16.3950 0.0016 57.8348 0.0014 15.0437 0.0025 

4.0 16.5820 0.0016 51.8217 0.0014 11.7086 0.0022 

Dimension site [𝝁𝒎] 
�̅�𝑑 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 �̅�𝑑 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 �̅�𝑑 [

𝑘𝑒𝑉

𝜇𝑚
] 

𝜎𝑦𝑑̅̅ ̅̅

�̅�𝑑
 

0.5 56.8787 0.0127 102.0333 0.0041 77.7120 0.0050 

1.0 61.0972 0.0127 98.4177 0.0030 61.9579 0.0041 

2.0 67.0092 0.0122 84.5540 0.0015 38.9154 0.0023 

3.0 72.9105 0.0115 75.5976 0.0011 27.5044 0.0018 

4.0 75.1546 0.0106 69.3884 0.0010 21.1480 0.0015 

Dimension site [𝝁𝒎] �̅� 𝜎�̅�  

�̅�
 �̅� 𝜎�̅�  

�̅�
 �̅� 𝜎�̅�  

�̅�
 

0.5 6.7014 0.0022 21.7553 0.0008 19.3080 0.0033 

1.0 6.5443 0.0023 21.4668 0.0008 16.3547 0.0036 

2.0 6.5501 0.0023 21.1667 0.0008 10.3344 0.0028 

3.0 6.6281 0.0023 20.5394 0.0009 6.7425 0.0022 

4.0 6.7120 0.0023 19.3503 0.0009 4.7829 0.0020 

Dimension site [𝝁𝒎] 𝐷𝑡[𝐺𝑦] 
𝜎𝐷𝑡
𝐷𝑡

 
𝐷𝑡[𝐺𝑦] 

𝜎𝐷𝑡
𝐷𝑡

 
𝐷𝑡[𝐺𝑦] 

𝜎𝐷𝑡
𝐷𝑡

 

0.5 30.7751 0.0016 11.9888 0.0035 1.3362 0.0091 

1.0 31.4199 0.0017 12.5813 0.0033 1.9629 0.0067 

2.0 32.1882 0.0017 13.0309 0.0030 2.5379 0.0047 

3.0 32.8592 0.0018 13.2413 0.0028 2.7315 0.0038 

4.0 33.3882 0.0018 13.4075 0.0027 2.8275 0.0033 

 

According to Figure 1 on a site of 1 micron, the maximum lineal energy is y=154.882 𝑘𝑒𝑉/𝜇𝑚. Therefore, 

according to the above explanations, it is expected that for sites 2, 3, and 4 of a micron, the maximum value 

of y will be observed in y=154.882/2=77.441 𝑘𝑒𝑉/𝜇𝑚, y=154.882/3=51.627 𝑘𝑒𝑉/𝜇𝑚. and 

y=154.882/4=38.721 𝑘𝑒𝑉/𝜇𝑚 respectively. These values with the values obtained using the geant4 code 

are in good agreement. But the range of back-scattered protons on the 0.5-micron site is larger than the size 

of the site. So it deposits only part of its energy on this site. As a result, both 𝜀1 and 𝜄 ̅the relation to y change 

for this site, and the maximum value of y=234.423 𝑘𝑒𝑉/𝜇𝑚 is obtained, which does not follow the process 

of other sites.  
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According to Figures 1 b, c, for neutrons with energies of 1 and 10 MeV, the range of backscattered protons 

will be greater than the dimensions of the largest site (4-micron site).  

Therefore, in these energies, both 𝜀1 and 𝜄 ̅change in the y relationship, and therefore cannot be compared 

to 0.1 MeV neutron energy. In Table 2 we compared frequency-mean lineal energy, dose-mean lineal 

energy, mean quality factor, absorbed dose, and these statistical uncertainties on sites with different 

dimensions from 0.5 to 4 microns. According to this table, it is observed that at energies of 0.1 and 1 MeV, 

with increasing the dimensions of the site, the amount of frequency-mean lineal energy and dose-mean 

lineal energy decreases, and at 10 MeV energy, the amount of these quantities increases. 

Conclusions 

Microdosimetry is the physical description of microscopic patterns of dose distribution. For the calculation 

of the accurate doses in the body, the use of microdosimetry is essential. In this study, the effect of different 

dimensions on microdosimetric spectra was studied. Therefore, various studies have been performed for 

neutron beam sources with three energies of 0.1, 1, and 10 MeV. In 0.1 MeV energy, since the range of 

backscattered protons on the 1, 2, 3, 4 micron sites is less than the size of the site, maximum lineal energy 

is obtained by dividing the maximum lineal energy at the one-micron site by the dimensions of the site. 

These values with the obtained values using the Geant4 code are in good agreement. 

It should be noted that using the results of these simulations, a prototype of this microdosimeter is being 

built and tested at Shahrood University of Technology. 
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Geant4 code and comparing with experimental results (Paper ID : 1452) 
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Abstract: 

The photopeak efficiency of High-Purity Germanium (HPGe) detectors is a crucial parameter that depends 

on various measurement conditions, including the source-to-detector geometry, photon energy, and detector 

characteristics such as dead layer thickness (DL), end cap thickness, crystal absorption cross-section, 

window, active detector volume, and other factors. Precise assessment of the effectiveness of detecting the 

photopeak in a radiation spectrum is essential for determining the amount of radioactivity present in 

samples from the environment. Simulation approaches are essential because they provide an alternative 

when obtaining standard sources for different types of samples is challenging. This article presents 

experimental measurements of absolute efficiency using reference materials RGU-1, RGTh-1, and RGK-

1. The measurements were conducted using coaxial germanium detectors with a relative efficiency of 30%. 

The obtained data were then compared with simulated data from MCNP6 and Geant4. The comparison 

revealed a high level of agreement between the experimental and simulated data. Moreover, we used 

modeling tools and charts to determine the ideal thickness and material for the detector window. We 

determined the most favorable window thickness to be 0.06 millimeters. Thus, by employing Monte Carlo 

simulation codes and considering the precise attributes of the measurement equipment in the input program, 

it is possible to accurately compute the photopeak efficiency under different conditions without conducting 

experimental measurements. 

Keywords: HPGe detector-, dead layer-, Geant4 and MCNP Monte Carlo code-, photopeak efficiency  

 

INTRODUCTION: 
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Semiconductor detectors, including germanium and silicon, together with scintillation detectors, are 

employed to quantify radiation levels in environmental samples. Out of these options, high-purity 

germanium semiconductor detectors are preferred because of their high efficiency and precise ability to 

differentiate energy levels when compared to other detectors[1]. In order to quantify the radiation levels in 

samples, it is important to ascertain the efficacy of the detectors. Direct measurement can be accomplished 

by utilizing relative and absolute standards, empirical calculations, semi-empirical calculations employing 

different parameters of the detectors or interaction processes, and Monte Carlo simulations[2]. In order to 

accurately calculate efficiency, it is necessary to have comprehensive understanding of detector parameters. 

This includes knowledge of the composition and geometry of detector materials, information about 

attenuation coefficients and material densities for efficiency calculations, as well as an understanding of 

semiconductor effects such as particle interaction with electrodes and Coulombic fields[3]. Monte Carlo 

simulation (MC) approaches can be used when there is accurate knowledge on the composition and 

geometry of the detector. Currently, there are other techniques available, such as MCNP6 and GEANT4, 

which can be used to trace the movement of gamma -rays[3, 4]. These methods enable more precise 

calculations of detector efficiency and better understanding of measurement data. Monte Carlo 

programming methods offer various advantages, such as the ability to quickly compute the absolute 

efficiency of the detector-sample system. Using solely the information regarding the composition of the 

detector and the standard sample, one can readily compute the efficiency of the detector-sample system. 

Multiple variables impact the performance curve of a detector sample, which might have an impact on 

computational outcomes. The factors that need to be considered are the thickness of the window, the 

diameter and length of the crystal, the volume of the active detector, the distance between the tip of the 

collimator and the detector crystal, and the thickness of the dead layer (both front and lateral). Precise 

outcomes from calculations require accurate information regarding these components. Within a germanium 

detector with a p-type lithium diffusion junction, the diffusion of lithium into the germanium results in the 

formation of a layer where the collection efficiency of the accumulated charge is completely absent[5]. 

Measuring the thickness of the dead layer is a complex task, and manufacturers occasionally offer 

consumers with comprehensive details regarding the dead layer thickness. Nevertheless, simulation 

techniques can be employed to ascertain the thickness of the dead layer[6, 7]. Several research studies have 

been carried out to ascertain the thickness of the dead layer[8, 9]. This effort aimed to determine the most 

effective dead layer thickness and window thickness for BSI HPGe detectors (Baltic Scientific 

Instruments). To do this, two simulation methods were employed: Monte Carlo simulations using MCNP6 



15 

 

 

and Geant4 tools. These research have been undertaken to enhance the efficiency and precision of 

measurements, and their findings can be applied in the development and refinement of radiation detection 

systems. The present study seeks to examine the properties of HPGe detectors, namely the dead layer 

thickness and window thickness, and their impact on efficiency in two simulation techniques, MCNP6 and 

Geant4. These investigations were conducted to evaluate the influence of these properties on the 

performance of detectors in detecting and measuring radioactive materials. This data can enhance the 

precision and effectiveness of measurements, as well as optimize the design of detectors. 

RESEARCH THEORIES: 

The codes MCNP6 and Geant4 were utilized to compute the theoretical calculations. The computation 

process is described in a distinct manner below. 

--MCNP6 Simulation: 

The MCNP6 computer code was utilized to simulate the transportation of several forms of radiation by the 

Monte Carlo approach. This package incorporates diverse cross-section libraries that enable the simulation 

of many forms of radiation interactions in materials with varying geometries. Indeed, the MCNP code can 

tally pulses within a certain energy range, ranging from E1 to E2, and record these pulses in a designated 

cell that represents the active volume of a detector. These recorded pulses are then stored for subsequent 

analysis. One can determine the quantity of particles within the energy range of E1 to E2 that the source has 

effectively scattered and moved to the active detector volume by using the Tally F8 (Tally Pulse Height) 

card in the MCNP code. To find the experimental yield at energy 1E, divide the net peak area in the energy 

range E1-ΔE to E1+ΔE by the sample's activity, which is the number of particles that come from the source. 

The output value of Tally F8 corresponds to the detector efficiency at energy E1 within the energy range of 

ΔE1 [10]. To accurately simulate the efficiency of the sample-detector system, it is essential to have detailed 

knowledge about the components and structure of both the reference sample and the detector. 

Comprehensive information regarding the organization of containers that carry the reference samples, as 

well as the activity and detection system in the reference , is available[6]. 

--Geant4 Simulation: 

The CERN laboratory produced Geant4, which is open-source simulation software. This software was 

created with the C++ programming language and offers comprehensive functionalities for modeling and 
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simulating particle interactions with matter. Geant4 utilizes geometric and physical techniques to ascertain 

the trajectory and behavior of particles as they contact matter, which contributes to its high level of technical 

robustness. The simulation in this article utilized Geant4 software version 11.1.1. The 

G4EmStandardPhysics_option4 package has been used to model electromagnetic interactions. The choice 

of this package is based on its exceptional accuracy and precision in computing physics at low energies. 

The GPS (General Particle Source) type has been utilized with defined characteristics to model particle 

emission from the source. This method employs a spherically symmetric model to simulate the emission of 

particles. The code does not have any filters to analyze the spectrum within the active detector volume. The 

process of extracting the spectrum has been carried out utilizing the Event class. [11, 12]. 

 

  
b) a)   

Fig. 1. HPGe detector simulations (a) MCNP (b) Geant4 
EXPERIMENTAL 

Constructing the performance curve empirically requires using gamma standard sources. Reference 

materials (RMs) are highly valuable due to their distinct cores that possess a specified half-life and are 

reasonably cost-effective to manufacture[13]. Radioactive materials (RMs) contain radioactive nuclei that 

produce gamma photons with energy varying from 46.5 keV 210Pb to 208Tl 2614 keV[14]. The Atomic 

Energy Organization distributed reference materials in cylindrical canisters, with each container weighting 

300 grams. After applying a sample code  (such as VS, CS, and Sb), the specimens were rendered waterproof 

by using aquarium glue and then stored in the laboratory for at least 50 days. After a duration of 65.69 days, 

there is a 99.99 percent probability that the samples will achieve equilibrium. The samples reach 

equilibrium within a 50-day period, with an accuracy of less than 0.01 percent. Therefore, to guarantee the 

stability of samples for a prolonged duration, they are stored in the laboratory for a minimum of 50 days. 

The samples were examined with the Lsrmbsi software  (Spectroscopy of the samples) for a duration of 
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86400 seconds. This phase is crucial for the Gaussian development of the photopeak peaks. As the count 

rate below the peak rises, the intrinsic relative counting inaccuracy diminishes. The spectrum processing 

was performed using the Gamma Vision 32 Master2 software. 

Table 1. HPGe detector characteristics form BSI  

Substance Diameter (cm) Height (cm) 
Thickness 

(cm) 

Air (outside the detector and sample) 7.65 
19.1  (from the bottom 

of the crystal ) 
 - 

Active volume of the detector 5.9 
5.2 (from the bottom 

of the crystal ) 
 - 

Void (space between the germanium crystal 

and the aluminum window) 
5.9 0.6  - 

Void (cavity or pore) 0.74 4.55  - 

Aluminum window 5.9 0.06  - 

Aluminum holder 3.95 5.93 0.1 

Germanium layer 5.9 
5.035  (from the 

bottom of the crystal ) 
0.165(0.01) 

 

 

Results and discussion 

Using RMs and the Maestro II Gamma Vision 32 software, it was possible to obtain the performance values 

for the available energy in these reference materials. The performance of the detector using reference 

materials (RMs) can be shown in Table 3 of the reference[6]. The performance curve was generated using 

the Matlab software based on the data presented in Table 3. Equation (1) represents the correlation between 

performance and energy in the form of a Gaussian function [15] 

𝐸𝑓𝑓 = 𝑎1𝑒
−(
𝐸−𝑏1
𝑐1

)2
+ 𝑎2𝑒

−(
𝐸−𝑏2
𝑐2

)2
                                    (1) 

The variables a1, b1, c1, a2, b2, and c2 are responsible for representing the values 1.666, 292.200, 107.600, 

300.407, 695.1, and 935 respectively. Kilo-electron volts (keV) serve to measure both the experimental 

efficiency and the energy of gamma radiation. 

The efficacy of the detector-sample system was assessed using Geant4 simulation methods for various 

thicknesses of the detector window. The outcomes of the computations are presented inTable2. Figure3 

illustrates the correlation between efficiency and energy across different thicknesses. 
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Table 2. Measured values in simulation and experimental. 

Correction Factor (CF) Efficiency Energy 

MCNP
Exp⁄  Geant4

Exp⁄  MCNP Geant4 .Experimental .  

1.525024 1.593709 0.012813 0.01339 0.008402 63.29 

1.096906 1.046448 0.031378 0.029935 0.028606 295.22 

1.106124 1.062535 0.027797 0.026702 0.02513 338.32 

1.060972 1.003442 0.026891 0.025433 0.025346 351.93 

1.179565 1.111454 0.017254 0.016257 0.014627 583.19 

1.100013 1.023421 0.01664 0.015481 0.015127 609.31 

1.064124 1.00752 0.012013 0.011374 0.011289 911.25 

1.030163 0.959356 0.00825 0.007683 0.008009 1460.83 
 

 

 

Fig. 2. Efficiency vs. Energy Plot (Simulation vs. Experimental Comparison) 
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Fig. 3. Efficiency variations as a function of energy for different thicknesses of the window using Geant4 

method . 
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Fig. 4. relative differences in efficiency ratings between the experiment and the Geant4 simulation 

 

Fig. 5. Illustrates the variations in efficiency concerning window thickness at an energy level of 1460 MeV . 

Conclusions 

The data presented in Table 2 shows an accurate correlation between the simulated data acquired by 

MCNP6 and Geant4 and the experimental data. According to an analysis using the Geant4 technique, the 

thickness of the window has an impact on its efficiency at lower energy levels. However, when energy 

levels are increased, the effectiveness remains nearly constant regardless of the thickness. Figure 3 

illustrates the fluctuations in energy efficiency across five different window thicknesses, specifically 0.6 to 

4 millimeters. At lower energy levels, the effectiveness of the narrower window aligns with the Geant4 

simulation outcome (0.00133). However, at a thickness of 4 millimeters, it diverges from this number. 

Conversely, as the energy levels rise, the efficiency diverges from the Geant4 simulation outcome (0.0076) 

for window thicknesses of greater thickness; however, it tends to approximate this number when the 

thickness reaches 0.6 millimeters. The efficiency differences in relation to energy for two different window 

thicknesses, namely 0.6 and 0.8 millimeters, are depicted in Figure 4. The observed correlation between 

thinner and closely spaced thicknesses and their efficiency indicates a notable degree of concurrence. The 

previous paragraph explains that the most effective type of graph for displaying efficiency statistics is a 
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power function plot. The graph demonstrates that a power function with the equation y=0.0076  x (-0.03051) 

may model efficiency, and it has a linear regression coefficient of R2=0.95. 
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Abstract 

Considering the need and wide application of neutron detectors in the nuclear industry, their design and 

construction is considered a necessity.  Since the efficiency of superheated emulsion detectors for thermal 

neutrons is low, in this research, Freon-12 superheated emulsion detector has been developed to detect 

thermal neutrons. For this purpose, using 3.4% (by weight) lithium chloride salt, a superheated emulsion 

detector was made in the neutron laboratory of Amirkabir Faculty of Technology, and its performance was 

investigated. In addition to fast neutrons, the manufactured sample is also sensitive to thermal neutrons. 

Also, by using the Am-Be neutron source, the response of the superheated Freon-12 emulsion detector 

containing lithium ion was compared with the response of the superheated Freon-12 emulsion detector in 

the thermal neutron field. The sensitivity of the developed detector to thermal neutrons was determined to 

be 3.2 bubbles/µSv and it was found to be increased compared to the values reported by other researchers. 

Keywords: Superheated emulsion detector, Thermal neutron, Sensitivity of detector, LiCl. 

INTRODUCTION 

A superheated emulsion detector (SED) is a collection of tiny superheated liquid halocarbon droplets 

suspended in an immiscible viscoelastic gel. Since the late 1970s, when Apfel introduced the superheated 

droplet detector [1], it has been widely employed as a tool for monitoring, dosimetry, and spectroscopy in 

the fast neutrons field. A good neutron detector should possess the capability to detect a wide range of 

neutron energies. Although the SED offers various benefits such as ease of preparation, direct reading, 

low cost, insensitivity to gamma-ray, portability, the ability of passive usage, and ease to use, its 

sensitivity to thermal neutrons is negligible [2]. 
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Several 6Li-based SEDs, including SDD-C318 [3] and BDT [4], have been developed for thermal neutron 

detection. Due to the limitations imposed by their chemical formulas, it is difficult to modify the 6Li 

concentration in order to improve the sensitivity of these SEDs for thermal neutron detection. Also, among 

the halocarbons, only Freon-12 (CCl2F2) demonstrates little sensitivity to thermal neutrons [5]. As a result, 

the SED containing Freon-12 is a suitable choice for adding lithium compounds. 

In this study, we have used Freon-12 as a superheated liquid in the detector. Using experimental and 

simulation results, samples made of ordinary SED and lithium-bearing SED were studied. The results show 

the improvement of the response of the lithium-bearing SED in the thermal neutrons field, hence the 

developed detector is a suitable alternative to the simple type and can be used in a wide range of energy of 

thermal to fast neutrons. Also, the sensitivity of the lithium-bearing SED was compared with the sensitivity 

of the commercial sample BDT. 

RESEARCH THEORIES 

Lithium-bearing SED thermal neutron energy responses are proportional to the exoergic 35Cl(n,p)35S and 

6Li(n,α)3H capture reactions. Based on Sitze's [6] thermal spike theory, the formation of bubbles in SEDs 

can be explained. As a result of thermal neutron interactions with lithium in the host medium and chlorine 

in the superheated liquid, alpha, and sulfur particles are produced, respectively. Due to the deposit of the 

kinetic energy of these charged particles into the droplet, a sequence of small vapor bubbles of different 

sizes is formed along the radiation path. If the radius of the bubbles exceeds the critical radius (rc), the 

bubbles will grow until the entire droplet evaporates and becomes an observable bubble. If the radius of the 

bubbles is smaller than the critical radius (rc), they shrink back to liquid due to surface tension. The amount 

of energy and the critical size for bubble formation depends on the composition of the detector. As 

illustrated in Figure 1, the critical radius(rc) is calculated based on the surface tension γ(T) (N.m-1) of the 

liquid at temperature T, the difference ΔP (Pa) between the superheated liquid's vapor pressure (Pv), and 

the external pressure on the viscoelastic gel's surface (Po), which are as follows: 

𝑟𝑐 =
2𝛾(𝑇)

∆𝑃
=

2𝛾(𝑇)

(𝑃𝑣 − 𝑃𝑜)
                                                 (1) 
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The minimum energy required to form a vapor bubble with a critical radius using classical thermodynamics 

is: 

𝑊 =
16𝜋𝛾3(𝑇)

3(𝑃𝑣 − 𝑃0)2
                                       (2) 

 

 

Fig 1. Schematic diagram of the pressure associated with a droplet surrounded by gel shows an SED 

 

A charged particle’s deposited energy is proportional to its stopping power (dE/dx). Only a small percentage 

of the energy deposited by the charged particles at a distance of 2rc contributes to bubble formation [7], as 

defined by the thermodynamic efficiency of nucleation (η). Therefore, the condition for bubble formation 

is: 

𝜂(2𝑟𝑐) (
𝑑𝐸

𝑑𝑥
) ≥ 𝑊                                (3) 

In Table 1, the physical parameters of Freon-12 are listed at ambient pressure (Po =1atm), where the 

efficiency factor is taken as η=4% . 

 

 

 

 

 

 

Table 1. Physical parameters of Freon-12 (CCl2F2) at 25℃ [8] [9] 

Freon-12 (𝐶𝐶𝑙2𝐹2) Parameter  

25 Temperature (𝑇) [℃] 
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1.311 Density (𝜌) [𝑔. 𝑐𝑚−3] 

9.013 Surface tension (𝛾(𝑇)) [𝑑𝑦𝑛 𝑐𝑚−1] 

6.43 Vapor pressure (𝑃𝑣) [𝑎𝑡𝑚] 

5.43 Degree of superheated (∆𝑃 = 𝑃𝑣 − 𝑃0  ) [𝑎𝑡𝑚] 

0.0328 Critical radius (𝑟𝑐 = 2𝛾(𝑇) ∆𝑃⁄ ) [𝜇𝑚] 

0.253 The minimum energy required to transform a microbubble into a 

visible bubble (𝑊 =
16𝜋(𝛾(𝑇))

3

3(∆𝑃)2
 ) [𝑘𝑒𝑉] 

6.32 Minimum energy required for bubble formation (𝐸𝑚𝑖𝑛 = 𝑊 𝜂⁄ ) 
[𝑘𝑒𝑉] 

𝑑𝐸 𝑑𝑥⁄ ≥ 96.417 (
𝑑𝐸

𝑑𝑥
≥

𝑊

2𝜂𝑟𝑐
) [𝑘𝑒𝑉 𝜇𝑚−1] 

 

Different charged particles deposit different amounts of energy due to their different linear collisional 

stopping powers. It is possible to calculate their energy deposited at a given distance based on its stopping 

power. Table 2 presents the stopping power and the range of charged particles from 6Li and 35Cl interactions 

in Freon-12 (ρ=1.311 gcm-3 at 25 ℃) as calculated using the SRIM code [10]. 

Table 2. The stopping power and the range of charged particles in SED calculated by SRIM code 

Density: 1.311 g/cm3 Freon-12 (CCl2F2) 

Reaction 𝐿𝑖3
6 (𝑛. 𝛼) 𝐻1

3  𝐶𝑙17
35 (𝑛. 𝑝) 𝑆16

35  

Products Α 𝐻1
3  P 𝑆16

35  

Energy (MeV) 2.05 2.73 0.598 0.017 

Range (µm) 13.36 76.53 14.89 0.0463 

Stopping power (keV/µm) 139.2 24.02 28.01 42.98 

 

According to Table 2, sulfur ion can lead to the formation of bubbles by depositing its energy at a distance 

of less than 2rc, and if alpha is produced up to a distance of 10.16 microns from the drop, it can deposit the 

energy necessary for the formation of bubble inside the drop [11]. 

EXPERIMENTAL 
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Two types of detectors, ordinary SED and lithium-bearing SED were fabricated to investigate their response 

to a thermal neutron field. All chemical materials required to prepare the host medium for detectors were 

provided by MERCK company and Freon-12 was supplied by ISCOEN company. In this study, ordinary 

SEDs were prepared according to the method described by Raisali et al [12]. To prepare the host medium 

for the lithium-bearing SED, the solution of 35% polyacrylamide, 3.4% LiCl, and saturated CsCl was 

applied. Droplets were homogeneously distributed in the gel by adjusting the density of the host medium 

to Freon-12's density. 

In the 13x100mm screw cap test tube, 3 ml of the mixture was transferred, and 0.01 ml of Ammonium 

Persulfate solution (10% w/v) was added as the initiator. A water aspirator degassed the test tube, and then 

0.01 ml of Tetramethylenediamine (TEMED) was added before sealing. The test tube was then frozen in 

the dry ice-ethanol bath. In the next step, 0.02 ml of liquid Freon-12 was transferred to the test tube using 

an adjustable volume micropipette, sealed, and placed in an ice bath until liquefied. The Freon-12 liquid 

was broken down and dispersed in the gel with a vortex shaker at 2,600 rpm. To deactivate SED against 

neutron radiation, an additional amount of Freon-12 was added to pressurize the gel medium. Lastly, the 

test tube was sealed and put in an ice water bath to complete the polymerization process. 

During the emulsification process, where the superheated liquid is stirred or shared in a gel medium to form 

an emulsion, various sizes of drops can be formed [13]. Also, the larger droplets have a greater probability 

of vaporization than the smaller ones [14]. In Fig. 2, droplet sizes were measured using a digital microscope 

in randomly selected slices of the gel. It can be observed that superheated droplets of non-uniform size 

were dispersed in the gel. As a result, the bubble size will be different. Since droplet size determines bubble 

size, not neutron energy [15], bubbles of different sizes are expected to appear after irradiation. 

 

Fig.2. The droplet sizes are non-uniform 
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To irradiate SEDs, an Am-Be neutron source with activity 15ci and emission rate 3.3 x 107 n.s-1 was used 

in the neutron laboratory at Amirkabir University of Technology. Stainless-steel cylindrical containers with 

a diameter of 4.02 cm and a height of 13.72 cm held the source. It was placed at the center of a cylindrical 

steel tank filled with water, measuring 1.5 meters high and 77 cm diameter. According to Fig. 3, iron 

cylinders were arranged in the water around the source at different distances from each other. These 

cylinders were used to irradiate SEDs with thermal neutrons. 

 

Fig. 3. Am–Be source is placed at the center of the iron tank containing water 

 

The laboratory temperature during irradiation was 25℃. To activate SED, excess Freon-12 was released 

and SED temperatures dropped due to Freon-12 evaporation. After half an hour in the radiation room, the 

detector temperatures reached equilibrium with room temperature. By simultaneously exposing both types 

of SEDs to thermal neutrons, their response was investigated. According to the research done by Rezaei et 

al [11] on the proportionality of the number of bubbles formed in the fabricated SED with the neutron flux, 

the detector's sensitivity can be estimated. The SED sensitivity, expressed in bubbles/μSv, is calculated as 

follows [16]: 

𝑆 =
𝑁

𝐻∗(10)
                            (4) 

Where N represents the number of bubbles recorded by the detector when exposed to the ambient dose 

equivalent H*(10) [16]. The H*(10) was estimated using the conversion coefficients of neutron fluence into 

ambient dose equivalent based on ICRP publication 74, in MCNP code with DE and DF card and tally 

command F4. [17]. 
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Results and discussion 

To compare the performance of the fabricated SEDs, their responses were determined at different distances 

from the neutron source. For this purpose, the ordinary and lithium-bearing SED was simultaneously placed 

at distances of 15, 25, 35, and 45 cm from the source. Hence, iron cylinders were selected in the water tank 

around the source in the mentioned intervals. These places are illustrated in Figure 4. After thermal neutron 

exposure, the number of bubbles formed was counted with the naked eye. The four SEDs for each distance 

were considered in order to minimize measurement uncertainty and avoid bubble overlap.  

 

Fig. 4. Schematic view of the source, cylinders, and detector’s location in Monte Carlo calculation 

 

Figure 5 show, respectively, (a) the fabricated Li-bearing SED with additional freon in an inactive state, 

(b) the SED after the extra freon is removed and before irradiation, and (c) the SED with bubbles appearing 

after irradiation. 
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Fig. 5. (a). Inactive Li-bearing SED, (b) Active Li-bearing SED before irradiation, (c) Li-bearing SED after 

irradiation 

The response of fabricated SEDs to a thermal neutron field at room temperature is provided in Table 3. In 

addition, In the fifth row, the flux reported by Rezaei et al.  [11] is presented in the desired locations, which 

has been validated. In this way, the MCNP code was implemented using the geometry and data used by 

Rezaei et al.,  [11] as well as the conversion coefficients of neutron fluence into ambient dose equivalent 

based on the ICRP 74 publication, which are presented in the final row as ambient dose equivalents. 

Table 3.  the number of bubble formation in ordinary SED and Li-bearing SED in different distance of Am-Be 

source at given irradiation time 

Distance (cm) 15 25 35 45 

Time of irradiation (s) 600 600 1200 1200 

Average number of bubbles in 

ordinary SED 

5.00±1.00 4.00±1.50 2.00±0.50 1.00±0.50 

Average number of bubbles in Li-

bearing SED 

73.00±23.01 18.00±2.62 4.00±0.70 3.00±0.01 

Flux (n/cm2.s) 262.70×102 53.70×102 10.90×102 3.15×102 

Ambient dose equivalent (µSv) 83.20 13.74 1.37 0.40 

 

As can be observed, in both types of SEDs, fewer bubbles were formed with increasing distance. 

Furthermore, lithium-bearing SEDs form more bubbles than ordinary SEDs due to the presence of lithium 

in the host medium. These differences are shown in Fig. 6.  
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Fig. 6. Response variation of ordinary SEDs and lithium-bearing SEDs in a thermal neutron field 

Figure 7 illustrates the trend of Li-bearing SED response changes and ambient dose equivalent according 

to the distance from the neutron source. Their distributions are well aligned, as can be seen. Based on 

equation (4), the sensitivity of the detector was measured at the desired locations and its value was estimated 

to be around 3.2 bubbles/mSv on average. Other researchers have reported various BDT sensitivity values 

listed in Table 4. 

 

Fig. 7. The Li-bearing SED response and the amounts of ambient dose equivalent in a thermal neutron field 
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Table 4.  SED sensitivity compared to reported values of BDT 

Sensitivity (bubbles/µSv) Ref  

0.2-0.5 [18] ICRP 74 

2.7 [19] NCRP 38 

2-3 [20]  

0.37-0.41 [16] NCRP 38 

3.2 This work ICRP74 

 

The sensitivity of the SEDs to thermal neutrons is determined by the amount of lithium and the number of 

drops [21]. The Li-bearing SED sensitivity is higher than the BDT sensitivity reported by researchers. There 

are several reasons for this difference.  

Due to the various read-out methods, the number of bubbles counted at Li-bearing SED is higher because 

the automatic reader used at BDT does not count the bubbles located at the curved end of the detector, 

which explains their smaller sensitivity [4]. 

The BDT sensitivity was calculated by averaging the sensitivities at 5 different temperatures (20, 24, 28, 

35, and 37 ℃), while the Li-bearing SED sensitivity was determined at a temperature [18]. 

The Li-bearing SED sensitivity is based on the fluence to ambient dose equivalent conversion coefficients 

of ICRP 74. In contrast, BDT used different coefficients based on NCRP 38 or ICRP 51 [18]. 

The host medium of Li-bearing SED is a gel, while the BDT host medium is a firm polymer. the 

procedure of bubble formation in the gel is faster than in polymer [22]. Hence more bubbles are formed in 

Li-bearing SED compared to BDT. 

 

Conclusions 

Two types of ordinary SED and Li-bearing SED were fabricated and the response of two detectors to a 

thermal neutron field was investigated. An increased response was observed for the Li-bearing SED. In 

addition, by computing the ambient dose equivalent, the sensitivity of this detector was estimated, and it 

was compared with the value reported for the commercial model BDT. The results show that Li-bearing 
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SED is more sensitive than BDT. This can be caused by the difference in the type of the host medium, 

bubble recording methods, and conversion coefficients utilized to determine the ambient dose equivalent. 

Considering the effect of the number of droplets on the sensitivity of the detector, increasing the volume of 

freon-12 can be implemented in order to improve the sensitivity of this detector to thermal neutrons. 
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Abstract 

Defect measurement in radiography of welding objects and improved visualization of the defects are very important 

tasks for welding inspection.  One of the most widely used Non-Destructive Testing methods is the industrial 

radiography testing, which is used to check internal and volumetric defects of heat affected zone (HAZ) in weldments. 

In this method, X- or gamma rays are used for obtaining industrial radiography images. Radiography can be carried 

out by conventional films or by digital radiography methods. Due to the inherent scattering of the photons and some 

other phenomena such as noise of the system, the radiographs are suffered from some amount of blurriness. 

Therefore, it is necessary to use image processing to increase the contrast of the radiographs and help to radiography 

interpreter for a better identification of the defective areas. In this research, curvelet transformations have been used 

to improve the quality of the radiographic images and for the sizing of the defects. This transformation is a new type 

of multi-scale analysis algorithm that has been developed to solve the basic problems of wavelet transformations in 

detecting the edges and the curves region. The size of Duplex IQI (DIQI) and conventional IQI lines are also used to 

measure the defect size. The results show that curvelet transformation is effective in extracting the information of the 

edges of the radiographs, and for the sizing of defect measurements by two mentioned methods on these reconstructed 

images are remarkably close to each other.  

Keywords: X-ray imaging, industrial radiography, defects measurement, image processing, Curvelet method 

INTRODUCTION 

Welding defects caused by various factors will cause problems and as a result, a lot of costs. When the pipes are 

loaded in high pressure and heat, small cracks and small defects cause serious damage to the pipe, and these defects 

cause many life and financial risks. Radiography testing (RT) method is one of the approved methods among non-

destructive tests [1]. In transmission mode of industrial radiography, an X-ray or gamma source is placed on one side 

of the object being studied, and a detector is placed on the other side of the object. Industrial RT can be implemented 

by three methods: radiography with the conventional films, computed radiography (CR) and digital radiography 

(DR). In CR; instead of traditional X-ray; film, cassettes with a phosphor plate use photo-stimulated luminescence 
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screens to capture the radiographs. DR using flat panel detectors produces a digital radiograph instantly on a 

computer. This technique uses x-ray sensitive plates to capture data during object examination, and immediately 

transfer the data to a computer without the use of an intermediate cassette [2-3]. 

In x-ray systems, there is intrinsic noise such as photon scattering, and also electronic equipment and data acquisition 

systems noise that cause blurriness in the radiograph. The blurriness of the radiograph makes the edges of the image 

not well defined and during inspection experts of radiography determine the size of the defects with difficulties [4-

7]. 

Although it is not possible to completely eliminate the noise in the radiographs, the radiograph quality can be 

improved by noise removal algorithm [5-6]. There are a variety of image processing methods to improve the quality 

of radiographs, such as median smoothing, Gaussian smoothing, and wavelet methods. Wavelet Transform 

decomposes a function into a set of wavelets, that a wavelet is a wave-like oscillation that is localized in time. Lilly 

et.al [7] introduced the generalized morse wavelets as a superfamily of analytic wavelets and Cunha L. [8] explained 

theory, design and applications of the Non subsampled Contourlet transform. Kiapasha et al. [9] estimated the wall 

thickness of pipes using digital radiography and three wavelet methods. They used the wavelet transform (WT), 

Gabor Filters (GF) and shearlet transform (ST) with the background-removing algorithm. Curvelet transformation is 

a new type of multi-scale analysis algorithm that is developed to solve the fundamental problems of wavelet 

transformations in the detection of edges and curves [10,11]. It is used in data compression, pattern recognition, and 

other applications. There are different image processing methods that are more complicated but it is better define the 

feature of the  images. One of these methods is Curvelets algorithm that is a non-adaptive technique for multi-scale 

object representation. A curvelet transform differs from other directional wavelet transforms in that the degree of 

localization in orientation varies with scale. For a wavelet transform, the squared error is as O(1/𝑛) for n wavelet. 

The curvelet transform allows it to achieve O(log n)3/n2) [8-9]. 

The study reported the application of a curvelet algorithm to radiographs of the welded plates with the aim of 

improved visualization of the defects. The curvelet was applied to radiographs with unknown type noise, and quantity 

of the noise was estimated as background of the radiographs. Then the background was subtracted from the original 

radiographic images to form the final processed images, and the defects size ware measured by Image Quality 

Indicator (IQI) and Duplex IQI (DIQI).  

RESEARCH THEORIES 

The Curvelet transform is a multiscale directional transform and a higher dimensional of the Wavelet transform 

which allows an optimal non adaptive representation of edges designed to represent images at different scales and 
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different angles. The curved singularities are approximated with some coefficients and in a non-adaptive 

representation named "curvelets". The curvelets remain coherent waveforms under the action of the wave equation 

in a smooth medium [10,11]. Wavelet transform in signal analysis considers a family of dilated and translated 

function: 𝜳𝒋.𝒌 = 𝟐
𝒋
𝟐⁄ 𝜳(𝟐𝒋 ∙ (−𝒌)) . 𝒋. 𝒌𝝐𝒁, generated by one mother wavelet 𝚿𝛜𝐋𝟐(𝐑), and being an orthonormal 

basis of L2 (R ). Then, each signal f ϵ𝐋𝟐(𝐑) represented in a wavelet expansion [8] 

𝒇 = ∑ 𝑪𝒋.𝒌𝒋.𝒌 (𝒇)𝜳𝒋.𝒌                               (1) 

where 𝑪𝒋.𝒌(𝒇) = 〈𝒇.𝜳𝒋.𝒌〉 are the wavelet coefficients. Here 〈∙.∙〉 denotes the scalar product in 𝐋𝟐(𝐑). It is necessary 

to transfer this process to two-dimensional mode for image analysis and to include a special non-rotation in it. 

Therefore, based on the basic elements, a basic curvelet 𝜳 is generated. Using the translations, dilations and rotations 

of 𝜳, the Curvelet family will be created. Therefore, the curvelet construction is now based on the following two 

main ideas [10-11]. 1) Consider polar coordinates in frequency domain. 2) Construct curvelet elements being locally 

supported near wedges according to Fig. 2, where the number of wedges is 𝑵𝒋 = 𝟒 ∙ 𝟐
[
𝒋
𝟐⁄ ]

 at the scale 2-j , i.e., it 

doubles in each second circular ring. The advantage of curvelet transform are: Better sparse representation of the 

object along with the edges is possible. Good image reconstruction is possible under difficult conditions. In wave 

propagators an optimal-sparse representation is possible. 

 

Fig.1 Tiling of the frequency domain into wedges for curvelet construction [10]. 

Applying curvelet transformation to radiographs of the welded plates can be summarized as follows [8-9]: 

1. Reading the image,  

2. Obtaining a fast digital curvelet conversion based on wrapping and obtaining the curvelet coefficients for 

background removal method.  
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3. Thresholding applied on the curvelet coefficients,  

4. Obtaining the inverse fast digital curvelet transform from the obtained threshold coefficients and obtaining the 

improved image. 

5. Subtracting the main image to the output of the curvelet transformation algorithm [7-9]. 

EXPERIMENTAL 

Radiographic images were acquired of many welded plates using an X-ray machine and computed radiography (CR)), 

a photograph of the welded plate examined is shown in Fig. 2-a. the dimensions of plates are 10cm x 20cm. The X-

ray beam was set to 160 kV and 1500 mAs, the source-to-film distance (SFD) was set to about 100 cm, and a thin 

lead plate was placed behind the CR plate to reduce the noise associated with the detection of back-scattered radiation. 

The X-ray image acquisition set-up for transmitted mode was shown in Fig. 2-b. The CR plates were scanned with a 

laser scanner of a nominal diameter of 50 μm in accordance to standard procedures [12–14] and IQI and DIQI were 

used to determine the image quality.   

   

a                                                                                     b 

Fig. 2. (a) a photograph of welded plates, (b) The X-ray image acquisition set-up for transmitted mode 

Some standard images from one of the industrial radiography databanks, i.e. GDXray is used for comparison of the 

results [15]. 
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Results and discussion 

In this study, the curvelet transformation methods were employed to the acquired welded plates. The radiographs 

were procured as described in ’experimental section’. In Fig. 3, two typical digitized radiographs of the welded plates 

were shown. The radiograph of plates are very blurry due to scattered x-ray and noise, the radiograph are foggy and 

the defects region is hardly recognizable. To remove the blurriness and detecting the defect region, the reconstructed 

images was presented buy curvelet algorithm in Fig. 4. The fog level of the radiograph is unknown, therefore, we 

used the curvelet algorithm for background removal. First, a smoothed image was reconstructed with the change of 

parameters in the algorithm according to ’research theory section’. Then the smoothed part is subtracted to the 

original radiograph. We consider j=5 and k=10 for the best reconstruction. The comparison of Figs .  3 and 4 shows 

that the edges are sharper and the defects areas (the markers ’C’, ’I’, ’G’,’K’ ’L’ and ’M’) , the IQI lines (the 

markers’A’, ’D’, ’F’ and ’H’ ), DIQI (’B’ and ’G’) of the lead ruler  ( the marker ’E’) are better seen in the 

reconstructed images. The defect region such as the crack and pores are visualized in the reconstructed images.  

  

a                    

A B 

C 

D 

E 
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                                                 b 

Fig. 3. two typical digitized radiographs of the welded plates a) plate1 b) plate 2  
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b 

Fig. 4. the reconstructed images for radiograph of  a) plate1 b) plate 2 

For evaluated the size of defects, we use to the distance to the first and the second lines in the IQI and DIQI. 

Considering that the distance between these lines is 5 mm according to Standard ASTM E-747-17 [10], the defects 

dimensions were calculated by measuring the pixels in the length and width of the defects and comparing them with 

the pixels between the first and second lines (Table. 1).  

Table 1.  The sizes of each defect (mm) 

 Plate1 Plate2 

 Marker C Marker I Marker J Marker K Marker L Marker M 

IQI 0.80 x14.16 6.13 x3.136 9.50 x4.32 5.91 x10.90 6.36 x6.18 2.95 x2.04 

DIQI 0.71 x12.14 6.75 x4.00 10.50 x4.75 6.50 x12.00 7.00 x7.50 3.25 x2.25 

 

It should be noted that any mathematical algorithm can show different features of images. In some 

algorithms, the extracted features may not have a significant difference in  the outputs. The output of curvelet 

transform is compared with the wavelet Transform (WT) in Fig.5 for a radiograph of the welded objects. The crack 

F 
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regions is visible on the left side of the radiograph in Fig.5-a and the IQI region are not visible on the image. The 

reconstructed images by the curvelet transform and WT are shown in Figs. 5-b and c. The comparison of two Figs.5 

b and c shows that the crack and IQI regions are more clear than the original radiograph, the curved areas in the root 

welding are more distinct on the curvelet image.  

Conclusions 

In this research, the size of the defects in the welded plates were measured with the curvelet method and scaling using 

IQI and DIQI. The results show that the curvelet method has a suitable ability to detect the edges. The defect region 

is clear by detecting the faded edges. The defect size was calculated using known distance between the first and 

second lined in IQI and DIQI. The results show that the obtained sizes are close to each other. The difference between 

measured sizes is due to the user's error in measuring the number of pixels on the image. 

 

 

a 

 

   
                         b                                                               c 

Fig. 5. a) the original radiograph [15], b) the reconstructed image for the curvelet transform and  c) WT 
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Investigating the effect of megavoltage energy photon beams on the radiosensitivity level of 

cervical cancer cells in presence of dextran-coated iron oxide nanoparticles (Paper ID : 

1476) 
Abstract 

Purpose: Use of nanotechnology is increasing in various fields of medical sciences including diagnosis and 

treatment. Iron nanoparticles have been proposed as contrast material in medical imaging and as physical 

radiation sensitizers in radiation therapy due to their high atomic number. The aim of this in-vitro study 

was to investigate the energy effect of photon beams on the radiosensitivity effect o created in cervical 

cancer cells (HeLa cells) in the presence of dextran conjugated iron oxide nanoparticles. 

Materials and methods: HeLa cervical cancer cells were cultured as a monolayer and the cellular toxicity 

of the nanoparticles was performed on them at different concentrations and incubation periods. Then, in 

order to investigate the radiosensitivity effect of the nanoparticles (at concentrations of 20 and 50 μg/ml) 

on these cells, MTT assay method was used. Irradiations were performed in different doses using 6 and 18 

megavoltage photon beams. 

Results: No significant cytotoxicity was observed in treatment of the cells with the nanoparticles in 

concentrations up to 50 μg/ml (P>0.05).  Irradiating the cells with 18 MV photons in presence of the 

nanoparticles showed more radiosensitization effect relative to 6 MV photons (P<0.05). Dextran coated 

iron oxide nanoparticles showed more radiosensitivity effect at a higher concentration value. Dose 

enhancement factor values at concentrations of 20 and 50 µg/ml for 6 and 18 MV photon beam irradiations 

were obtained 1.19±0.15 &1.61±0.11, and 1.49±0.11 & 2.25±0.44, respectively. 

Conclusion: Using dextran coated iron oxide nanoparticles in accompany with megavoltage photon beams 

irradiations significantly enhances radiation cell-killing effect, which can be considered in radiation therapy 

of cancer. 

Keywords: Radiotherapy, Radiosensitivity, Iron oxide nanoparticles, Dextran, Cervical cancer. 

Introduction 

Cancer is one of the main causes of death in worldwide [1]. The cervical cancer is the most common cancer 

in women [2]. Radiation therapy uses ionizing radiation especially high energy photon beams to destroy 

the cancer cells [3]. One of the main problems in this method is non-specific toxicity to cancer cells [4]. 

Reducing radiation dose of normal tissues without reduction in tumoral tissues̓ absorbed dose is desirable 

goal which can reduce the radiation side effects [5]. Use of radiosensitizers in cancer cells is one way of 



46 

 

 

increasing the radiation dose just in cancer cells without exceeding the maximum tolerable dose in healthy 

tissues [4]. In field of radiosensitization of nanoparticles, more studies have been done using metal 

nanoparticles such as gold nanoparticles, silver and other nanoparticles [6-11]; and relatively few studies 

have been performed using iron oxide nanoparticles [12]. Iron oxide nanoparticles (IONs) compared to 

other nanoparticles can be easily synthesized with a good control on their size, composition and shape [13]. 

Radiosensitization of IONs under the photon beams irradiations is due to the higher atomic number of Iron 

(Z= 26) compared with the effective atomic number of tissue (Z=7.5) which will increase the probability 

of absorption processes and secondary electrons [14]. These charged particles can result local damage to 

the DNA of cancer cells and are the main and most important objectives for biological effects [12,15,16]. 

In orthovoltage X-ray irradiations, dose enhancement is mainly due to increase in photoelectric interactions 

with these materials [17]. For higher-energy photons, the primary model of energy transfer to biological 

material, are Compton and pair production interactions [18]. The impact of energy of ionizing radiation in 

the radiosensitivity enhancement of  iron oxide nanoparticles especially in energies more than 6MV have 

not been comprehensively done. The aim of this in-vitro study was investigating the radiosensitivity effect 

of dextran coated iron oxide nanoparticles on cervical cancerous HeLa cells which irradiated with 

megavoltage (6 and 18 MV) photon beams. 

Materials and method 

Dextran-coated iron oxide nanoparticles 

Dextran-coated iron oxide nanoparticles (DIONs) were purchased from Sharif-Teb System (Tehran, Iran) 

which were synthesized by co-precipitation method [19]. TEM image of dextran-coated iron oxide 

nanoparticles is shown in Figure 1. 

 

Figure 1. TEM image of dextran-coated iron oxide nanoparticles. 
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Cell Culture  

HeLa cells were purchased from Pasteur institute (Tehran, Iran). These cells were cultured as monolayer in 

Dulbecco's Minimum Essential Media (DMEM) ( Lonza, Switzerland) containing 10% fetal bovine serum 

(Lonza, Switzerland) and 100 µg/ml penicillin/streptomycin and incubated at 37 °C containing 5% carbon 

dioxide and 85% humidity in T-75 flasks. Cells growth curve was plotted  based on daily counting living 

cells in 10 days by Trypan blue staining and also the approximate time which the cells reach to logarithmic 

phase were obtained. Before seeding in 96-well plates, the cells were cultured in T-75 flasks; and then when 

they reaches to more than about 70 percent confluency, they were detached by Trypsin-EDTA solution 

(Lonza, Switzerland) from the bottom flask and manually counted by phase contrast microscopy and 

Neubauer chamber. About 5000 cells/well were seeded in the plates. 

Cytotoxicity assay 

In order to study the cytotoxicity effect of the dextran coated iron oxide nanoparticles on the cells, 5× 103  

HeLa cells were cultured in 96-well plates. The nanoparticles were incubated with the cells at different 

concentrations including 0, 1, 5, 10, 20 and 50 µg /ml. MTT (3- (4,5-dimethylthiazol-2-yl) -2,5-

diphenyltetrazolium bromide, a tetrazol) assays were performed for all the cells groups after 6, 12 and 24 

hours of incubation. In MTT assay, tetrazolium solution (5 mg/ml) was prepared and filtered with 0.22 µm 

(Korea, SPL); then 20 µl of the solution was added to the wells and incubated for 4 hours at 37 °C. 4 wells 

were used for each concentration. After the aforementioned time, tetrazolium is metabolized and purple 

formazan crystals formed inside living cells. Then the supernatant of the wells drained off and 100 µl 

DMSO was added to each well until violet color solutions to be created. Then the optical density of the 

wells which is a criterion of cells viability level were measured by an ELISA reader (USA, Awareness) at 

570 nm wavelength.  

Irradiations  

Irradiations were performed using a linear accelerator (ELEKTA, England) in Imam-Reza hospital of 

Kermanshah (Iran). For measuring the radiosensitivity  enhancement of the nanoparticles, 5 103 HeLa cells 

per well was plated in 96-well plates and incubated with the dextran-coated iron oxide nanoparticles for 24 

hours at concentrations of 20 and 50 µg/ml. Then the plates were washed three times with PBS and fresh 

culture media were added; after that the plates transferred to the hospital via a portable incubator and were 

irradiated in presence or absence of the nanoparticles with different doses (0, 2, 4, 6, and 8 Gy) of 6 and 18 

MV photon beams. Treatment groups were consisted of radiation alone (in which the cells irradiated 

without before incubation with the nanoparticles) and radiation plus DIONs (irradiation with prior 
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incubation of the nanoparticles), and also the control group (cells only, or no radiation and no nanoparticles) 

all were cultured in 96-well plates and were placed under the same environmental conditions. After 48 

hours of irradiations MTT assay were performed for all groups. The experiments were repeated at least 

three times for each energy and concentration of the DIONs; and the results are reported as mean± standard 

deviation. 

Statistical Analysis 

All experiments were repeated at least three times and each experiment was done in triplicates. Results of 

1-sample K-S statistical test showed that distribution of data were not normal. There were significant 

differences in mean survival rates between the treated groups using Kruskal-Wallis. Mann-Whitney tests 

also were used to compare the difference between each two independent groups. 

Results 

Cytotoxicity of dextran coated iron oxide nanoparticles  

The results of cytotoxicity assessment of the nanoparticles on the HeLa cells showed significant difference 

between treated groups (in which the cells incubated with different concentrations of the nanoparticles 

including 1, 5, 10, 20 and 50 µg /ml for 6, 12 and 24 hours) and their control group (p < 0.05). Cells survival 

rates in all groups which obtained using MTT assay are shown in Figure 2.  

 

Figure 2. Cytotoxicity of the nanoparticles on the HeLa cell line. The cells incubated with different 

concentrations (0, 1, 5, 10, 20 and 50 µg/ml) of dextran coated iron oxide nanoparticles for 6, 12 and 24 

hours. 
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Radiosensitivity enhancement by the nanoparticles  

HeLa cells survival rate versus radiation absorbed dose of 6 and 18 MV photon beams is shown in Figures 

3& 4. Regarding to these figures, DIONs at concentrations of 20& 50 µg/ml can enhance the 

radiosensitivity of HeLa cells. Significant differences were observed in cells survival rates between the 

groups irradiated with 6 and 18 MV in presence of the nanoparticles (at concentrations of 20 & 50 μg/ml) 

at all doses (p <0.05). In other words, average percentage of cell survival was decreased at constant 

concentration (20 or 50 μg/ml) with increasing photon beams̓ energy from 6 to 18 MV.  

 

 

Figure 3. Comparison of the HeLa cells survival percentage which irradiated with 6 and 18 MV photon 

beams with and without prior incubation of the nanoparticles at concentration of 20 μg/ml.  

 

Figure 4. Comparison of  the HeLa cells survival percentage which irradiated with 6 and 18 MV photon 

beams with and without prior incubation of the nanoparticles at concentration of 50 μg/ml. 
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A comparison of the dose enhancement factor (DEF) values induced by the DIONs in Hela cells which 

irradiated with different doses of 6 & 18 MV photons is shown in Figure 5. The DEF values were calculated 

from dividing the cells̓ mean survival percentage of irradiation only (without nanoparticles) group by that 

of irradiation plus nanoparticles group. Enhancement of the radiosensitivity of the cells due to presence of 

the nanoparticles (which is indicated with DEF value) in 18 MV irradiations is relatively more than it in 6 

MV irradiations. 

 

Figure 5. Comparison of the dose enhancement factor values in the cells which incubated with the 

nanoparticles (20& 50 μg/ml) and irradiated with 6 and 18 MV photon beams. 

Discussion 

Dextran coated iron oxide nanoparticles enhanced the radiosensitivity of cancerous HeLa cells. Based on 

the enhanced permeability and retention (EPR) effect, nanoparticles with a selective absorption method 

accumulate in tumor cells [7,37].  Positively charged surfaces of nanoparticles facilitate penetration of 

nanoparticles  to the cells and cause cell damage through electrostatic interactions [38]. The main effects 

of radiation for killing the tumoral cells are DNA damages and chemical interactions caused by free radicals 

which are produced by the radiation [13]. The presence of high atomic number nanoparticles such as the 

DIONs inside the cells can increase damages to the cells and consequently lead to cell death. Also our study 

showed that these nanoparticles can be toxic for cancerous HeLa cells. As reported in previous studies, 

cytotoxicity of nanoparticles depends on many parameters including type, size and concentration surface 
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modification of nanoparticles as well as their incubation time and cell line [20-22]. A study has compared 

the cytotoxicity of several metal oxide nanoparticles in-vitro shows that iron oxide nanoparticles at 

concentrations of less than 100 μg/ml are safe and non-toxic [21]. The fracture of dextran and exposure the 

iron grains to cellular components and accumulation of them has been reported as a main reason for 

observed cytotoxicity of dextran coated iron nanoparticles [23].  

 However, we checked the effect of nanoparticles concentration and incubation time period in cytotoxicity 

level induced by the DIONs on HeLa cell line; this section was performed to obtain the optimum parameters 

(concentration and incubation time) in the main study. The main objective of present study was 

investigating the radiosensitization enhancement by these nanoparticles on cancerous cells in megavoltage 

photon beams irradiations, especially high energy photons. Some studies have focused on radiosensitization 

effect of high-Z nanoparticles especially gold nanoparticles [8,9,24,25], in orthovoltage and low MeV 

photon irradiations. In the case of orthovoltage X-ray irradiation, radiosensitization enhancement effect is 

due to increase in photoelectric interactions with these high-Z materials [26]. In interaction of megavoltage 

photons with materials such as tissue elements, important probable processes are Compton scattering, 

photoelectric, and pair production. If materials like tissue that often has a low atomic number are irradiated 

with 6 MV photons, Compton process will be the dominant interaction; however, with increasing photon 

energy over 6 MV the probability of pair production will be more significant [17,26,27]. The differences 

between the probabilities of various interactions in collision of photons with the tissue and gold and other 

metals such as iron   are due to differences in their atomic number. Iron atomic number is 26 while the 

effective atomic number of tissue is about 7.4 [17]. As mentioned above, Compton interaction is dominant 

process in collision of 6 MV photons with tissue, however there are still the significant probabilities of 

photoelectric and also pair production interactions [17]. The occurrence probabilities of photoelectric and  

pair production interactions varies as   Z^3/E^3   and Z^2, respectively [28]. Considering a given energy of 

photon (e.g. 6 or 18 MV beams) and under same conditions, photoelectric events in iron is (26/7.4)^3 or 43 

times more than it in soft tissue. Irradiation the cells with 18 MV photon beams in presence of the DIONs 

also leads to more absorbed energy due to increase in pair production interactions (which varies as Z^2) 

and therefore more biological damage occurs in the cells. However, a considerable number of  DIONs must 

be entered into the cells for having the significant increase in photon absorption by photoelectric or pair 

production interactions and consequently increasing the radiosensitivity of the cells. Most of former studies 

in the field of enhancing radiosensitivity of cancer cells in radiobiology have performed using gold 

nanoparticles [7,8,24,25,29]. However, in a similar study to our work, the DEF value of about 1.2 has been 
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reported due to use of dextran-coated iron oxide nanoparticles in DU-145 cancer cells accompany with 

megavoltage photon (6 MV) irradiations [12]. In present study, the average level of DEF in different 

radiation dose irradiations with 6 & 18MV was obtained as 1.19±0.15, 1.6±0.11 at concentration of 20 

µg/ml, respectively; and 1.49±0.11, 2.25±0.44 at concentration of 50 µg/ml, respectively for HeLa cells. 

Generally, various factors including cell line, type, size, concentration, and coating of nanoparticles, as well 

as beam quality affect the dose enhancement induced by nanoparticles [12,30-32]. According to our results 

and in consistency with the other works [12,30], the DEF level increases with increasing the concentration 

of the nanoparticles. This can be due to  further entry of the nanoparticles into the cells in higher 

concentrations; where a greater number of the high-Z nanoparticles in the cells during irradiation leads to 

more probability of interaction with photons and consequently production of  more free radicals and 

secondary electrons [33-35].These agents increase the damage to DNA of the cells [36]. In comparison 6 

and 18 MV results, we can say that enhancement of the radiosensitivity of the cells  due to presence of the 

nanoparticles in 18 MV irradiations is significantly more than (averagely 1.35 and 1.5 at concentrations of 

20 and 50 µg/ml, respectively) it in 6 MV irradiations. As previously mentioned, an increase in pair 

production as absorption processes in 18 MV irradiations than 6MV seems to be the cause of this difference. 

It also has reported that the probability of pair production events in interaction 18 MV photons with gold 

and aluminum is approximately 2.5 times greater than it  via 6 MV photons [17]. The use of none-toxic 

concentrations of DIONs inside cancer cells that have high atomic number relative to tissues, will increase 

the efficiency of cancer treatment. In other words using these nanoparticles selectively in cancer cells, we 

will able to decrease the prescribed doses of radiation and consequently decrease the radiation dose to 

normal tissues which is the major concern in radiotherapy.  This less radiation to healthy tissues surrounding 

the tumoral tissue led to lower side effects of ionizing radiation in normal organ at risk.  

Conclusion 

Using dextran-coated iron oxide nanoparticles in accompany with megavoltage photon beams irradiations 

significantly enhances radiation cell-killing effect, which can be considered in the treatment of cancer. 
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Abstract 

Scientists are currently exploring potential methods to increase food production while simultaneously 

ensuring environmental safety. One promising approach involves the utilization of Trichoderma spp., 

which has demonstrated the ability to enhance plant growth. Recent research has examined the impact of 

exposing Trichoderma afroharzianum and Trichoderma lixii to a 250 Gy dose of gamma radiation utilizing 

the Issoledovatle Gamma cell PX-30 device, which operates with Cobalt-60, to augment their growth-

promoting potential. Subsequently, the effects of gamma-irradiated Trichoderma spp. on rainbow trout 

fingerlings were evaluated. Ninety rainbow trout fingerlings, with an average weight of 61 ± 0.5 grams, 

which were separated into three groups: T. Afroharzianum (TM-1), T. Lixii (TM-2), and a control group 

(CL). The fish were fed for six weeks in a 300-liter tank. The outcomes revealed a noteworthy discrepancy 

in the antioxidant levels between the control and the treated groups. TM-2 exhibited the highest antioxidant 

levels, while TM-1 exhibited the highest safety indicators, which were significantly distinct from the other 

treatments. As a result, the study suggests that gamma-irradiated Trichoderma afroharzianum and 

Trichoderma lixii have the potential to improve certain antioxidant and immunity responses in rainbow 

trout (Oncorhynchus mykiss) fingerlings. 

Keywords: Trichoderma spp., immune indicators, antioxidant parameters, rainbow trout fingerlings, 

gamma irradiated. 

INTRODUCTION 

The escalation of the global population has engendered a concomitant demand for protein, resulting in a 

rise in the consumption of aquatic products, particularly fish [1]. Aquaculture production has emerged as 

the fastest-growing sector in the global economy, posting an average annual growth rate of 11% over the 

past two decades [2]. Cold-water fish has been the primary source of global fish production and has been 

extensively cultivated in various regions, including our country [3,4]. Rainbow trout, the most commonly 

cultivated fish globally, provides a valuable model for studying the toxicity level of some agents due to its 

susceptibility to pollution and genetic similarities to humans. This species has been extensively used for 
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research in diverse fields such as carcinogenesis, toxicology, comparative immunology, disease ecology, 

physiology, and nutrition [5]. 

Trichoderma are possibly the most widely used biocontrol agents worldwide. The Trichoderma spp. Is 

highly effective in controlling soil-borne fungi, as well as other pathogenic organisms, including bacteria, 

protozoa, nematodes, and viruses [6].  

Recent research aims to determine the sensitivity of immune and antioxidant responses in rainbow trout 

(Oncorhynchus mykiss) fingerlings to gamma-irradiated Trichoderma afroharzianum and Trichoderma 

lixii. 

EXPERIMENTAL 

Fish  

90 pieces of rainbow trout, with an average weight of 61 ± 0.5 grams, were purchased from a fish farm 

located in Yasouj, Iran, and transported to the Bushehr Persian Gulf Research Institute. The fish were 

acclimated for two weeks in 300-liter fiberglass tanks. 

Following the acclimatization period, the fish were randomly assigned to nine 300-liter tanks, with three 

replicates for each treatment. Spores of gamma-irradiated T. afroharzianum (TM-1) and T. lixii (TM-2) 

were added to the feed, and the feed was sprayed with 4 ml of vegetable oils and then exposed to open air 

until it dried. The feed for each treatment was stored separately in a plastic container in the refrigerator (4 

°C). The control (CL) group’s diet underwent all stages of food preparation, except for the addition of 

Trichoderma spores to its food. 

Throughout the six-week experimental period, tanks were changed daily by 90% of the water, and oxygen 

and temperature were measured daily in two stages using a portable device (BodyGuard®, Denmark), and 

pH with a Hana® device (made in China). The fish were fed twice daily with the commercial feed of 

Kimiagaran Nutrition Company, Iran, whose approximate analysis is provided in Table 1. The fish were 

fed at the rate of 2% of their body weight. 

 

 

 

 
Table 1. Approximate analysis of commercial feed for rainbow trout 

 

Compositions raw materials (%) 

Protein 48-52 

Fat 9-13 
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Humidity 12 

ash 11-15 

Phosphorus  4/1-1 

 

Gamma irradiated Trichoderma spp. 

Spore suspension (107 mL-1) of T. afroharzianum and T. lixii 65 (Th65) isolate (WT) was spread on Water-

Agar (WA) plates and then irradiated with gamma cell (Co- 60, activity 2500 Curry, rate dose of 0.23 Gy. 

Second-1 by the dose of 250 at the Nuclear Science and Technology Research Institute of Iran and 

incubated at 4 ºC [6]. 

Determination of the activity of antioxidant enzymes in serum 

The activity of extracellular superoxide dismutase-3 (SOD-3) and total antioxidant capacity was measured 

in the serum of the studied fish using commercial kits (Biorex, UK). 

Analysis of serum lysozyme activity 

The method presented by Kumari (2006) with some modifications was used to determine the amount of 

serum lysozyme. Firstly, 25 microliters of serum were added to 96-well ELISA plates. Then, 150 

microliters of Micrococcus lysodicticus suspension, which was prepared in 0.02 M sodium citrate buffer 

with a pH of 5.5, were added. The initial optical absorption was measured at a wavelength of 450 nm, and 

after being stored at room temperature for 4 minutes, the optical absorption was measured again. Sigma’s 

lyophilized egg white lysozyme was used to create a standard curve [7]. 

Complement test (ACH50) 

For every 0.5 microliters of serum diluted in (EGTA-MG-GVB 10Mm) {veronal buffer containing 10 

mmol of ethylene glycol tetraacetic acid, 10 mmol of magnesium dichloride, and 0.1% gelatin}, 200 

microliters of sheep erythrocyte suspension (cell ml-1108 × 2.5) was added in 10 mM EGTA-MG-GVB 

buffer. The prepared dilutions were incubated at 15°C for 90 minutes. Hemolytic activity was increased by 

adding 2.8 ml of 10 mM AD buffer. T. E-gelatin-veronal buffer (10mM EDTA-GVB) (veronal buffer 

containing 10mmol ethylene diamine tetra, acetic acid (EDTA), and 0.1% gelatin) was stopped. After 

centrifugation, the supernatant was read at a wavelength of 414 nm by a spectrophotometer. Lysis 

percentage (y) was obtained by dividing the red wavelength by 100% lysis (lysis in distilled water). The 

logarithmic graph of y/1-y points and the photo of the dilution were drawn on the logarithmic plane, and 

then the photo of the dilution that had 50% hemolysis was read as ACH50 (unit ml-1) from the obtained 

curve [8]. 

Statistical analysis of data 
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The Kolmogorov-Smirnov test was used to measure the normal distribution of the data. To compare the 

means between treatments, a one-way analysis of variance test was conducted. The level of significance 

was determined through Duncan’s test, with a confidence level of 5%. Data analysis was carried out using 

SPSS 22 statistical software on Windows, and graphs were drawn using Excel 19 software. 

Results and discussion 

The results of the total antioxidant capacity assessment revealed that the TM-4 group exhibited the highest 

level of antioxidants, while the control group had the lowest level during the initial phase. Similarly, the 

superoxide dismutase assessment indicated that the TM-4 treatment group demonstrated the highest level 

of antioxidants, and there was a significant difference among all groups (p<0.05). Conversely, the control 

group showed the lowest level of antioxidants. These findings suggest that the TM-4 treatment has a more 

significant impact on antioxidant levels compared to the control group, and further research in this area is 

warranted. 
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Fig. 1. The results of antioxidant indices (TAC and SOD) of rainbow trout fed with gamma-irradiated Trichoderma 

spp. During six weeks. 

 

Significant differences were observed in complement levels among the groups. The lowest amount of 

complement was observed in the zero group and the highest amount was observed in the TM-1 group. A 

significant difference was observed between TM-4 and TM-1 groups. Also, the observation of the level of 

lysozyme showed that there is a significant difference between the control group and other groups. In other 

words, the lowest amount was observed in the zero group. The amount of lysozyme showed that there was 

a significant difference between the TM-3 and TM-1 groups, and the highest amount was visible in the TM-

1 group. 
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Fig. 2. The immunity responses (Lysozyme and ACH50) of rainbow trout fed with gamma irradiated Trichoderma 

spp. during six weeks. 

 

Discussion 

Innate immunity in fish is created by three physical, cellular, and chemical factors. Lysozyme, some 

proteins of the complement system are part of chemical agents. The complement system in mammals is a 

collection of 35 types of serum proteins that have a very close and controlled relationship with each other 

and other molecules of the immune system [9]. The complement system proteins between fishes and 

mammals have a great similarity, as revealed by studies on the immune system of fishes [10]. The greatest 

effects of gamma-irradiated Trichoderma spp. on complement system proteins (ACH50) were seen in the 

TM-3 treatment group. Complements are proteins of the acute phase (C-reactive protein) of the immune 

system and their concentration usually changes after cell necrosis and tissue death. Furthermore, the change 
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in the level of complements as an acute phase response of the immune system is considered a type of 

generalized systemic response that can be related to inflammation and innate immune response [11]. A 

decrease in plasma total complement protein levels can make fish susceptible to bacterial infections. The 

change of complement activity is very important as a part of the non-specific immune system of fish, and 

its high level of activity indicates the health of the fish. In most cases, the production of complement protein 

is done by liver macrophages, on the other hand, the liver is the body's detoxification center, and xenogenic 

compounds (compounds, drugs, and external factors) pass through the liver. Therefore, high levels of toxic 

substances will be found in the liver, which has locally affected the liver macrophages and prevented the 

production of complement proteins by them.  

Lysozyme is released by white blood cells and secreted in various tissues and blood circulation, it is found 

in mucous secretions, gills, kidney tissues, spleen and digestive system, and blood serum of fishes and can 

break the glycosidic bonds of the peptidoglycan layer in the cell wall of bacteria [12]. The decrease in the 

level of lysozyme in the fish exposed to any toxin clearly shows the effect of diazinon in weakening the 

immune system. Therefore, these fish will be more sensitive to the occurrence of bacterial infections. In 

this study, there is no significant difference between the fed groups or an increase between the TM-3 and 

other groups, the level of lysozyme also indicates the effect of different species of Trichoderma spp. in 

measuring the immune system. The decrease in the level of lysozyme activity in grass carp 

(Ctenopharingodon idella) exposed to diazinon also confirms this [13]. 

Oxidative stress is one of the most common physiological effects of toxic substances in fish [14, 15, 16]. 

Fish possess antioxidant defense enzymes such as superoxide dismutase and catalase, which the superoxide 

dismutase enzyme act as the first line of defense against free radicals. It breaks down hydrogen peroxide 

into water and oxygen. However, its effectiveness is limited, and pollutants can reduce its capacity. In such 

cases, non-enzymatic antioxidant compounds such as vitamins play a crucial role in preventing the 

formation of free radicals [17]. Antioxidant enzymes such as superoxide dismutase, glutathione peroxidase, 

and glutathione are sensitive to toxic substances and can be used as an indicator of toxicity. Superoxide 

dismutase converts superoxide ions into hydrogen peroxide, which is then neutralized by glutathione 

peroxidase and turned into water [18]. In the first stage of the study, the highest amount of antioxidants was 

measured in the treatment groups fed with gamma-irradiated Trichoderma spp.  

Compared to the control group, a significant increase was observed in the TM-3 and TM-4 groups, which 

was consistent with the results of the final stage. Similar to the present study in Japanese medaka and 

Oryzias latips, catalase, superoxide activity, and dismutase increased after exposure to BPA [19]. The study 



63 

 

 

suggests that gamma-irradiated Trichoderma spp. has the potential to improve certain antioxidant and 

immunity responses in rainbow trout (Oncorhynchus mykiss) fingerlings.  

Conclusions 

In conclusion, our study indicates that gamma-irradiated Trichoderma spp. may enhance specific 

antioxidant and immune responses in rainbow trout fingerlings.  
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Abstract 

Preparation of promising lines for obtaining new cultivars is one of the important steps in breeding 

programs. For this purpose, in this research, the 25 mutant lines derived from local varieties, Hashemi (3 

mutant lines), Binam (3 mutant lines), Alikazemi (11 mutant lines) and Dilamani (8 mutant lines) along 

with the 4 mentioned parents were evaluated based on randomized complete block design with four 

replications in the Rice Research Institute during the 2020 crop year. In this study, agricultural 

characteristics including grain yield, panicles per plant, hundred grain weight, plant height, panicle length 

and days to 50% flowering, physical and chemical characteristics of grain such as amylose content, 

gelatinization temperature and head rice yielding was measured. The results showed that the mean square 

of the genotypes for all traits was significant at the 1% probability level, which indicates the existence of 

significant genetic differences between the genotypes in terms of the evaluated traits. 15 mutant lines (7 

Dilmani mutant lines, 4 Alikazemi mutant lines, 2 Hashemi mutant lines, and 2 Binam mutant lines) were 

selected based on yield traits and other desirable quantitative and qualitative traits to be tested for stability 

and adaptability in the coming years. 

Keywords: Rice, Mutation, Primary evaluation. 

INTRODUCTION 

Rice (Oryza sativa L.) is one of the most important crops and provides for daily meals for over half of the 

worldwide population [1]. Rice plays an important role in providing food and nutritional security and 

eradicating poverty. The average of total rice growing area in Iran is 791 Thousand hectares with 3.6 

million tons of paddy production [2]. Increasing the genetic base of rice is an essential requirement for a 

rice improvement program, considering conventional techniques have not been able to resolve these 
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problems due to its narrow genetic base. The shortest possible method is induced mutation technique [1]. 

The most important thing in mutation breeding is the process of identifying individuals with a target 

mutation, specifically in mutant screening and mutant confirmation [4]. 

From a number of studies that have been conducted show mutation techniques are very useful in improving 

rice plants, especially for characters controlled by closely linked genes that are difficult to break by gene 

recombination [5]. Induced mutation has been used in rice more than any other crop as confirmed by for 

over 873 rice mutant varieties listed in the FAO/IAEA Mutant Varieties Database [6]. 

Nahvi et al. [8] selected 7 lines from 14 lines in the preliminary performance comparison test. After 

evaluating the compatibility of these lines in regional experiments, finally, line 424 was selected and 

introduced as a dwarf variety in 2013 [9]. Mohaddesi [10] evaluated 15 rice lines in terms of yield and 

agricultural traits in a preliminary performance comparison test, and selected some of these lines for 

regional tests, one of which was later introduced as the Tisa variety [17]. 

A number of 56 mutant lines were evaluated in both normal and drought stress conditions in Iran Rice 

Research Institute-Rasht. Among these lines, 14 mutant lines that had the highest grain yield under normal 

and drought stress conditions were selected [11]. The number of 14 mutant lines were evaluated in 3 

locations in Rasht, Chepressar station and Fars during two crop years (2014-2015). After statistical analysis, 

2 mutant lines obtained from Hashemi and one local Tarem mutant line were selected as stable lines [12]. 

These two lines with the names of Kian and Hasti were introduced as cultivars tolerant to drought stress. 

Ebadi et al. [13] selected 22 blast-tolerant mutant lines that had better agronomic characteristics than the 

parents by creating mutations in the local cultivars Hashemi, Dilmani, Binam and Ali Kazemi. Ebadi et al. 

[14] selected 18 mutant lines with superior characteristics by creating mutations in the local varieties of 

Hashemi, Dilmani, Binam and Ali Kazemi. These lines were evaluated in this research. 

Materials and Methods 

In this research, 25 mutant lines (generation M6) drived from the mutation of local cultivars Hashemi (3 

mutant lines), Binam (3 mutant lines), Ali Kazemi (7 mutant lines) and Dilmani (8 mutant lines) were used 

[13,14]. These lines along with the 4 mentioned parents were evaluated based on randomized complete 

block design with four replications in the field of the Rice Research Institute of Iran (RRII)-Rasht during 
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the 2019 crop year. The area of each plot was 4 square meters and the distance between the plants was 20 

cm on the row and 20 cm between the rows. The seeds were sown in April and transplanted in May at the 

stage of 4-5 leaves. All agricultural operations such as fertilizer, weed control, and pest control were carried 

out according to the institute's technical recommendations. In this study, agricultural characteristics 

including grain yield, number of panicles per plant, hundred grains weight, plant height, panicle length and 

number of days to full maturity were measured. Also, the physical and chemical characteristics of the grain 

such as grain length and width elongation after cooking, amylose content based on Juliano method [15], 

gelatinization temperature based on Little et al., method [16] and head rice yielding were also measured 

after harvesting. The collected data were analyzed using SAS ver9.4 statistical software. Also, mean 

comparisons between measured traits were done using Tukey's test. 

Results and discussion 

The effect of block was not significant for all traits, except the length of the panicle, the number of filled 

grains per panicle and the weight of one hundred grains. The effect of genotypes for all traits was significant 

at the 1% probability level. The values of the coefficient of variation ranged from 1.29 to 16.91, which 

indicated the good and acceptable accuracy of the experiment. 

The mean comparison between genotypes by Tukey's method at the 5% probability level is shown in Tables 

1 and 2. The average days to 50% flowering varied from 80 to 107 days. The shortest length of growth 

period belonged to line DM6-60-32 and the longest length of growth period belonged to line BM6-310-16 

(table 1). 

The average of plant height of the studied lines varied between 123.25 and 155.75 cm. The highest amount 

of plant height belonged to Binam variety. The shortest line in this research was line DM6-60-3. After that, 

DM6-65-2, DM6-300-39, DM6-80-5, DM6-300-40 and DM6-300-2 lines respectively had the shortest 

plant height, which together and with DM6-60-3 line There was no significant difference (Table 1). 

The highest average number of panicles per plant belonged to the line HM6-60-1 with an average of 17.75, 

which had a statistically significant difference with only three cultivars Hashemi, Dilmani and Ali Kazemi. 

The lowest average number of panicles per plant was 11.25 and belonged to Ali Kazemi variety. The AM6-

290-1 line with an average panicle length of 31.62 cm and the DM6-60-3 line with an average panicle 
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length of 25.12 cm had the highest and lowest average panicle length among the studied genotypes, 

respectively (Table 1). 

The range of changes of the average filled grain for the examined genotypes was between 78 and 136, 

belonging to Dilmani variety and line DM6-300-4, respectively. Among the studied genotypes, DM6-65-2 

with an average number of unfilled grains of 28 and Ali Kazemi with 6.75 had the highest and lowest 

number of unfilled grains, respectively. Among the studied genotypes, HM6-60-2 line had the highest 

average weight of 100 grains with an average of 3.04 grams, and the lowest average weight of 100 grains 

belonged to Dilmani cultivar with an average of 2.04 grams (Table 1). 

 Comparison of the average of studied genotypes in terms of grain yield showed that although line DM6-

300-2 had the highest amount of grain yield (5221 kg/ha), but this value was not statistically significantly 

different from more than half of the investigated lines. But there was a significant difference with the 

Hashemi, Dilmani, Ali Kazemi and Binam cultivars. Dilmani cultivar had the lowest grain yield with 3713 

kg/ha (Table 1). 

Line DM6-300-4 with an average of 65.31% of head rice yielding had the highest amount of this trait and 

it was statistically significantly different from other lines in this study. The lowest average of this trait 

belonged to line AM6-290-1 with a value of 35.21%. Lines AM6-290-1 (30/96) and BM6-55-2 (29/34) had 

the highest mean percentage of crumb rice. In contrast, line DM6-300-4 had the lowest average percentage 

of crumb rice, equivalent to 8.72%. The highest value of total rice yielding belonged to line DM6-300-4 

and the lowest value belonged to line BM6-310-16 with values of 74.34% and 62.61%, respectively (Table 

2). 

Line DM6-60-2 with amylose content of 22.25% had the highest average value of this trait. The lowest 

amount of amylose belonged to AM6-260-13 genotype and was equal to 17.75%. Most of the lines in this 

research had moderate amylose (20-23%) and therefore have good cooking quality. Genotypes DM6-65-2 

(4/32), AM6-50-5 (4/28), BM6-50-1 (4/22), BM6-55-2 and AM6-290-5 (4/15) had the highest mean of 

Gelatinization temperature trait. Dilmani cultivar had the lowest average gelatinization temperature (3.25). 

Since cultivars with medium gelatinization temperature (range 3 to 5) are in the group of good quality 

cultivars, therefore, many of the genotypes in this research are among the desirable lines in terms of this 

trait (Table 2). 
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Table 1- Average comparison between genotypes for grain yield traits and grain yield components 

Grain yield  

(Kg/ha ) 

100 

grains 

weight 

(gr) 

Unfilled 

grain 

Filled 

grain 

Panicle 

lenght  

(cm ) 

Panicles 

per 

plant 

Plant 

height 

(cm ) 

days to 

50% 

flowering 

Lines 

4488 b-f 2.75gh 17b-e 98.7j-n 30a-e 16.2a-c 143.5c-e 82.5e-h AM6-260-1 

4516 b-f 2.68h-j 12.7c-i 115.8b-i 29.6b-e 15.0 a-d 141.7d-f 96.5c AM6-260-11 

4321 c-g 2.77gh 13c-i 107.5e-k 30.6a-c 16.7a-c 149.7a-c  97c AM6-260-13 

4740 a-e 2.82e-g 9.2g-i 96.5k-n 31.6a 16.5a-c 146b-e 97.5bc AM6-290-1 

4772 a-c 2.92b-d 11e-i 129.5a-c 28.2e-h 14.7a-d 141.2d-g 81.5gh AM6-290-15 

4243 c-g 3.01ab 13.7c-h 121.2b-e 30.5a-c 17.2a-c 155a 86e AM6-290-2 

4251 c-g 3.02ab 15e-j 120.7b-f 30.0b-e 16.7a-c 155.5a 85e-g AM6-290-5 

4765 a-d 2.62jk 17.8b-d 98j-n 30.9ab 16.7a-c 149.5a-c 81.5gh AM6-320-2 

5192 a 3.01ab 12.5c-i 95.5k-n 30.2a-d 15.7a-d 141.2d-g 85e-g AM6-50-2 

4640 a-e 2.91c-e 15c-g 105.8c-i 30.9ab 15a-d 145.5b-e 86e AM6-50-4 

4781 a-c 2.62lm 10.7e-i 106.2g-l 28.5d-g 17.5ab 143.2c-e 82l-n AM650-5 

4545 b-e 2.74g-i 11.2e-i 122.2a-d 28.2e-h 16.2a-c 152ab 106a BM6310-16 

4766 a-c 2.89d-f 12.2a-b 123.5a-d 28.9c-g 16.5a-c 147.5b-d 84.5e-g BM6-50-1 

 4628a-e 2.94a-d 10.2f-i 107f-k 28.2e-h 16.7a-c 149.7a-c 84.5e-g BM6-55-2 

5221 a 2.48l 10.7e-i 103.5h-m 25.1k 16.7a-c 129ij 80.5h DM6-300-2 

4774 a-c 2.69h-j 12d-i 91.2m-o 25.4jk 16a-c 125j 101 b DM6-300-39 

4754 a-e 2.34m 15e-j 136a 26.2i-k 16.7a-c 135.2f-i 81.5gh DM6-300-4 

4467 b-f 2.29mn 12.2c-i 92.7l-o 26.5h-k 16.5a-c 126.2j 99bc DM6-300-40 

4803 a-c 2.65i-k 10.7e-i 107f-k 25.4jk 16.7a-c 133.5hi 81.5gh DM6-300-7 

4556 b-e 2.90d-f 11.7d-i 118b-g 25.1k 17.2a-c 129kl 80.5h DM6-60-3 

4534 b-e 2.94a-d 28a 86no 26.0jk 16.5a-c 123.2j 81.5gh DM6-65-2 

4656 a-e 2.55kl 15.2c-g 103.8h-m 27.12g-i 16.7a-c 125.5j 81.5gh DM6-80-5 

4878 ab 2.94a-d 13.8c-h 96.2k-n 28.9c-g 17.7a 144c-e 82.5e-h HM6-60-1 

4773 a-c 3.04a 16.5b-f 103i-m 28.6d-g 15.2a-d 134.5g-i 82.2f-h HM6-60-2 

5199 a 2.93b-d 12.7c-i 101.8i-m 29.8b-f 16.2a-c 135.5f-i 98bc HM6-60-7 

4140 e-g 2.90d-f 6.7i 115.5d-j 30 a-e 11.2e 142.2e-h 90.5d AliKazemi 

4135 e-g 2.81fg 18.5a-c 128.5a-c 27.6f-i 14.5b-d 157.7a 97c Binam 

3884 g 2.04o 7.5hi 78.7o 26.6h-k 12.6de 141.2d-g 82.2ef Dilamani 

4045 fg 2.23n 9.2g-i 117.2b-h 30.5a-c 14.5c-e 146.2b-e 92.2d Hashemi 

In each column, the averages with same letters are not significantly different with Tukey's test at the 5% 

probability level . 
 



70 

 

 

Table 6- Average comparison between genotypes for cooking and eating quality traits 

Gelatinization 

temperature 

Amylose 

content% 

Total rice 

yielding % 
Crumb rice % 

Head rice 

yielding % 
Lines 

4.14ab 20.30d-f 53.92d 12.70m 66.6gh AM6-260-1 

3.95ab 18.38hi 51.90e 15.12l 67.02f-h AM6-260-11 

4.00ab 17.75i 51.86e 18.45h-j 70.32cd AM6-260-13 

3.98ab 18.75g-i 35.21k 30.96a 66.17h AM6-290-1 

3.90ab 19.25f-i 59.75bc 11.00n 70.75b-d AM6-290-15 

3.98ab 20.40d-f 47.72gh 18.70g-j 66.43 gh AM6-290-2 

4.15ab 20.00e-g 47.93gh 20.37ef 68.30d-h AM6-290-5 

4.00ab 19.25f-i 51.28ef 47.82i-k 69.11d-g AM6-320-2 

3.82ab 19.25f-i 56.98cd 12.59m 69.79d-f AM6-50-2 

3.95ab 20.00e-g 46.78hi 20.51ef 67.29e-h AM6-50-4 

4.27a 19.45f-h 60.75b 10.00no 70.75b-d AM650-5 

3.98ab 22.00a-c 51.48e 11.13n 62.62i BM6310-16 

4.22ab 21.12a-e 58.55c 11.23n 69.79d-f BM6-50-1 

4.22ab 21.30a-e 40.12j 26.34bc 66.46gh BM6-55-2 

3.82ab 21.67a-d 58.90bc 11.57n 7047b-d DM6-300-2 

4.02ab 21.78a-d 52.84de 19.90e-h 72.74a-c DM6-300-39 

4.05ab 21.50a-e 65.55a 8.72o 74.27a DM6-300-4 

3.98ab 21.40a-e 59.50bc 10.65n 70.15c-e DM6-300-40 

3.82ab 21.25a-e 58.20c 15.06l 73.26ab DM6-300-7 

3.62ab 21.47a-e 59.50bc 8.75o 68.25d-h DM6-60-3 

4.27a 22.00a-c 58.44c 10.06n 68.5d-h DM6-65-2 

3.80ab 22.10ab 51.51e 17.22jk 68.80d-h DM6-80-5 

3.95ab 20.70b-f 49.48fg 19.13f-i 68.61d-h HM6-60-1 

3.78ab 22.25a 56.54cd 11.65n 68.20d-h HM6-60-2 

3.55ab 22.00a-c 57.48cd 12.86m 70.34ce HM6-60-7 

3.52ab 18.50g-i 50.53ef 19.84fi 70.37cd AliKazemi 

3.25b 21.08a-e 50.71ef 18.09i-k 68.80d-h Binam 

3.25b 20.50c-f 51.30ef 17.16jk 68.46d-h Dilamani 

3.60ab 20.38d-f 49.55fg 19.54fi 69.09d-g Hashemi 

In each column, the averages with same letters are not significantly different with Tukey's test at 

the 5% probability level . 
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Conclusion 

According to the total measured characteristics and with emphasis on yield, plant height, length of growth 

period and cooking and eating quality, 15 lines were selected from among the studied genotypes to be 

evaluated in compatibility tests.  
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Abstract 

Using MCNPX to determine axial neutron fluxes of the seven channels irradiation sites of 3 mCi of radium 

is tended for physics experiments on artificial radioactivity and irradiation facility in nuclear physics 

laboratory at (Yazd-University). Neutron source are used in nuclear physics research and in practical 

applications such as neutron logging and neutron diffraction analysis, and classified into three groups 

nuclear fission reactors, radioisotopes, and particle accelerators. In general, a neutron emitter is less than 

an isotope source such as 226Ra, 239Pu, 210Po, 241Am formed, which particles alpha emits when it hits 

elements with a low atomic number such as 9 and neutrons are produced through (α,n) reaction. Source a 

neutron that has a high radiation activity is inside a container that a retarding medium, for example (C25 

H52, H2 O or paraffin). Ra-Be source in the interior of the shielded laboratory is sealed emanation tight 

into a brazed nickel and it’s eccentrically off the axis of the lead cylinder. Lead thickness and distance shield 

are so designed that the gamma-dose rate from the source remains small enough in all directions. The 

seven irradiation channels are arranged vertically within the paraffin block. 

Keywords: Ra-Be source, thermal neutron, flux, MCNP1 code 

INTRODUCTION 

Neutron activation analysis (NAA2) is a sensitive non destructive method for determining the elemental 

composition of a simple. Nuclear reactors are frequently used for NAA because of their high neutron flux 

compared to the neutron source isotopes. The development of nuclear instrumentation to perform in 

neutron activation analysis using thermal, epithermal and fast neutrons, can be useful for studies elements 

in a variety of simples matrices outside the reactor premises. Installation of the neutron source 226Ra-Be 

facility installed at department of physics Faculty of University of Yazd, Iran “Figs.1” , by company 

LEYBOLD HEREUS GMBH, Federal Republic of Germany by license No.NW 8/66[1]. 

 

1 Monte Carlo N-Particle 
2 Neutron Activation Analysis 
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Fig. 1. Picture of source 226Ra-9Be of Yazd University 

 

Fig. 2. Schematic of Ra-Be neutron source assembly 
 

The seven irradiation channels (each 30 cm long, 3 cm of diameter) are arranged vertically within the 

paraffin block Figure 1. The sheetmetal pot with source, lead cylinder and paraffin wax is surrounded by a 

distance shield of 49.5 cm diameter joined to in by a sold steel construction irradiation channels Nos. 1, 

2, 3 and 4 are in a circle of 7 cm radius about the Ra-Be source, irradiation channels Nos. 5 and 6 are 14 

cm away the source and irradiation channel No. 7 is about 20 cm from the preparation “Figs.2, 3”. 
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Fig. 3. Schematic of Ra-Be neutron source assembly 
 

RADIOISOTOPE SOURCES 

Neutron sources are characterized by a number of factors which include intensity (number of neutron 

emitted per seconds), energy distribution, Angular distribution, neutron polarization and mode of emission 

(continuous or pulsed), Neutron source are used in nuclear physics research and in practical applications 

such as neutron logging and neutron diffraction analysis, and classified into three groups nuclear fission 

reactors, radioisotopes, and particle accelerators. There are two main types of radioisotope neutron sources, 

direct and indirect. Direct refers to radioisotope sources that emit neutrons in their natura has a half-life of 

2.645 years, and 3.09 % of decays are by spontaneous fission [3]. . Indirect radioisotope neutron sources 

refer to sources that rely on a charged particle emitting radionuclide and a stable target nuclide to produce 

neutrons through a nuclear reaction.l decay processes. Californium-252 is the most widely used direct 

radioisotope neutron source. 252Cf The most common indirect radioisotope neutron source is the Ra-Be 

source. There, 226Ra with a half-life of 1,599 years has two major alpha-particles located at 4.784 MeV 

(94.5 %) and 4.601 MeV (5.5 %) [4], the neutron producing reaction is: 

 

4𝛼 + 9𝐵𝑒 → 12𝐶 + 1𝑛 

2 4 6 0 

 

226Ra -9Be which is a mechanical mixture in weight of beryllium to radium with energy spectrum up to 

about 12 MeV shows is not a mono energetic source “Fig.4” [5]. 
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Fig.4. The spectrum of neutrons in the 226Ra-9Be source in terms of energy 

 

FLUX CALCULATION 

In The neutron fluxes investigated in this work are thermal, epithermal and fast according to the MCNPX 

input file prepared, the thermal neutron flux energy ranges from (0 to 6.25 ×10 -1 ) MeV, the epithermal 

neutron flux energy ranges from (6.25 × 10-7 to 8.21× 10-1 ) MeV and the fast neutron flux ranges from 

(8.21 ×10-1 to 20.00) MeV. In this work, making 1 × 106 particle histories monitored in the MCNPX 

simulation. Axial tallies were created in the seven irradiation channels for the source design. The axial 

neutron flux was determined by dividing the irradiation channels into 6 at an interval of 5 cm for each 

channel 1 to 7. The average neutron flux in the volume of each of the division of the channels was 

determined by using F4: N tally card or cell flux tally card as described in the MCNPX manual [6]. 

Results and discussion 

The The results performed during the calculated with the MCNPX code from the tallies retrieved from the 

output file are normalized with formula (1) using the MS-Excel and interpreted into graphs as shown in 

figures (5 to 11 axial flux) : 

 

 

The MCNPX simulation was run for the neutron flux profile in the whole irradiation channel. The  
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thermal, epithermal and fast neutron fluxes were determined including their uncertainties as evaluated by 

MCNPX code. 

The flux thermal, epithermal and fast growing exponentially axially from the bottom of the source with a 

maximum increase in the center of the source, and starts to pour down from the exponentially source to 

very low values along of irradiation channel. 

The channels (1, 2, 3 and 4) the neutron flux more intense and the maximum intensity of the flux thermal, 

epithermal and fast respectively 2200, 1700 and 1200 n/cm2 s are almost equal in each channels irradiation 

1 to 4, and then the tubes 5 and 6 the maximum intensity of the flux thermal, epithermal and fast 

respectively 1200, 390 and 90 n/cm2 s then the neutron flux decreases almost half the channel 7 at a flow 

rate near zero fast neutrons respectively 150, 30 and 5 n/cm2 s The MCNPX simulation was run for the 

neutron flux profile in the whole irradiation channel. The thermal, epithermal and fast neutron fluxes were 

determined including their uncertainties as evaluated by MCNPX code. 

The results performed during the calculated with the MCNPX code from the tallies The average thermal 

flux in the irradiation site 1, 2, 3 and 4 is tow times that of irradiation sites 5 and 6 and 12 times that of 

irradiation 7. This indicates that as the distance from the source increases the thermal neutron flux 

decreases as a result of leakage and absorption. The average epithermal flux in the irradiation site 1, 2, 3 

and 4 is four times that of the irradiation site 5 and 6 and big values in irradiation channel 7, that of 

irradiation channel 5 and 6.The neutron flux distribution along of the irradiation channels are as shown 

Figs. 5,6,7,8,9,10 and 11 for irradiation site 1, 2, 3,4,5,6 and 7 respectively.This validate the fact that as 

distance from the source in the paraffin increases the percentage thermal neutron flux increases whereas 

the percentage epithermal and fast neutron fluxes decreases. 
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Fig. 5. Axial Profile Flux distribution of channel 1 

 

 

 

 

  

Fig. 6. Axial Profile Flux distribution of channel 2 
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Fig. 7. Axial Profile Flux distribution of channel 3 

 

 

 

 
 

 

 

Fig. 8. Axial Profile Flux distribution of channel 4 
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Fig. 9. Axial Profile Flux distribution of channel 5 

 

 

 

 

  
 

Fig. 10. Axial Profile Flux distribution of channel 
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Fig. 11. Axial Profile Flux distribution of channel 7 
 

 

Conclusions 

Ra-Be neutron source was simulated using MCNP code, the characteristics of neutron flux in seven 

radiation channels were determined, which can be concluded that with increasing distance from the source, 

the amount of neutron flux decreases and with increasing distance from the source, The average percentage 

of thermal flux increases, but as a result, superthermal and fast neutron flux decreases. Also, the neutron 

flux has been measured in all 7 channels, which shows that certain ranges of the energy of the increase of 

neutrons are observed. 
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Abstract 

During the introduction of the new variety, studying and measuring the adaptability and stability of 

improved lines in different environmental conditions is very important in plant breeding programs. 

The stability of the 15 mutant lines derived from local varieties with five control varieties (Hashemi, 

Deylamani, Binam, AliKazemi and Hasti) were evaluated in three places: Rasht, Shahid Shiroodi 

Research and Fouman in complete randomized block design with 3 replications in two years (2021 

and 2022). The results of analysis of variance in all locations and years separately showed significant 

differences between the studied genotypes for most of the evaluated traits. Based on combined 

variance analysis, there was a significant difference between genotypes at the level of 1% for the 

traits of number of days to 50% of flowering, plant height, tiller number, 100-seed weight and yield, 

and at the level of 5% for the traits of c panicle length, number of filled and unfilled seeds. The 

interaction effect of place in genotype was significant only for tiller number and yield at the 1% 

level. The interaction effect of year in genotype was significant only in the number of days to 50% 

of flowering and the number of filled grains at the level of 1%. The triple interaction effect was 

significant at the 1% level for all traits except the trait of number of days to 50% of flowering. Based 

on the comparison of the average traits in the examined genotypes, the three genotypes DM300-39, 

DM300-40 and DM60-3, in addition to having an average yield of over 6 tons per hectare, had a 

shorter plant height, earlier than the other genotypes and even the local cultivars. In stability analysis, 

these three lines were the stable lines in the investigated environments. Therefore, these three lines 

were selected to be used in promotional research projects as variety introductions. 

Key words: Rice, Combined analysis, Stability analysis, Yield. 
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INTRODUCTION 

Supplying daily calories from cereal grains is one of the cheapest sources of energy. Rice has a 

special place among cereals in Iran. In such a way that it accounts for most of the food of the Iranian 

people, especially in the provinces of Guilan and Mazandaran. According to the statistics of the 

Ministry of Jihad-e-Agriculture, in the crop year 2022-2023, about 84.77 million tons of crops were 

produced, of which the share of cereal grain was 25%. According to the report of the Ministry of 

Jihad-e-Agriculture, Mazandaran and Guilan, with 331,000 and 246,000 hectares respectively, have 

the largest area under rice cultivation (more than 72% of the total area under rice cultivation in the 

country). In total, with the production of 2.6 million tons of paddy (more than 70% of the total paddy 

production in the country), they are the main producer of rice in the country [1]. 

The introduction of mutant cultivars and their commercial use dates back to the 1960s. There were 

78 mutant rice varieties released from 1966 to 1990 in China [2]. Also, 77 new cultivars were 

released from 1991 to 2004. Gamma rays have been used for this purpose, and the properties of the 

mutant varieties have been resistance to diseases and increased grain quality [3]. In Indonesia, the 

Atomia1 cultivar was released in 1982 [4]. There were 10 rice cultivar released from 1990 to 2002 

In Vietnam by mutation breeding methods[5]. 

Genotype × environment interactions causes significant differences between genotypes in different 

environments [6]. One of the slowness of the process of improving and introducing cultivars in 

different regions is the presence of genotype × environment interaction effects [7]. Without 

examining and recognizing these effects, the conclusions of the breeding and agronomic experiments 

are not very valid. The reasons for the interaction between genotype and environment have been 

discussed in many articles [8]. 

By evaluating 25 mutant lines in the form of a preliminary performance comparison test, 15 lines 

that were superior to the rest were selected. The compatibility and stability of these 15 selected lines 

were evaluated in this research [9]. 

Materials and Methods 

The number of 15 pure advanced mutant lines [9] along with Hasti, Hashemi, Ali Kazemi and 

Dilmani cultivars were evaluated in three regions (Foman, Rasht and Tankabon) in the form of a 
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completely randomized block design in 3 replications for 2 years. The size of each plot is 20 square 

meters and transplanting was done with a distance of 20 x 20 cm in the stage of 4-5 leaves. Nutrition 

management as well as pest and disease control of rice was done to accurately assess the yield 

potential and based on technical recommendations. During the growing season, necessary 

measurements of plant height and number of tillers were made at the time of harvest. At the end of 

the growing season, in order to measure the grain yield, sampling was done in each plot after 

removing the borders. After measuring grain moisture, grain yield was calculated based on 14% 

moisture. Also, the number of 10 main stem panicles in each plot was randomly selected and after 

measuring the length of the panicles, its average was considered as the panicle length in each plot. 

After that, the number of filled and unfilled grains in each panicle was counted and their average 

was calculated. The weight of one hundred grains was measured by randomly selecting 100 grains 

and weighing them using a scale with an accuracy of 0.001 grams. The traits related to grain quality, 

including the amylose content according to the method of Juliano [10], gelatinization temperature 

according to the method of Little et al., [11], were evaluated. Statistical analysis of the data, including 

testing the normality of the data distribution, Bartlett's test to check the homogeneity of the variance 

of the errors, analysis of variance and comparison of the means, was performed using SAS v9.4 

software. Stability and uniformity test were performed based on GGE biplot using R software and 

the most stable lines were selected. 

Results and discussion 

Due to the different response of genotypes to different years and places, the data obtained from the 

experiment in one year and one place cannot be a suitable criterion for comparison and selection. 

and to be used to select and introduce new improved cultivars. Due to the interaction between 

genotype and environment, it is necessary to investigate the performance of varieties in a wide range 

of environmental changes in different places and years in order to increase the efficiency related to 

the selection and introduction of cultivars using the obtained results. Considering the homogeneity 

of the experimental errors related to three locations and two years based on Bartlett's test for the 

measured traits, a combined analysis of the experiments of three locations and two years was 

performed. The effect of year and place was not significant for all traits except for the number of 

days until 50% of flowering. But the interaction effect of year-place was significant for all traits 

except the number of days to 50% of flowering and hundred seed weight. The significance of this 

interaction indicated the fluctuation of the difference in figures from year to year and place to place. 
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Based on combined variance analysis, there was a significant difference between genotypes at the 

level of 1% for the traits of number of days to 50% of flowering, plant height, number of tillers, 100-

grain weight and yield, and at the level of 5% for the traits of panicle length, number of filled and 

unfilled grains. The interaction effect of place in genotype was significant only for two traits, number 

of tillers and grain yield, at the level of 1%, and it was not significant for the rest of the studied traits. 

The interaction effect of year in genotype was also significant only in two traits: number of days to 

50% flowering and number of filled grains at the level of 1%, and this interaction effect was not 

significant in other investigated traits. The triple interaction effect of genotype × year × location was 

significant at the 1% level for all traits except the trait of number of days to 50% of flowering. 

Comparison of the means of genotype 

Due to the significance of the main effect of genotype in all studied traits and in order to identify and 

introduce the superior genotypes in terms of the studied traits, a comparison of the average main 

effect of genotype was done. Genotypes DM60-3, DM300-39, DM300-40, DM80-5 and Dilmani 

were the earliest genotypes and Binam, BM310-16, HM60-7 and BM50-1 were the latest genotypes. 

The shortest genotypes were DM65-2, DM60-3, DM300-40, DM300-39 and DM300-2 and the 

tallest genotypes were Dilmani, Binam, BM50-1, Ali Kazemi and Hashemi. The longest panicle 

length was observed in Hasti, AM260-11, AM50-2 and AM50-5 genotypes and the shortest panicle 

length was observed in DM300-40, DM300-2, DM300-39 and DM300-4 genotypes. The highest 

number of filled grains per panicle was observed in BM310-16, BM50-1, HM60-7 and DM300-40 

genotypes and the lowest of them was observed in DM300-2, DM80-5, Hashemi and DM65-2 

genotypes. The highest value of 100-grain weight trait was observed in Hasti, DM80-5, HM60-2, 

and AM290-15 genotypes, and the lowest value of this trait was observed in Dilmani, DM300-40, 

DM300-39, DM300-4, and Hashemi genotypes. The highest grain yield was observed in genotypes 

DM300-39, AM50-2, DM300-40, HM60-7, BM310-16 and DM60-3 with the amount of 6424, 6358, 

6206, 6188, 6095 and 6077 kg per hectare, respectively (Table 1). In total, the three genotypes 

DM300-39, DM300-40 and DM60-3, in addition to having a yield of more than 6 tons per hectare, 

have a shorter plant height and are earlier compared to the rest of the studied lines. 

Table 1. Comparison of the means main effect of genotype for the investigated traits in three locations and 
two years 

 
 
 
 

Genotype 
G. 
No. 

Number 
of days to 

50% 
flowering 

Plant 
height  

(cm ) 

Tiller 
No. 

Panicle 
length  

(cm ) 

Filled 
grain 

Unfilled 
grain 

100-
grain 

weight 
(gr ) 

Grain 
Yield  

(Kg/ha ) 

AM50-2 G1 88.50cd 137.2a-c 12.74b 30.71a-c 105.7ab 9.32cd 2.89b-d 6358ab 
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AM50-5 G2 88.50cd 133.8a-c 13.45b 31.13a-c 109.0ab 6.85d 2.80d-f 5928a-d 

AM290-

15 

G3 85.67de 133.1a-c 13.62b 30.51a-c 102.3ab 7.50cd 2.91a-c 5999a-d 

HM60-2 G4 84.00de 131.2bc 15.34ab 29.89 a-

c 

103.0ab 8.10cd 2.93a-c 5980a-d 

BM50-1 G5 94.00ab 149.8ab 12.44b 29.66 a-

c 

118.7a 10.95b-

d 

2.84c-e 5615d 

DM60-3 G6 81.00e 118.8c 14.85ab 26.95 a-

c 

101.4ab 16.02a 2.80d-f 6077a-d 

DM65-2 G7 88.33cd 93.3d 14.22ab 28.17 a-

c 

97.9ab 14.03ab 2.72fg 4611e 

DM80-5 G8 82.50e 124.6c 14.39ab 27.28 a-

c 

95.8ab 11.49bc 2.95ab 5643cd 

DM300-2 G9 83.00e 124.0c 17.94a 26.04bc 89.7b 8.59cd 2.69g 5857a-d 

DM300-4 G1

0 

83.50de 124.7c 14.81ab 26.33a-c 106.5ab 10.00b-

d 

2.56hi 5684cd 

AM260-

11 

G1

1 

85.017de 134.1a-c 13.37b 31.84ab 109.2ab 9.76b-d 2.85cd 5710cd 

HM60-7 G1

2 

94.33ab 145.2ab 11.92b 28.61a-c 116.3ab 11.10b-

d 

2.87b-d 6188a-d 

BM310-

16 

G1

3 

94.67ab 145.1ab 13.39b 28.26a-c 121.0a 11.22bc 2.80d-f 6094a-d 

DM300-

39 

G1

4 

81.50e 123.4c 15.57ab 26.05bc 105.4ab 9.31cd 2.54hi 6424a 

DM300-

40 

G1

5 

82.17e 121.9c 15.63ab 25.74c 109.7ab 8.08cd 2.53hi 6206a-c 

Dylamani G1

6 

82.83e 151.6a 14.02ab 26.98a-c 105.2ab 10.31b-

d 

2.47i 4446e 

Bibam G1

7 

97.00a 151.1a 12.09b 29.61a-c 99.9ab 10.58b-

d 

2.75e-g 4510e 

Hashemi G1

8 

84.33de 146.3ab 14.39ab 29.85a-c 96.0ab 7.27cd 2.57h 4292e 

Alikazem

i 

G1

9 

86.17c-e 147.7ab 13.65b 30.71a-c 106.3ab 9.52b-d 2.90a-c 4309e 

Hasti G2

0 

91.00bc 131.5bc 14.26ab 31.94a 105.7ab 8.37cd 2.99a 5817b-d 

Means with different letters have a significant difference at the 5% level with Tukey's test . 

 

Stability analysis 

Based on the analysis of GGE bi-plot for the performance of the first main component (genotype 

main effect) 57.4% and the second (genotype × environment interaction effect) 21.5% and in total 

78.9% of the changes in the data were justified (Fig. 1). If most of the available variation is not 

explained by the sum of the first and second principal components, it will indicate the complex nature 

of the genotype × environment interaction [12]. Jadhav et al., [13] investigated genotype × 

environment interaction for 59 rice lines with different growing periods in three environments for 

traits related to grain yield. In this study, the first and second principal components justified 49.2% 

and 40.7% of the total data changes, respectively. Mohaddisi et al., [14] evaluated six promising 

lines of rice along with Shiroodi variety in two regions of Mazandaran during three years using GGE 

bi-plot method. In their research, the first two components explain 57% and 26.6%, respectively, and 

a total of 83.6% of the total data changes. 

Six sections were formed based on the placement of genotypes in the obtained polygon in order to 

identify which-superior-where pattern, that the genotypes in each section are very similar to each 

other. Seven genotypes G1, G6, G9, G10, G12, G15 and G17 were placed at the polygon head 
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(Figure 1). The genotypes located at the polygonal head of each section are the superior cultivars of 

that section, and in other words, have a private adaptation to related environments. These lines are 

the best or the weakest in terms of performance in some environments or all environments, because 

they have the greatest distance from the biplot center. The lines located at the top are the most 

responsive cultivars, and in other words, they are considered the best cultivars in their respective 

sections. Finally, according to Figure 1, it can be concluded that genotype G1 in Chepressar, 

genotypes G9 and G12 in Rasht, and genotype G14 in Foman are the superior genotypes. Mostafavi 

et al., [15] identified three real big environments in order to select high-yielding and stable genotype 

in three years and three locations using the GGE bi-plot method and introduced genotype 12 as the 

superior and ideal genotype. Allahgholipour [15] used the GGE bi-plot method to investigate the 

interaction effect of genotype × environment of rice cultivars. By examining 10 local and modified 

rice varieties in three regions and two crop years, they identified two large and separate 

environments. 

 Fig.1- 

Polygon diagram of GGE biplot based on which-superior-where pattern for rice genotypes in different 

environments. Genotypes are indicated by the letter "G" and environments by the letter "E". 

Conclusion 
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Based on the yield and the results of stability analysis of investigated lines, the best genotypes were 

DM300-40, HM60-7, AM290-15, AM50-5, DM300-39, BM310-16, HM60-2 and DM60-3, 

respectively. Considering other characteristics of selected genotypes such as plant height and early 

maturity, three genotypes DM300-40, DM300-39 and DM60-3 can finally be selected as superior 

genotypes for extension and agronomic research experiments. 
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Abstract 

Three-phase flow in the oil and gas industry is prominently displayed. Measuring this flow in 

transmission pipelines is of special importance for both monitoring and fiscal metering. Although 

three-phase flowmeters with online monitoring capability are commonly used, the high uncertainties 

associated with them have prevented flow separators from being replaced by them in custody 

transfer. In this article, the conceptual design of a three-phase flowmeter for online measurement of 

oil-water-gas flow in pipelines is proposed to provide the possibility of high-accuracy measurements 

using the backscattering gamma technique. At a fixed distance from the tube, this set scans half of it 

from the lowest point to the top and records the data related to counting the backscattered gammas. 

Finally, by comparing the count rate versus angle chart with the calibration data, the height of each 

component of the laminar flow inside the pipe will be calculated and their component fraction values 

will be reported.  

Keywords: Conceptual design, Three-phase flow, Flowmeter, Gamma technique, Backscattering. 

INTRODUCTION 

Oil-gas-water three-phase flow is a common occurrence in production pipelines. However, 

accurately measuring the flow rate remains a challenge in the petroleum industry [1]. In well 

testing applications, it is important to achieve a desired accuracy level comparable to that of a well 

test separator, with a target of ±10%. Additionally, a minimum accuracy of 5% (with 1% as the 

ideal target) is sought for gas and, in some cases, hydrocarbon condensate allocation. Table 1 

provides an illustration of typical process data for an offshore well testing application operating at 

100°C and 150 bar [2]. 

Table 1. Gas condensate process data. 
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 Start of life Mid life End of life 

Gas flowrate (MMSm3) 0.5 1.3 0.8 

Oil flowrate (m3) 1830 900 200 

WLR 0% 7% 64% 

GVF 65% 90% 94% 

Pressure bar a 150 150 150 

As proposed by the American Petroleum Institute [3] and the Norwegian Society for Oil and Gas 

Measurement [4], one of the common strategies used to ensure an accurate measurement procedure 

is to separate the flow into liquid (oil plus water) and gas streams and measure them using either 

traditional two or single-phase flow meters.  

The complete separation process is carried out by expensive, heavy and space-occupying systems. 

On the other hand, the partial separation process also faces systematic errors in measurement along 

with flow pressure drops and increased costs. 

Therefore, one of the solutions for measuring three-phase flow is to emphasize the installation of 

meters in appropriate positions instead of using the separation process, which should ensure the 

laminar flow of fluid. In this situation, interfaces between three immiscible and incompressible fluids 

are laminar and the flow is characterized by a low-to-moderate Reynolds number. The density of 

each fluid is assumed to be constant, but there is no restriction on the density differences between 

the separate fluids. By using the principles of fluid mechanics and the condition that we face 

sufficiently large straight lengths before and after the placement of the meter, it is expected to reach 

a stratified three-phase regime with non-wavy boundaries [5]. 

This article investigates the possibility of detecting the boundary position between the three-phase 

flow components in the stratified regime by using the proposed gamma backscattering system 

embedded around the flow pipe in the MCNP Monte Carlo environment. 

PROPOSED SETUP 

To create various fractions of three-phase flow components under stratified regime conditions, a 

32-inch pipe was filled with oil-water-air components at four different heights. The proposed three-

phase flow meter, as shown in Figure 1, will be installed around the pipe to collect data on gamma 

scattering. The data will be collected in 5º increments from the bottom to the top of the pipe. 
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Fig. 1. The proposed three-phase flow meter setup uses the gamma backscattering technique. 

MONTE CARLO SIMULATION 

Through modeling and continuous simulation, engineers can optimize system design and make 

decisions before launching prototypes or costly implementations. One of the main reasons for the 

importance of simulation in engineering is its ability to predict and understand the behavior of 

complex systems [6]. 

Simulations allow them to observe how changes in a parameter affect the performance and end result 

of the system. This helps engineers evaluate different design options and make better design choices. 

In addition to design optimization, simulation helps improve efficiency and reduce costs [7]. In the 

nuclear industry, due to the use of radioactive sources and ionizing radiation generators, simulation 

becomes more important. Researchers can gain valuable experience working with various nuclear 

materials and instruments such as radioactive sources and detectors without the risk of exposure 

using simulation. 

Monte Carlo codes are widely used for various applications that require the modeling of radiation 

interaction with matter. MCNP, as one of the powerful and versatile simulation Monte Carlo codes, 

is widely used for accurately modeling complex processes. It transports and tracks radiation through 

matter by considering scattering, absorption, and nuclear reactions. One of its key strengths is the 

ability to model a wide range of nuclear systems, including nuclear reactors, particle accelerators, 

radio medicine, and even space applications. This makes MCNP a valuable tool for researchers, 
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engineers, and scientists working in various fields of nuclear science and technology [8]. In this 

study, the modeling part consists of three main units: the radiation source inside the collimator, the 

process material, and the detection unit. The final design was simulated using the MCNPX Monte 

Carlo code. Figure 2 shows a view of the geometry of the proposed three-phase flow meter simulated 

in the Monte Carlo environment. 

  

Fig. 2. The track of the radiation through matter is taken into account by considering gamma backscattering interaction 

in the proposed three-phase flow meter. 

 

As depicted in Figure 3, the stratified regime of water-oil-gas three-phase in four different fractions 

is prepared and fed into the MCNP input file and the backscattered gamma is acquired at several 

angular positions. 
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(a) (b) 

 

 

(c) (d) 

Fig. 3. The different fractions of stratified water-oil-gas three-phase flow prepared and fed into the MCNP 

input file. (a) hg=R, hw = ho =R/2, (b) hg = hw =R/2, ho=R, (c) hg=R/2, hw = 5R/4, ho =5R/4, (d) hg=R/2, hw = 

R/4, ho =R/2. Consequently, the backscattered gamma was acquired in several angular positions. 
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To differentiate between the gas and liquid components in the three-phase flow, a 60Co source was 

used. The average energy of the emitted gamma-rays, which is approximately 1250 keV, enables   

effective differentiation between the gas and liquid phases mainly through Compton scattering. 

Moreover, this energy range allows for a significant flux of gamma rays to pass through the pipe and 

reach the external detector. This method minimizes counting statistics errors to the greatest extent 

possible. 

Results and discussion 

Following the simulation, 37 input files corresponding to each of the four categories of the three-

phase combination were prepared for the gamma transport and backscattered photon acquisition 

process. Figure 4 depicts a selection of diagrams obtained from a specific lens, allowing for a 

comparison of the results across different phase fractions. 

 

Fig. 4. The count vs angular position diagrams are related to four categories of the three-phase phase 

fractions. 

As shown in Figure 4, two successive relative extrema can be seen. These extrema for each of the 

states a, b, c and d are in two consecutive angles of 65-95, 65-135, 40-135, and 40-75 respectively. 

In fact, and as a very important result, it is observed that there are two counting peaks at the boundary 
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of the separation of the flow components, and this means the ability to use the proposed system to 

separate the three-phase flow.  

Comparing the true consecutive angles of 60-90, 60-120, 40-120, and 40-75, the highest and lowest 

matching error is related to the second and fourth states which have the lowest and highest amount 

of gas fraction.  

Comparison of two states b and c with the maximum mismatch between simulation and real 

consecutive angles shows that error in the water-oil boundary distinction is reduced with the 

reduction of the water fraction as the densest phase in stratified three-phase flow. 

According to the collected data, the liquid-liquid versus gas-liquid boundary distinction can always 

be done with less mismatch.  

Finally, the system presented in this research work is able to distinguish liquid-liquid and gas-liquid 

phases of the stratified three-phase water-oil-gas fluid with a maximum uncertainty of 5 and 15 

degrees relative to the center of the pipe, respectively.  

Conclusions 

The accurate measurement of the oil-gas-water three-phase flow rate is done by using expensive and 

bulky flow separators, which has made the use of online multiphase flowmeter systems highly 

desirable in the petroleum industry. 

Finding a convenient location along the pipeline that ensures   laminar flow of fluid, in addition to 

using the gamma backscattering technique, is proposed as a new solution in this study. This article 

investigates the possibility of detecting the boundary position between the three-phase flow 

components in the stratified regime by installing a coupled gamma source-scintillation detector 

around the pipe at different angles with the ability to count gamma rays backscattered by the fluid. 

As the results show in Figure 4, it can   distinguish liquid-liquid and gas-liquid boundaries with the 

highest and lowest matching error related to the second and fourth states corresponding to the lowest 

and highest gas fraction. 
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Abstract 

Iranian local cultivars are sensitive to environmental stress, including water stress, while having very 

suitable cooking quality. In order to introduce drought stress tolerant variety, after determining the 

optimal dose of gamma radiation for the local Tarom variety, a mutant population was formed. The 

selection was carried out based on tolerance to drought stress and other agronomic characteristics 

during the years 2009 to 2011, which led to the selection of 56 promising drought tolerant mutant 

lines. Among these mutant lines, 14 lines were selected based on preliminary evaluation in two years 

(2012 and 2013) under normal and drought stress conditions. The stability of these 14 mutant lines 

were evaluated in three regions, Rasht (under normal conditions and drought stress at the end of the 

season), Chaparsar and Fars during the years 2014 to 2015. Based on this evaluation, the Kian variety 

(line TM8-B-7-1 or line MN5) was selected as the superior line in terms of yield and drought stress 

tolerance indices. Other characteristics of this variety are early maturity and good cooking quality. 

The application of 90 kg of nitrogen per hectare with a planting distance of 20 x 20 cm for this variety 

was determined based on the agronomic test. In 2017, the Kian variety was cultivated with the native 

Hashemi cultivar in three cities of Guilan province (Lashtenesha, Soumesara and Langrod) in the 

fields of leading farmers. The results showed that the average grain yield of Kian variety in all three 

cities was 5383 kg/ha under normal conditions and 4093 kg/ha under drought stress conditions, while 

the average grain yield of the Hashemi cultivar in the three cities under normal conditions was 3900 

kg/ha. The length of the growth period from the time of sowing to the maturity stage was between 

99-109 days in Kian variety and between 112-114 days in the Hashemi variety. 

Key words: rice, local variety, drought tolerance, mutation. 

INTRODUCTION 
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Rice or Oryza sativa is a member of the cereal family (Poaceae). This plant is one of the important 

grains that grows in one third of the areas under cereals cultivation and provides 21% of global 

energy and 15% of global protein. Rice is the plant that needs the most water among cereals. This 

plant needs about 8 to 20 thousand cubic meters and 700 liters of water to produce one kilogram of 

dry matter until the physiological maturation of seeds [1]. At the same time, water deficit stress is 

considered as one of the main limitations that reduce rice yield [2]. According to statistics, out of the 

11.38 million hectares of crops in Iran, 52.9% is irrigated and 47.1% is rainfed. Out of this amount, 

the highest level of harvest belongs to the cereals group (71.86 percent), of which 44.52 percent is 

related to irrigated cereals. In the meantime, rice cultivation is irrigated in all regions of the country 

[3]. Identifying or creating drought tolerant genotypes with high yield, and using them in drought 

stress areas, will minimize the damage of water deficit and ensure the sustainability of rice 

production. Considering the limitation of irrigation water for most crops including rice, more useful 

use of irrigation water is considered one of the most important ways to deal with the water shortage 

crisis. Therefore, it is important to identify varieties with higher water use efficiency for use in future 

breeding programs to produce tolerant rice varieties. Drought stress, as one of the main limitations 

that reduces yield, can occur at any time from the beginning of the growing season to the filling of 

seeds. However, rice is most sensitive to drought stress in the reproductive stage [4]. According to 

estimates, 50% of global rice production is affected by drought [5]. Due to the fact that the 

probability of occurrence of drought stress is higher in the reproductive stage compared to the 

vegetative stage, and drought stress, especially in the reproductive stage, has a greater effect on the 

grain yield and its components. Usually, in the evaluation of rice genotypes, late-season drought 

stress is applied [6-8]. Considering that about 70% of paddy fields in Guilan are irrigated by the 

Sepidroud dam, and usually at the end of the growing season, the amount of water behind the dam 

greatly reduced. Therefore, when there is a problem of water shortage, usually the release of water 

is less at the end of the growing season, i.e. at the time of flowering and grain filling. And the areas 

that are located downstream have a water shortage and the paddy fields in these areas have drought 

stress. This is one of the main reasons for not cultivating late high-yielding cultivars in Guilan. 

Local cultivars are of special importance due to the increase in grain length after cooking and having 

a very good taste. And for these reasons, the interest in cultivating these cultivars continues despite 

having many disadvantages, and most of the paddy fields are under the cultivation of these cultivars. 
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Therefore, improving local cultivars with different breeding methods can increase the average yield 

and total production of rice. One of the breeding methods to overcome the disadvantages of local  

 

cultivars is the use of mutation breeding. In this research, physical mutagen was used to provide the 

required diversity. Also, mutational breeding has been used to create new varieties with superior 

qualitative and quantitative traits in most regions of the world. However, due to the quantitative of 

the studied trait and the difficulties in producing drought-tolerant cultivars using gamma radiation, 

few works have been done in this field. 

The lines evaluated in this research were obtained from the induced mutation of the local Tarom 

variety during the implementation of several joint projects between Rice Research Institute of 

Iran(RRII) and Nuclear Science and Technology Research Institute (NSTRI), [9, 10]. The Kian 

variety is drought stress-tolerant and has a shorter height and higher yield under normal and drought 

stress conditions. Also, this variety has the desirable characteristics of local varieties (amylose 

content 21, medium gelatinization temperature, good aroma, head rice percentage of 62% and 

cooking quality similar to local varieties). 

Materials and Methods 

In this research, the improved cultivars "Fajr" and "Khazar" and the local cultivars "Tarom Mahali" 

and "Hashmi" were used as plant materials. The optimal dose of gamma rays for irradiating the seeds 

of these cultivars was determined. And then, based on the results of irradiation and determining the 

optimal dose, in order to create the plant population of the M1 generation, the seeds of the main 

population of cultivars were irradiated with an optimal dose and a higher dose. 

The seeds of all plants of the M1 generation were harvested. Plants of M2 generation were subjected 

to drought stress to screen the tolerant plants. Changes in soil moisture were periodically measured 

in plots under drought stress using a tensiometer. Water stress was applied in the field from about 

10 days before flowering to 4 days after flowering for two weeks [11]. Phenotypic analysis of rice 

plants under drought stress was done based on IRRI standard evaluation systems [12]. All phenotypic 

analyzes of rice plants under drought stress during 2010-2012 were carried out in three generations 

of mutations in Tarom and Fajr, Hashemi and Khazar genotypes. 
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In 2013, 56 mutant lines of the M5 and M6 generations were obtained from the mutation of two local 

cultivars (Hashmi and Tarom Mahali) and two improved cultivars (Khazar and Fajr) along with the 

4 mentioned parents and 4 cultivars of Sengjo, Baynam, Ali Kazemi and Sepidroud (as control 

cultivars tolerant to drought stress) were evaluated. This research was carried out in the form of two 

square lattice designs (8 x 8) with two replications in the experimental field of Rice Research Institute 

of Iran separately in two conditions of normal and drought stress. In the experiment related to drought 

stress, irrigation was completely stopped at the panicle initiation until harvesting.  

Fourteen selected mutant lines (7 Hashemi mutant lines, 6 Tarom mutant lines and one Khazar 

mutant line) along with 4 cultivars (Hashmi, Tarom, Khazar and Gilaneh) in 3 locations (Rasht, 

Chapressar and Fars) during two years (2014- 2015) were evaluated. In Rasht, the lines were 

evaluated in two conditions, normal and under drought stress. In the experiment related to drought 

stress, irrigation was completely stopped at the panicle initiation until harvesting. During the growth 

period or after harvesting, traits such as grain yield (T/ha), number of panicle per plant, weight of 

one hundred seeds (gr), number of seeds per panicle, plant height (cm), panicle length (cm) and 

number of days until 50% flowering were done on 5 random plants in each plot. In addition, grain 

quality traits including amylose amount, gelatinization temperature, gel consistency, grain physical 

properties such as length, width, as well as elongation after cooking and head rice yield were 

measured. 

The optimal planting distance and the appropriate amount of nitrogen fertilizer were determined for 

the Kian variety (promising line TM8-B-7-1 or MN5). A research in 2017 in the form of a factorial 

experiment based on RCBD in three replications using five levels of pure nitrogen fertilizer (zero, 

60, 75, 90 and 105 kg/ha) and two levels of planting distance (20x15 and 20x20 cm) was 

implemented. 

During the years 2016-2017, the Kian cultivar was cultivated in 500 square meters along with the 

Hashemi cultivar in three cities of Guilan province (Lashtenesha, Soumesara and Langrod) in the 

fields of leading farmers. During the growth period, important morphological characteristics 

(number of panicle, plant height, length of growth period and grain yield) were measured by taking 

the necessary number of samples. Statistical analysis including descriptive statistics, preparation of 

tables and graphs was performed using SAS ver 9.1 software. 

Results and discussion 
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The results of the dose tests showed that the optimal dose for the local Tarem genotype is 230 Gy 

(Fig.1) and the optimal dose for Fajr genotype is between 200 and 230 Gy. The optimal dose is the 

dose that produces the highest mutation with the least damage to the plant. The optimal radiation 

dose of "Hashmi" and "Khazar" genotypes was determined to be 250 and 200 Gy, respectively. The 

pattern and level of sensitivity to gamma rays in native cultivars and genotypes (Taram Mahali and 

Hashemi) were somewhat different from improved cultivars and genotypes (Fajr and Khazar). 

 

Fig.1- LD50 of seedling survival in "Taram Mohali" genotype 

Two weeks after drought stress in the population of the M2 generation of Tarom mutant lines, 64 

mutant plants tolerant to drought stress based on the leaf rolling scale and 81 early and very early 

mutant plants based on the flowering date (145 plants in total) was selected.  After 2-3 weeks of 

drought stress, 49 tolerant lines based on leaf rolling scale and 5 early lines based on flowering date 

(54 plants in total) were selected from M3 generation population. In the M4 generation, about one 

month of drought stress was applied on the Tarom genotype mutant plants in the experimental field. 

10 tolerant lines based on leaf rolling scale and 3 early lines based on flowering date (13 lines in 

total) were selected in M4 population. 

In total, 56 promising mutant lines tolerant to drought stress were selected from the mutant plant 

populations of the M4 generation of local Tarom and Fajr cultivars and the M3 generation of 

Hashemi and Khazar cultivars, which performed well in comparison with the normal control. These 

drought stress resistant mutant lines were subjected to preliminary performance evaluation under 

normal and drought stress conditions. The comparison of the average traits in normal conditions 

showed that the Kian variety (promising line TM6-B-7-1) had the highest grain yield among all the 
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examined lines with 5861 kg/ha. The amount of yield under drought stress in Kian cultivar was 2217 

kg/ha, which was statistically lower than only two lines number 12 and 43 and was placed in the 

second group. 

After simple analysis of investigated traits in different places and years in 14 mutant lines along with 

4 control numbers and checking the uniformity of experimental error variances for common traits 

measured in all three places and in both years, combined variance analysis was performed. The main 

effect of genotype in all investigated traits was significant at the level of 1%. The triple interaction 

effect of genotype by year at location was significant at the 1% level for all the studied traits. The 

height of the plant in Kian cultivar was 119 cm, which statistically had a significant difference with 

local Tarom and Hashemi cultivars. The average spike length trait in Kian cultivar was 24.86 cm, 

which was in the second group in terms of this trait. The number of healthy seeds in this variety was 

89.05, which was not significantly different from the highest value of this trait among the studied 

varieties and lines. Of course, the average number of seeds in this cultivar was lower than the control 

cultivars. Also, the trait of fertility percentage was 91.35% in the Kian cultivar, which was more than 

the control cultivars and was not significantly different from the highest amount of this trait observed 

in line number 7. Kian cultivar with an average weight of 2.72 grams was among the lines of group 

one in this trait, which had a significant difference with the control cultivars. Kian variety had the 

highest average yield of paddy in three places and two years evaluated among the investigated 

genotypes with a rate of 5684 kg/ha. 

In order to identify more stable genotypes, stability analysis using different statistics is needed. The 

stability parameters of intra-spatial variance and environmental variation coefficient showed that 

Kian variety (line no. 5) and lines no. 7, 12 and 8, having the lowest values of these indicators, are 

the most stable genotypes in terms of grain yield. Three indices of regression coefficient (bi), average 

performance of genotypes ( g ) and average performance of total genotypes ( X ) were used to 

classify genotypes in terms of stability. The Kian cultivar along with genotypes 1, 2, 7, 8, 12 and 18 

had a regression coefficient less than one and the average yield was higher than the average of all 

genotypes. Among these genotypes, the amount of deviation from regression in Kian variety and 

genotype 12 was less than other genotypes. In total, Kian cultivar and genotype 12 with average 

grain yield higher than the total average, regression coefficient less than one, minimum deviation 

from regression, coefficient of environmental changes and low intra-spatial variance, were high-

yielding genotypes with stable yield (Table 1). In accordance with this result, other researchers also 
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used the above parametric methods to identify stable genotypes of rice. So that Nahvi et al., [13] 

reported that line 424 (Darfak variety) is the most stable and productive variety due to having less 

mean square and coefficient of internal variation. Also, Sharifi et al., [14] with methods of stability 

analysis with environmental variance, coefficient of variation, variance and variance of Shukla 

deviation, Rick's equivalence, regression coefficient, detection coefficient, Eberhart-Russell 

variance analysis, performance stability statistic (YSi) and non-parametric methods of genotypes 

They identified stable. Sharifi and AminPanah [15] identified the most stable genotype with low 

intra-spatial variance and coefficient of variation parametric methods. 

Table 1- Some parameters of grain yield stability of rice genotypes in three places and three years 

 

Genotype 
Grain 

Yield  

(kg/ha) 

Regression 

Coefficient 

(bi) 

Deviation 

from 

regression 

Intra-

spatial 

variance 

(Msy/l) 

Environmental 

Coefficient 

Variation 

(CVy/i) 

G1 4607 0.996 111284 412652 13.94 

G2 4699 0.711 279690 391490 13.31 

G3 4418 1.08 96356 453456 15.24 

G4 4227 1.25 122539 608946 18.46 

Kian 5684 0.69 72194 215927 8.18 

G6 4237 0.795 47371 246212 11.71 

G7 5009 0.265 113668 118698 7.02 

G8 4466 0.0863 248161 206154 10.17 

G9 4323 0.828 21113 227225 11.03 

G10 4240 0.977 103534 394590 14.81 

G11 4175 1.34 130530 686332 19.93 

G12 5470 0.526 69483 149672 7.02 

G13 4148 0.989 78619 382271 14.90 

G14 3353 2.351 241389 2216414 44.40 

Khazar 3252 2.72 283012 2603394 49.61 

Hashemi 3908 0.774 97766 261180 13.08 

Tarommohali 3883 0.789 34495 232571 12.42 

Gilaneh 4504 0.71 260708 375491 13.60 
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Fig.2- Polygon view of GGE biplot based on grain yield data of 18 genotypes in three locations and two 

years (6 environments). 

As it is clear in the diagram, genotypes 5 (Kian number), 7 (promising line (HM8-250-5E-1-1) or 

MN7) and 12 with a higher average yield than the rest of the genotypes were more compatible for 

all 6 investigated environments. So that genotypes 7 and 12 were highly compatible with three 

environments (2, 3 and 6) and genotype 5 (Kian number) was more compatible with three 

environments (1, 4 and 5) (Fig.2). 

 The results of the evaluation of the important agronomic characteristics of Kian and Hashemi 

varieties in three different cities of Guilan province showed that under normal conditions, Kian had 

the highest seed yield in Soumesara city with 6400 kg per hectare and the lowest yield in Lashtnesha 

city with 4500 kg per hectare (Fig. 3). This difference in performance in two regions is mostly due 

to non-observance of agricultural tips and instructions in Lashtnesha and poor nutrition management 

in this city. Therefore, by following the agricultural guidelines, it is possible to have a very good 

performance for the Kian variety, on the other hand, this variety has a high yield potential compared 

to the local Hashemi variety, so that by changing the agricultural management, a higher performance 

can be obtained for this line. In all three studied cities, the Kian cultivar had a higher yield than the 

Hashemi cultivar. On the other hand, with the application of drought stress, the yield reduction in 

Kian cultivar was not high, so that after applying drought stress, the yield of this line was equal to 

that of Hashemi cultivar under normal conditions . 
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Fig. 3- Average grain yield (kg/ha) of Kian variety (under normal conditions and drought stress) and 

Hashemi variety in three different cities . 

By evaluating the planting distances and different amounts of nitrogen for the Kian variety, it was 

found that the average seed performance in the planting distance of 20x20 cm was significantly 

higher than the planting distance of 15x20 cm. The harvest index, nitrogen recycling efficiency and 

agricultural efficiency of nitrogen application in the planting distance of 20x20 cm were significantly 

higher than the planting distance of 15x20 cm, but the amount of nitrogen absorption of straw in the 

planting distance of 20x15 cm was significantly higher than the planting distance of 20x20 cm. The 

highest seed yield was obtained from the application of 90 kg of nitrogen per hectare with a planting 

distance of 20 x 20 cm (4492 kg per hectare). Considering the fact that the performance of this 

treatment has a significant difference with other levels of nitrogen, the application of 90 kg of 

nitrogen per hectare with a planting distance of 20x20 cm is recommended for Kian variety. 

The Kian cultivar is tolerant to drought stress induced by mutation (through gamma radiation) in the 

native cultivar. This variety has a yield of 5.5-6 tons per hectare, weight of 100 seeds is 3-2-8 grams, 

number of full seeds is 111-112 and height is 147-135 cm under normal conditions. Also, the yield 

is about 3.5 tons per hectare, the weight of one hundred seeds is 2.2-9.7 grams, the number of filled 

seeds is 92-97 and the height is 128-132 cm under drought stress conditions. In addition to being 

superior to its parent, this variety is considered one of the early and semi-short varieties and has the 

same cooking quality as local Iranian varieties. This line has wide leaves and this is a great advantage 
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for the plant in terms of more photosynthesis and higher yield. The germination of the seeds of this 

variety in the treasury, like other local varieties, has a high speed, and after planting in the main land, 

due to its long leaves, it creates good shading in the spaces between the bushes, and for this reason, 

it prevents the growth of weeds. 

Substitution of Kian cultivar in 10% of the paddy fields of Guilan and Mazandaran provinces (about 

40 thousand hectares) instead of local cultivars will result in an increase in production equivalent to 

60 to 80 thousand tons of paddy. In other words, by cultivating this variety instead of native varieties 

such as Hashmi, about 750 to 1000 million Rials (1500 to 2000 kg of paddy more and the price of 

500 thousand Rials per kg of paddy) will be more income for rice farmers. Of course, it should also 

be noted that in lands with water shortage problems, this variety can lead to the stability of production 

in these lands while preventing damage to rice farmers. 
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Abstract 

Bisphosphonates have a very high affinity for bone mineral because they bind to hydroxyapatite 

crystals. Based on this fact, it was hypothesized to evaluate bone uptake for 99mTc/188Re radiolabeled 

bisphosphonates to determine the order of uptake in bone as agents for imaging or treatment of 

skeletal disorders. 

Bisphosphonate samples were labeled by adding 185 MBq of 99mTc/188Re in saline. SnCl2, 2H2O and 

ascorbic acid were used as reducing agents. Radioactive thin layer chromatography (RTLC) was 

used to determine the radiochemical purity. The stability of radio-complexes in saline and human 

serum was investigated. Bone uptake was evaluated through biodistribution experiments in normal 

mice. 

A radiochemical purity of >90% was obtained for evaluated radiotracers. Bone accumulation and 

rapid renal excretion were observed in the biological evaluation 2 hours after injection for all 

evaluated bisphosphonates. Although bone uptake was desirable for investigated bisphosphonates, 

it appears that third-generation bisphosphonates have the potential to be used as novel bone imaging 

or therapeutic agents. 

Keywords: Bisphosphonates; 99mTc/188Re; Radiochemical yield; Bone metastasis 

 

INTRODUCTION 

Bisphosphonates have been increasingly used for a variety of skeletal disorders. bisphosphonates 

have a very high affinity for bone mineral because they are attached to hydroxyapatite crystals [1]. 

Accordingly, skeletal bisphosphonate retention depends on the availability of hydroxyapatite 

binding sites. Bisphosphonates are preferentially incorporated into sites of active bone remodeling, 

as typically occurs in conditions accelerated by skeletal turnover [2]. The bisphosphonate that does 

not remain in the skeleton is quickly cleared from the circulation by renal excretion. In addition to 

their ability to inhibit calcification, bisphosphonates inhibit the breakdown of hydroxyapatite, 
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thereby effectively suppressing bone resorption [3]. Recently, it has been suggested that 

bisphosphonates also act to limit osteoblast and osteocyte apoptosis [4].  

Technetium-99m has become the most important radionuclide for organ imaging due to its superior 

physical specifications and uncomplicated availability from a generator.  Since it has been described 

that bisphosphonates had high affinity for bone mineral, several 99mTc-labeled phosphate compounds 

have been developed for skeletal imaging [5, 6]. Pyrophosphate has only two phosphate moieties  

 

and is a simple polyphosphate. [99mTc]Tc-pyrophosphate is now rarely used for bone scanning due 

to its high soft tissue background activity, but is still used to determine myocardial infarction. 

Unfortunately, phosphating agents may be affected or damaged in vivo by enzymes such as alkaline 

phosphatase, thereby releasing free technetium from the complexes. 99mTc-labeled of 1-

hydroxyethyliden-1,1-bisphosphonate (HEDP), as a new bone imaging agent showed significant 

bone tissue uptake compared to [99mTc]Tc-pyrophosphate [7, 8]. With raising of 99mTc-labeled 

methylene bisphosphonate (MDP) and hydroxymethylene bisphosphonate (HMDP), [99mTc]Tc-

MDP and [99mTc]Tc-HMDP with superior biodistribution compared to [99mTc]Tc-HEDP, have been 

used as radiopharmaceuticals of choice for bone scintigraphy [9, 10]. However, their exact structure 

is still unknown because these compounds are a mixture of short and long chain oligomers and cannot 

exist as a single species. Furthermore, from the point of view of clinical studies, since 99mTc-labeled 

bisphosphonates show slow blood clearance, a delay time of 2-6 hours is required to initiate the bone 

scan. [11].  

Rehenium-188 with properties such as half-life of 16.9 h and Eβ(max)=2.12 MeV is attractive for 

therapy.  Additionally, its 155-KeV γ-emission (15% abundance) allows for imaging of its 

distribution to facilitate dose calculation. Moreover, like to the in-house use of the 99Mo/99mTc 

generator for the preparation of different technetium-99m labeled diagnostic agents, rehenium-188 

can be obtained from an alumina based 188W/188Re generator in nuclear medicine centers. Similar 

chemical properties between technetium and rhenium give rise to [188Re]Re-HEDP, which has 

surprising properties as a bone-seeking agent [12]. However, previous studies have indicated that the 

in vivo decomposition of radio-complex into perrhenate cause unnecessary radiation to other organs 

and led to delay in blood clearance and high gastric uptake of radioactivity after injection [13]. So, 
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development of a new bone- specific radiopharmaceutical which has more potency, stability and 

greater accumulation in the bone is needed. 

Preparation of a radiopharmaceutical with ideal characteristics such as higher absorption for bone, 

more rapid clearance from blood and enable imaging at an earlier time after injection is required 

accordingly and might be advantageous. In this regards the new generations of bisphosphonate 

tracers have been developed [14]. As well as some 99mTc-labeled second and third generation 

bisphosphonates analogues have been made ready and investigated [15]. Herein, in order to achieve  

 

a tracer with high bone uptake different labeled bisphosphonates with 99mTc/188Re were compared in 

mice.  

RESEARCH THEORIES 

In according to the specific advantages of using 99mTc/188Re in imaging and palliative radiotherapy 

of bone pain, the biological properties of the labeled bisphosphonates were compared. 

EXPERIMENTAL 

Materials and measurements 

All chemicals reagents were purchased from Sigma/Aldrich and used without further purification. 

Technetium-99m and rehenium-188 were eluted from a commercial 99Mo/99mTc and 188W/188Re 

generators (Iran, Tehran, Pars Isotope Co) with saline solution (0.9% NaCl). Radioactivity was 

determined in a dose calibrator (Isomed, Germany). Quantitative gamma counting was performed 

using a NaI(Tl) counter.  

Labeling with 99mTc/188Re  

For radiolabeling with technetium-99m, solutions of the first and third-generation bisphosphonates 

(methylene bisphosphonate (5 mg/mL) and zoledronate (0.15 mg/mL)) were prepared by dissolving 

in the water and citrate buffer respectively. Ascorbic acid (0.2 mg) was combined in the vials. A 

solution of SnCl2, 2H2O in nitrogen-purged 0.1 M HCl, 0.1 mg and 0.2 mg) was added. 185 MBq of 

technetium-99m in saline was added to the final solution in the vials. The pH was adjusted to 3 and 

6 for zoledronate and methylene bisphosphonate respectively. The mixture was shaken vigorously 

for 60 second. The incubation was carried out in sealed container for 20 minutes at room temperature.   
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Rehenium-188 radiolabeling was done through preparation of a solution containing second-

generation bisphosphonate (pamidronate, 5 mg/mL) by dissolving in water. SnCl2.2H2O (0.5 mg in 

nitrogen-purged 0.1 M HCl) and ascorbic acid (2.5 mg) were combined in a vial. To the vial was 

added 0.1 mg potassium perrhenate as a carrier and then was labeled by 185 MBq of rehenium-188 

in 1 mL saline. Final pH was adjusted (pH=3) by addition of 1N HCl. The mixture was incubated in 

sealed container for 30 minutes at 100 °C.    

Radiochemical analysis 

 

The radiochemical purity of labelled bisphosphonates was determined by paper chromatography 

strips (Whatman 1) developed in acetone and water as solvents. About 5 µL radio-complex solution 

was applied at 1 cm from the bottom of paper stripes and after complete development, the 

chromatographic paper stripes were analyzed to determine the radiochemical purity. With the 

acetone as an eluting solvent, the free pertechnetate and perrhenate migrate with the solvent front, 

while the colloidal impurity and radio-complex both remain at the origin of the paper strip. With the 

water as an eluting solvent, the colloidal impurity remains at the origin of the paper strip, while 

pertechnetate, perrhenate and radio-complex move with the solvent front. 

Stability of radio-complexes was evaluated in saline and human serum. Aliquots were taken out at 

different times post labeling and analyzed by paper chromatography strip. 50 μL of labeled 

formulations was added to 0.5 mL of freshly prepared human serum, and the mixture was incubated 

in a 37 °C. 50 μL aliquots were removed at the different time points after reaction and treated with 

50 μL of ethanol. Samples were centrifuged for 5 min at 1000 rpm to precipitate serum proteins and 

for supernatants paper chromatography were performed.   

Biodistribution in mice 

Animal experiments were performed in compliance with the regulations of our institution and with 

generally accepted guidelines governing such work. Biodistribution experiments were performed 

with an intravenous administration of 50 µL of each diluted tracers’ solution (1.85 MBq) to mice via 

a tail vein. Groups of at least 3 mice each were sacrificed and the tissues and organs of interest were 

collected, immediately weighed and counted in a NaI well-type γ-counter. Subsequently, percentage 
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uptake of radioactivity in one gram of the bone, blood, stomach, intestine, thyroid, liver, kidney of 

mice was calculated as the percentage of the injected dose per gram tissue (%ID/g tissue).  

Imaging   

The solutions containing approximate radioactivity of 1.85 MBq of radio-complexes were given as 

intravenous injection in the tail vein of mice. The bone radio-complexes uptake was assessed by 

planar scintigraphy using the single head gamma camera (small area mobile, Siemens, 140 keV high 

sensitivity parallel whole collimator and 15% window around 140 keV). Before the imaging mice  

 

were anesthetized with ketamine and xylazine intra-peritoneally. Scanning were performed for 5 min 

at 256×256 matrix size.  

Results and discussion 

Radiolabeling  

Technetium-99m bisphosphonates were prepared via the decrease in oxidation state of [99mTc]TcO4
- 

by hydrous solvent of tin chloride (figure. 1). The amounts of reagents are important in labeling 

process to obtain the best labeling yields. In order to achieve maximum in vivo specific target uptake 

for labeled ligand against non-labeled ligand, high specific activity labeling of ligand is necessary. 

However, the sufficient amount of ligand in formulation must be presented yet to reach a high 

labeling yield complex formation.  
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Fig. 1. Chemical structure of a first, second and third generation bisphosphonates. 

Stannous chloride was used to reduce rehenium-188 to the lower oxidation stage which could be 

able to react with ligand. Rhenium is not as easily reduced as technetium, and once reduced, it tends 

to quickly revert to a higher oxidation state [16]. SnO2 might be formed with excess tin and the 

labeling efficiency decreases. Ascorbic acid was used as an antioxidant and stabilizer of stannous 

ion. The low labeling yield at high pH could be attributed to colloid formation of SnO2 at near neutral 

and elevated pH above 6 which in turn causes high liver and spleen uptake and trapping of particles 

in lung capillaries in biodistribution studies. 

Paper chromatography measurement of labeled bisphosphonates showed that in the system acetone 

the Rf values were 0.9-1.0 for [99mTc]TcO4
- and [188Re]ReO4

- while labeled bisphosphonates, 

[99mTc]TcO2 and [188Re]ReO2 remained in the bottom. In the system water, [99mTc]TcO4
-, 

[188Re]ReO4
- and labeled bisphosphonates were in Rf 0.8-1.0 while [99mTc]TcO2 [188Re]ReO2 

remained in the bottom. Labeling efficiency of labeled bisphosphonates was >90% in paper 

chromatography (figure. 2). It is extremely important for radioconjugates that isotope chelation 

remain stable as time passes. The results for paper chromatography analyses showed that the 

radiolabeled bisphosphonates retaining a radiochemical purity >90% for 6 h in saline and serum.  
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Fig. 2. Quality control of radiolabeled bisphosphonates by paper chromatography in acetone (A) and water 

(B) as a solvent. 

Animal study  
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Biological evaluations of radiolabeled bisphosphonates were performed in mice. The results are 

shown in table 1 and figure 3. As results showed all radio-complexes mainly accumulated in the 

bone, kidneys and liver. In bone at 2 h post injection high level of uptakes including 3.86 ± 0.12 

%ID/g, 4.19 ± 0.15 %ID/g and 0.74 ± 0.20 %ID/g were observed for [99mTc]Tc-methylene 

bisphosphonate, [99mTc]Tc-zoledronate and  [188Re]Re-pamidronate respectively. No significant 

concentration of radio-complexes in any other organs were obtained.  

Table 1.  Biodistribution of radioactivity after intravenous administration of labeled bisphosphonates in 

normal mice at 2 h post injection. (%ID/g ± SD, n=3) 

 

 

Organs                       Labeled bisphosphonates 

  

[99mTc]Tc-

methylene 

bisphosphonate 

 

[99mTc]Tc-

zoledronate 

 

[188Re]Re-

pamidronate 

    

Blood 0.66 ± 0.13 0.60 ± 0.10 0.23 ± 0.05 

Kidneys 1.72 ± 0.08 2.65 ± 0.12 1.54 ± 0.22 

Stomach 0.29 ± 0.05 0.17 ± 0.08 0.85 ± 0.06 

Intestine 0.43 ± 0.02 0.46 ± 0.05 0.60 ± 0.15 

Thyroid 0.26 ± 0.13 0.20 ± 0.14 0.15 ± 0.05 

Liver 1.19 ± 0.27 0.36 ± 0.10 5.80 ± 1.12 

Bone 3.86 ± 0.12 4.19 ± 0.15 0.74 ± 0.20 
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Fig. 3. Comparison of bone, kidneys and liver uptake for labeled bisphosphonates at different time after 

injection. 

Based on the comparison results shown in figure 3, while [99mTc]Tc-methylene bisphosphonate 

showed rapid accumulation of activity in bone, [99mTc]Tc-zoledronate also showed significant bone 

uptake. Liver activity uptake of [99mTc]Tc-methylene bisphosphonate was higher and kidneys uptake 

value was lower than [99mTc]Tc-zoledronate. The results of biodistribution studies revealed bone 

uptake for [188Re]Re-pamidronate and significant liver uptake.   

According to the results, low blood activity uptake and fast blood clearance are the advantages of 

these radio-complexes. In addition, it should be noted that the significant kidneys uptake indicates 

the renal excretion of these radio-complexes and that the kidneys play a major role in their 

elimination. Remaining radioactivity in bone over time could be duo to binding with excellent 

retention and slow release. Significant liver uptake for [188Re]Re-pamidronate may be explained by 

the aliphatic chain in the compound structure and pharmacokinetic properties of the prepared 

rhenium bisphosphonate chelate. As has been shown in figure 3, the main advantages of [188Re]Re-

pamidronate were the retention of activity in bone and decrease in liver uptake with the passing time 

after injection. 
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Through imaging it was observed that the radio-complexes mainly were accumulated in the skeleton 

and kidneys (figure. 4). Clear images of the mice skeleton were obtained which supported the results 

obtained by biodistribution studies. However, the quality of the [188Re]Re-pamidronate image was 

significantly low, hypothesized to be due to the presence of scattered photons from high-energy 

gamma rays (i.e., 478, 633, 829, and 913 keV). Consequently, more activity and much contrast were 

necessary to obtain the same hot sphere detection capability compared to technetium-99m imaging. 

                           

Fig. 4. Anterior image of radio-complexes ((A) [99mTc]Tc-methylene bisphosphonate, (B) [188Re]Re-

pamidronate and (C) [99mTc]Tc-zoledronate) in mice. 

Conclusions 

These finding suggest that addition of hydroxyl group at the central carbon is efficient to increase 

uptake in bones. Also, another side chain attached to the carbon also may taking part not only to the 

cellular but also to the physicochemical action of bisphosphonate. Furthermore, based on these 

results it is expressed that to evaluate the adsorption and retention of diphosphonate to 

hydroxyapatite the whole structure of molecule is necessary to be considered and it depends on both 

side chains structures. 
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Abstract 

Radiolabeled monoclonal antibodies have shown great promise for cancer diagnosis and therapy. 

Breast cancer continues to pose a significant challenge in the field of healthcare, despite the 

remarkable strides made in cancer research. Approximately 15% to 20% of breast cancers exhibit an 

overexpression of a growth-promoting protein known as HER2. In the present study, we prepared 

Trastuzumab as an anti-HER2 antibody via identical chelator, CHX-A-DTPA (p-SCN-Bn-CHX-A-

DTPA) labeled with 67Ga [T1/2 = 78.3 hrs, EC, Eγ = 93 (40%), 184 (24%), 296 (22%) and 388 (7%) 

keV] and performed preliminary biodistribution studies in female Sprague Dowley rat. Trastuzumab 

was conjugated with CHX-A-DTPA (Macrocyclics B-355), the average number of the chelator 

conjugated per mAb was calculated and total concentration was determined by 

spectrophotometrically. CHX-A-DTPA–trastuzumab was labeled with 67Ga (10 mCi, 375 MBq) then 

Radiochemical purity and immunoreactivity by SKBR3 cell line and serum stability of 67Ga– CHX-

A-DTPA–trastuzumab were determined. The biodistribution studies and radioimmunoscintigraphy 

were performed in female Sprague Dowley rat (67Ga–CHX-A-DTPA–trastuzumab i.v., 200 microl, 

200±20 mCi, 35±5 μg mAb , 4, 24, 48 and 72 h).  67Ga– CHX-A-DTPA–trastuzumab was prepared 

(RCP>98% ± 0.5, Specific activity 4.1 ± 0.7 μCi/μg). Conjugation reaction of chelator (50 molar 

excess ratio) to antibody resulted in a product with the average number of chelators attached to a 

mAb (c/a) of 4.1 ± 1.2. Labeling yield with 67Ga in 400µg concentration of bioconjugate was 92.5% 

± 2.1.  Immunoreaction of 67Ga– CHX-A-DTPA– trastuzumab complex towards HER2 antigen was 

determined by RIA and the complex showed high immunoreactivity towards HER2. In vitro and in 

vivo stability of radioimmunoconjugate was investigated respectively in PBS and blood serum by 

RTLC method. In vitro stability showed more than 91% ± 2.6 in the PBS and 81% ± 1.8 in the serum 

over 24 h. The Immunoreactivity of the radiolabeled anti-HER2 towards SKBR3 cell line was done 

by using Lindmo assay protocol. Under these conditions, the immunoreactivity of the 

radioimmunoconjugate was found to be 0.84. The biodistribution of 67Ga–CHX-A-DTPA- 
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trastuzumab complex in normal Sprague Dowley rat at 4, 24, 48 and 72 h after intravenous 

administration, expressed as percentage of injected dose per gram of tissue (%ID/g). Biodistribution 

studies at 24 and 48 h post-injection revealed the similar pattern to the other radiolabeled anti-HER2 

immunoconjugates. 

Keywords: HER2, Gallium-67, Trastuzumab, CHX-A-DTPA, Breast Cancer  

INTRODUCTION 

The HER2/neu antigen is a transmembrane receptor [1] overexpressed in 25–30% of breast cancers 

[2]. The overexpression has been implicated in the carcinogenesis of breast cancer and is an 

independent prognostic indicator of survival in patients [3]. Trastuzumab is a humanized IgG1 

monoclonal antibody (mAb) recognizing an epitope in the extracellular domain of the receptor and 

is used for immunotherapy for HER2/neu-positive tumors [4]. Breast cancer 

radioimmunoscintigraphy targeting HER2/neu expression has been proposed by different research 

groups and could allow direct assessment of the receptor status of primary and metastatic lesions 

suggesting the effectiveness of Herceptin therapy. Herceptin and its fragments have been 

radiolabeled and used in the imaging of HER2/neu-positive tumors using In-111 [5], Y-90 [6], Y-86 

[7], Br-76 [8], and Zr-89 [9]. 67Ga [T1/2 = 78.3 hrs, EC, Eγ = Eγ = 93 (40%), 184 (24%), 296 (22%) 

and 388 (7%) keV, allows for SPECT imaging and follow up of the radionuclide therapy [10]. Due 

to the superior bioconjugation of DTPA bi-functional ligands p-SCN-Bn-CHX-A-DTPA was used 

as a bi-functional  ligand [11]. This ligand has already shown good biological performance when 

used in protein conjugation of various radioisotopes such as Ac-225 [12], Lu-177 [13] and lead 

radioisotopes [14]. In order to develop Herceptin radioimmunoconjugates for using in imaging 

studies, CHX-A-DTPA -trastuzumab (Herceptin) was labeled by Ga-67 chloride for preliminary 

biodistribution studies in rats. 

EXPERIMENTAL 

Enriched zinc-68 chloride with a purity of more than 95% was obtained from Ion Beam Separation 

Group at Agricultural, Medical and Industrial Research School. 67Ga was produced in Radiation 

Application Research School, Karaj, Iran, by 68Zn(p,2n)67Ga reaction. p-SCN-Bn-CHX-A-DTPA 

(B-355) was purchased from Macrocyclics (NJ, USA). Trastuzumab (Herceptin) was a 

pharmaceutical sample purchased from Roche Co.  Fetal Bovine Albumin (FBS), RPMI-1640  
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medium, and L-Glutamine were bought from Gibco Co. (Dublin, Ireland). PD10 De-salting 

column was inquired from Amersham Pharmacia Biotech; additional chemicals were purchased 

from Sigma Chemical Co. (MO, USA). Sprague-Dawley rats were obtained from Pasteur Institute 

(Tehran, Iran).  A Bioscan AR-2000 radio TLC scanner instrument (Bioscan, Paris, France) was 

used for Radio-chromatography purposes. A p-type coaxial high-purity germanium (HPGe) 

detector (model: EGPC 80-200R) coupled with a multichannel analyzer card system and a dose 

calibrator ISOMED 1010 (Dresden, Germany) were utilized for the measurement of the activity. 

Calculations were carried out based on the 184 keV peak for 67Ga. The United Kingdom 

Biological Council's Guidelines on the Use of the Living Animals in Scientific Investigations, 2nd 

edition was used to determine the framework of animal experiments. Achieved results are 

displayed as mean ± standard deviation (Mean ± SD), and Student’s T-test was used to compare 

the data based on statistical significance defined as P < 0.05. 

Conjugation of p-SCN-Bn-CHX-A”-DTPA with the trastuzumab 

The final concentration of trastuzumab mAb was measured by means of a biophotometric assay at 

280 nm. About 4.0 mg of the antibody in a 1000 μl bicarbonate buffer was then added to 3 

borosilicate vials containing 0.3 (1:25), 0.5(1:50), and 1.0 mg (1:80) of p-SCN-Bn-CHX-A”-DTPA 

and 400 μl bicarbonate buffer following gentle pipetting for 20–30 times. Afterward, each vial was 

shacked for 12 h at room temperature. Then, the mixture was transferred on a Vivaspin-2 cutoff filter 

(30 kDa) and centrifuged at 4000 rpm for 15 min. To terminate the conjugation step and providing 

appropriate conditions for radiolabeling, the upper fraction of the filter was washed by 2 mL of 2.0 

M ammonium acetate buffer (pH = 5.5) In the last step, ammonium acetate buffer (1 ml) was added 

to the upper fraction to dissolve the conjugated antibody, followed by gentle pipetting for 10–20 

times for the purpose of immunoconjugate dissolution. Then, the filter was centrifuged at 2.684 × g 

for 5 min upside-down to detach the conjugated antibody from the filter. The concentration of 

conjugated antibody was finally measured utilizing a biophotometer (Eppendorf) at OD = 280 nm. 

Determination of the average chelator: MAb ratio  

The number of p-SCN-Bn-CHX-A”-DTPA conjugated to each mAb was determined utilizing the 

Pippin method and in accordance with the previous researches [15]. 1.6 μM yttrium (III), 0.15 M 

sodium acetate buffer (pH 4.0), and 5.0 μM Arsenazo (III) were used to prepare Arsenazo yttrium 

(III) complex (2:1, 1 ml). The optical density of the prepared complex was measured by means of a 

biophotometer at 652 nm. A standard solution of 3 mM p-SCN-Bn-CHX-A”-DTPA in 0.15 M  

 



126 

 

 

sodium acetate buffer solution (pH 4.00) was supplied. Then, 15 μl of the standard solution was 

added to the Arsenazo yttrium (III) complex and the optical density was measured and documented. 

This procedure (adding the standard solution and measuring the optical density) was repeated four 

times. In the next step, the optical density of the 1:2 yttrium (III) complex of Arsenazo (1 mL) was 

measured at 652 nm in the presence of conjugation product to investigate the p-SCN-Bn-CHX-

A”-DTPA-antibody attachment. 

Radiolabeling of the p-SCN-Bn-CHX-A”-DTPA-trastuzumab conjugate with 67Ga  

Certain amounts of the p-SCN-Bn-CHX-A”-DTPA-trastuzumab conjugate (200, 400, and 600 µg) 

were added to the vials comprising 74 MBq of 67Ga adjusted to the pH of 5.5 using acetate buffer. 

The mixture was incubated at 25°C for 1 h. Then, the radiochemical purity of the complex was 

investigated by instant thin-layer chromatography (ITLC) using Whatman No. 2 and 1 mM DTPA 

as the stationary and mobile phase, respectively. Whenever the optimum concentration was 

specified, experiments were performed to determine the suitable time for labeling. Ultimately 

ethylene di-amine tetra acetic acid solution (10 μl, 10 mM) was added to the labeling mixture and 

incubated for 10 min in order to scavenge the unlabeled 111In cation. The mixture was then passed 

through a disposable PD10 desalting column to remove the impurities with small molecular weight 

and elevate the radiochemical purity. Finally, the mAb-containing solution was stored at 4°C to be 

used in further in-vitro and in-vivo studies. 

Stability studies of the radiolabeled compound in PBS buffer and human serum  

About 150 µL of the radioimmunoconjugate (with approximately 250 µCi (9.5 MBq activity) was 

added to the 500 µL of the PBS buffer and freshly prepared human serum while keeping at 4°C and 

37°C, respectively. Samples were taken from the complex at 0,12, 24 and 48 h after preparation, and 

the radiochemical purity was assessed by means of the ITLC method using Whatman No. 2 and 1 

mM DTPA solution.  

Reactivity of the radiolabeled compound toward HER2 antigen using radioimmunoassay 

method  

Three rows of eight wells of ELISA were selected. In the eight wells of the first row, 100 μl of BSA 

with the concentration of 0.6 μg/100 μl and in another eight wells, 100 μl of HER2 at 0.3 μg/100 μl 

were poured and then were incubated overnight at 37°C. The wells were washed three times with 10 

mM phosphate buffer (containing tween 20) and after complete removal of water, all wells were  
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filled with bubble solution and incubated for 45 min at 37°C. 67Ga-CHX-A”-DTPA-trastuzumab was 

then added with the concentration of 10 μg in 100 μl and incubated for 2 h and the wells were washed 

six times by washing buffer, after full water drainage, each of the wells was removed from the plate 

by breaking, and their activation was counted in the gamma counter. Each measurement was 

performed 3 times. 

Immunoreactivity of radiolabeled mAb trastuzumab toward SKBR3 and CHO cell lines  

Distinct numbers (5 × 106, 2.5 × 106, 1.25 × 106, 0.62 × 106, 0.31 × 106, and 0.15 × 106) of CHO and 

SKBR3 cells were put into the tubes and mixed with 30,000 cpm of the radiolabeled mAb 

trastuzumab. The tubes were incubated at 4°C for 3 h and the radioactivity of each tube was measured 

by means of a γ-counter. In the centrifuge of the tubes in 3000 ×g, the supernatant was disposed and 

respective radioactivities of the cell debris were determined. The immunoreactivity was ascertained 

utilizing a Lineweaver–Burk plot. Lindmo method was applied to analyze the data. 

Biodistribution studies of 67Ga-CHX-A”-DTPA-trastuzumab in normal Sprague Dowley rat  

For biodistribution studies, 67Ga-CHX-A”-DTPA-trastuzumab was administered to normal Sprague 

Dawley rats separately. A volume (150-200 l) of final radioactive solution containing 200 ± 10 µCi 

radioactivity and 35  5 µg of trastuzumab was injected intravenously to rats through their tail vein. 

The total amount of radioactivity injected into each rat was measured by counting the 1 ml syringe 

before and after injection in a dose calibrator with a fixed geometry. Biodistribution studies were 

performed using groups of 3 rats sacrificed at 4, 24, 48 and 72 hours after injection of each 

radiolabeled mAb trastuzumab. At each time point, rats were sacrificed using CO2 gas and normal 

organs (lungs, stomach, small and large intestine, spleen, blood, heart, kidneys, bone, feces, skin and 

liver) were excised. Organs were weighed and gamma counted with an HPGe detector counting the 

area under the curve of the 184 keV peak. The percentage of injected dose of radioisotope per gram 

(% ID/g) organ was calculated (after correcting for radioactive decay using an aliquot of the injected 

at each time point). Mean values and standard errors for each tissue and time point were plotted. 

Statistical analysis  

The experiments were performed three times for each test and final values were presented as the 

mean ± SD. Statistical analyses were performed using IBM Corp. Released 2010. IBM SPSS 

Statistics for Windows, Version 19.0. Armonk, NY: IBM Corp, U.S.A. 10.0 considering P < 0.05 as 

statistically significant. The paired t-test was used to compare the results of the two experiments. 

 

Results and discussion 
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Conjugation of trastuzumab with p-SCN-Bn-CHX-A”-DTPA and radiolabeling of 

trastuzumab with 64Cu 

In order to overcome the effect of excipients and producing appropriate acidity for conjugation step 

the pharmaceutical sample was purified by ultra-filtration using cut-off filters followed by 

determination of the antibody concentration using spectrophotometry. In order to improve the 

conjugation step alkaline pH is necessary, thus bicarbonate buffer was used to reconstitute the 

antibody. The use of polymer tubes and other synthetic materials in the conjugation and labeling step 

interfered with the conjugation reaction, while borosilicate vials were the appropriate vessels. In 

order to remove the leftover of Bi-Functional Chelator in the reaction and concentrate the antibody, 

the cut-off filter was used once more (30kDa). At this stage, a pH 5.0 buffer was used to recover the 

antibody in order to terminate the conjugation step and provide the suitable radiolabeling pH, and 

for final fraction the quantity of the antibody was measured at OD = 280 nm. In order to estimate the 

number of CHX-A-DTPA prosthetic group on each antibody molecule, the arsenazo yttrium 

complex [Y(AAIII)2] method was used. The absorbance of Y(AAIII)2 at 652 nm decreases upon the 

addition of CHX-A-DTPA-trastuzumab while the corresponding absorbance of AAIII at 538 nm 

increases (Fig 1). The Y(AAIII)2 and arsenazo III are the only absorbing species in solution; neither 

CHX-A-DTPA-trastuzumab nor its Y(III) complex have any absorbance in this wavelength region. 

The isosbestic point observed at 585 nm is consistent with only two absorbing species for reaction. 

The data demonstrated the CHX-A-DTPA:antibody ratio of 4.1±1.2:1(Table 1). 

Kukis et al. observed that coupling of too many ligands to antibody leads to impairment of 

immunoreactivity. As described for the Lym-1 antibody [16]. Zimmermann et al. also found that 

unfavorable biodistribution were a more sensitive marker for over-substitution of the mAb than in 

vitro immunoreactivity. Whereas substituting 18 ligands per antibody molecule lead to an about 25% 

lower in vitro immunoreactivity, in vivo tumor uptake was decreased by 80%. At the same time 

accumulation of radioactivity in the liver was increased about 40%. A c/a ratio up to 11 seemed to 

be the limit for substituting mAbs without damage to immunoreactivity and effects on biodistribution 

[17]. Thus, in this study we optimized conjugation procedure to obtain a chelate-to-mAb molar ratio 

less than 11 (4.1±1.2:1 for instance), in order to minimize any immunoreactivity loss and unwanted 

liver uptake. 
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Radiochemical purity determination 

By direct radiolabeling of the Conjugate in a simple and rapid manner, the radioimmunoconjugate 

was easily prepared in radiochemical purity of higher than 98%. The DTPA-trastuzumab conjugate 

was labeled with 67Ga at Specific activity 4.1 ± 0.7 μCi/μg, and the radiolabeled mAb exhibited high 

in vitro serum stability and minimal loss of immunoreactivity. The effect of time on RCP was also 

studied and 30 min was considered as the best time. ITLC chromatogram of the radiolabeled 

compound and free 67Ga are indicated in Figure 2. As a result of the experiments, the best conditions 

for radiolabeling were as follows: 400 µg of the bioconjugate was added to a vial containing 74 MBq 

of 67Ga radionuclide and pH of the reaction mixture was arranged to 5.5 as keeping at 25°C for 30 

min. 

Stability of Radiolabeled Protein in presence of human serum and PBS 

Table 2, presents the in vitro stability of radiolabeled mAb by using size exclusion chromatography 

using G-25 Sephadex at 37ºC after 0, 12, 24 and 48 h of incubation (in buffer and human serum). 

The results showed that After incubation of 67Ga-CHX-A”-DTPA-trastuzumab (300 µCi) with 

freshly prepared human serum at 37C for up to 48 h, more than 78% of total radioactivity eluted in 

the same position as 67Ga-CHX-A”-DTPA-trastuzumab. Cole et al. reported that deacreases of 

stability in human serum resulted from mild transchelation of 67Ga to serum components such as 

albumin [18], while Cooper et al. reported the high stability of macrocyclic immunoconjugates such 

as DOTA-mAb, DO3A-mAb and NOTA-mAb in serum over 48 h [19] which is in agreement with 

our data. 

Reactivity of radiolabeled trastuzumab towards HER2/neu antigen by RIA 

Reactivity of radiolabeled mAb trastuzumab towards the HER2/neu antigen (0.2 μg/well) and BSA 

(0.2 μg/well) was shown in Figure 3. The 67Ga-CHX-A”-DTPA-trastuzumab showed high 

immunoreactivity towards HER2/neu antigen. This result also showed that the chemical binding of 

67Ga to mAb had no adverse effects on the immunoreactivity of antibody towards HER2/neu antigen. 

Immunoreactivity of radiolabeled trastuzumab towards SkBr3 cell line  
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Zimmermann et al. reported that moderate increase of chelator to mAb ratio leads to slight decrease 

in immunoreactivity. Lewis et al also reported this slight decrease in immunoreactivity is likely due 

to non-specific conjugation of chelators to mAb, which possibly attaches a chelator in the region of 

the antigen binding site [20]. The Immunoreactivity of the radiolabeled trastuzumab (67Ga-CHX-A”-

DTPA-trastuzumab) towards SkBr3 cell line was determined under conditions of antigen excess in 

HER2/neu antigen-expressing SkBr3 human breast carcinoma cells by using a Lineweaver-Burk 

plot. Under these conditions, the immunoreactivity of radioimmunoconjugate was found to be 0.84 

which is suitable for further imaging studies in animal models and possibly human trials. It seems 

that exact optimization of c/a ratio has led to such suitable immunoreactivity. Thus, conjugation and 

complexation procedures did not affect the affinity of mAb toward its antigen in this work (figure 

4). 

67Ga-CHX-A”-DTPA-trastuzumab biodistribution in normal Sprague-Dawley rat tissues 

Kokai et al. showed that during late gestation (Embryonic day 18) and during the early postnatal 

period (PND-1 and PND-5), two types of tissue expressed HER2/neu antigen (p185) in normal rat. 

Strong immunoreactivity was detected on epithelial cells of the intestinal villi, the skin, pulmonary 

bronchioles, and proximal renal tubules. Also, faint staining of connective tissue was observed. 

Staining in the nervous system could no longer be detected. In adult animals, immunoreactive p185 

was limited to epithelial tissues, including the basal layer of skin, the mucosal epithelium of intestine, 

bronchiolar epithelium of lung, and proximal tubular epithelium of kidney. Connective tissue no 

longer expressed p185 [21]. As shown in Figure 5, biodistribution studies in adult normal Sprague-

Dawely rats after injection of 67Ga-CHX-A”-DTPA-trastuzumab demonstrated that uptake in 

intestine, skin and lung organs significantly increased during the study time also high uptake in 

kidney organ during the time study were observed which is due to the presence of HER2/neu antigens 

in mentioned tissues also leading to high colon and feces activity content, which is in agreement with 

the findings of Kokai and co-workers. This has been already shown by other groups, working with 

125I-anti-HER2 probes [22]. A significant kidney uptake of radiolabeled mAb trastuzumab is 

observed all time intervals, in Figure 5 possibly due to the presence of HER2/neu antigen. As shown 

in figure 5, accumulation of radiolabeled mAb trastuzumab in spleen and liver increases by the time  
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up to 24 h. This behaviour has been already shown to be consistent with half life of intact mAb in 

circulation like other radiolabeled mAb anti HER2 probes. 

 

Table 1 Average numbers of chelators bound to each antibody (c/a) in different molar of chelator added to 

conjugation reaction (n=3) 

 

Average number 

of Chelators/mAb 

Molar excess of 

chelator added to 

conjugation 

reaction 

Conjugate Bifunctional 

chelator 

2.2 ± 0.4 25 CHX-A”-

DTPA-trastuzuma

b 

p-SCN-Bn-CHX-

A”-DTPA 4.1 ± 1.2 50 

7.2 ± 0.9 80 

 

Table 2. Stability of 67Ga-CHX-A”-DTPA-trastuzumab in PBS at 4°C and human blood serum at 37°C at 

different times postlabeling (n=3) 

  )%(Radio-Chemical Purity (RCP) 

Time post labeling 

(h) 

PBS (4 ºC) Human Serum (37 

ºC) 

0 98.0 ± 0.5 98.0 ± 0.5 

12 95.5 ± 0.7 91.0 ± 1.1 

24 91.1 ± 2.6 81.8 ± 1.8 

48 90.5 ± 1.1 78.3 ± 0.9 

 

 

Fig. 1. The standard curve of the absorption of Arsenazo yttrium (III) complex against the concentration of 

p-SCN-Bn-CHX-A”-DTPA (n = 3) 
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Fig. 2. Radiochromatogram of free 67Ga (left) and 67Ga-CHX-A”-DTPA-trastuzumab (right) using 

Whatman No. 2 in 1 mM DTPA, pH 5.0 (n=3). 

 

 

Fig. 3. Reactivity of 67Ga-CHX-A”-DTPA-trastuzumab (10 μg/well) toward HER2 antigen (0.3 μg/well) 

and BSA (0.6 μg/well) using radioimmunoassay method (n = 3) 

 

 

Fig. 4. Immunoreactivity of 67Ga-CHX-A”-DTPA-trastuzumab (total applied/specific binding) toward 

SKBR3 cell line at different cell concentration (n = 3) 
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Fig. 5. Percentage of injected dose per gram (% ID/g) of 67Ga-CHX-A”-DTPA-trastuzumab in normal 

Sprague-Dawely rat at 4, 24, 48 and 72 h postinjection(n = 3). 

 

Conclusions 

Radiolabeling, stability testing, radiochemical purity, reactivity, immunoreactivity and 

biodistribution study of 67Ga-CHX-A”-DTPA-trastuzumab were determined followed by 

biodistribution studies in normal Sprague-Dawley rat tissues (200 ± 20 µCi, 4, 24, 48 and 72 h p.i.). 

The radioimmunoconjugate was prepared with a radiochemical purity of higher than 98 ± 0.5% 

(ITLC). The average number of chelators per antibody (c/a) for the conjugate used in this study was 

4.1±1.2:1. The 67Ga-CHX-A”-DTPA-trastuzumab showed high immunoreactivity towards 

HER2/neu antigen and SkBr3 cell line. In vitro stability of the labeled product was found to be more 

than 91% in PBS and 81.8 ± 1.8% in human serum over 48 hr. The accumulation of the radiolabeled 

mAb in liver, skin, intestine, lung, spleen, kidney and other tissues demonstrates a similar pattern to 

the other radiolabeled anti-HER2 immunoconjugates. 

These data validate this radiopharmacutical for further clinical testing. Therefore 67Ga-CHX-A”-

DTPA-trastuzumab is a potential compound for molecular imaging of SPECT for diagnosis and 

follow-up of HER2 expression in oncology. 
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Abstract 

Radiation damage has destructive effects on the electronic components of satellites. Due to economic 

reasons and the existence of various restrictions, the use of commercial components has become 

common in short-term and low-altitude missions. The most effective method of protection against 

radiation is the use of shields. The purpose of this work is to check the optimal shielding in a 3-year 

mission in LEO orbit by considering the radiation resistance of commercial parts using SPENVIS 

software, SHIELDOSE code, and MULASSIS software. The result of SHIELDOSE, MULASSIS 

calculations is that the amount of thickness of different materials for the radiation tolerance of 

commercial parts does not differ much in condensation thickness. Also, there is no need for complex 

protection and you can use the usual protections. A comparison of the calculations obtained from 

MULASSIS and SHILEDOSE to achieve the dose into the silicon target indicates that the values are 

very similar and if there is a limitation in each of the capabilities of MULASSIS and SHILEDOSE, 

another can be used as an alternative software. 

Keywords: space radiation, radiation damage, commercial components, shielding 

INTRODUCTION 

The space radiation environment consists of trapped protons and electrons, solar protons, galactic 

cosmic radiation, and neutrons, which can cause the malfunction of electronic satellites [1][2]. The 

environmental effects of space radiation are classified into three general categories, total ionizing 

dose effects (TID), single-event effects (SEE), and displacement damage effects (DD) [3]. Radiation  
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has devastating effects on electronic components in satellites, so the selection of components has 

particular importance. In general, there are three types of component categories for space systems. 

Rad Hard, Rad Tolerant, and COTS. Rad-Hard Designed for the long haul, these devices are built to 

resist intense radiation levels over extended periods. These devices are heavyweights, designed to 

handle exceptionally high levels of radiation. Their structure and materials are chosen and optimized 

to endure the harshest radiation environments. No stone is left unturned when qualifying rad-hard 

devices. Every wafer lot undergoes rigorous testing, ensuring that each component meets the highest 

radiation resistance standards. Rad-Tolerant: Tailored for shorter stints, rad-tolerant electronics are 

perfect for missions or applications with a lifecycle of typically five years or less. They're more like 

sprinters, built to perform optimally in short, intense bursts. Rad-Tolerant: Suited for milder radiation 

climates, these devices can typically handle radiation exposure ranging from 10-30krad(Si). In some 

cases, they might be tweaked to withstand slightly higher doses, but they won't match the resilience 

of rad-hard devices. These devices undergo a more streamlined, automotive-like qualification 

process, with one-time radiation characterization. Although they are tested to ensure radiation 

tolerance, the process is less exhaustive than with rad-hard devices, reflecting their shorter 

operational expectancy and less demanding radiation specifications [4][5]. Commercial-Off-The-

Shelf or commercially available off-the-shelf (COTS) products are packaged or canned (ready-made) 

hardware or software, which are adapted aftermarket to the needs of the purchasing organization. 

For some spacecraft manufacturers, the use of Commercial Off-The-Shelf (COTS) parts is the only 

option to meet the performance and cost needs of a mission. Today, many COTS devices are 

operating successfully in orbit. To achieve mission reliability, the location of COTS parts and sub-

systems within the overall build is important and spacecraft modeling software such as TRAD’s 

FASTRAD can help identify areas of the satellite structure that can offer improved levels of shielding 

from radiation [6]. 

Most COTS components are resistant to radiation up to 5 krad. Some of them fail before 1 krad. By 

the COTS method, commercial components and subsystems are purchased and they can be used in 

the satellite provided they meet other environmental requirements (vibration, temperature, etc.) [3].  

The reasons to use COTS instead of space-class components are time-saving, up-to-date, and cost-

effective, and they cannot access limitation, on the other hand, it is increased using these components 

in smaller satellites in LEO orbit. Most of the important components used in radiation systems have 

silicon bases and are fabricated on VLSI semiconductor technology, so the most studied radiation  
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damage is focused on silicon. The most effective way to protect against radiation is to use the shield. 

The protective effect of different materials can be studied using particle transport codes. For 

shielding, in addition to investigating the protective effect of different materials, it can be optimized 

on the layout and structure of the shield. Traditionally, aluminum has been the standard material 

used in space applications that meet radiation shielding and structural-functional requirements. But 

other materials are also used in this field, including polyethylene, thallium, etc. In this research work 

various types of materials have been used for shielding calculations [7][2][8]. Space radiation 

researchers have developed different models to simulate the elements of the radiation environment. 

These models are based on data sets of different space missions launched in different orbits [5]. The 

protective effectiveness of different materials can be evaluated using particulate transport codes. [6]. 

HZETRN, MCNP, GEANT4, and SHIELDOSE-2 CODES are available independently or in 

software packages such as OMERE and SPENVIS. In this work, SPENVIS is used. The SPENVIS 

system is developed by a consortium led by the Royal Belgian Institute for Space Aeronomy (BIRA-

IASB) for ESA's Space Environments and Effects Section through its General Support Technology 

Programme (GSTP).  The development team at BIRA-IASB maintains the system [9]. 

The Space Environment Information System (SPENVIS) is a web application that provides models 

and tools to space engineers and scientists to model the space environment around Mercury, Earth, 

Mars, and Jupiter but also in the interplanetary medium. In addition, it allows the users to combine 

and chain results between different models enabling them to calculate the potential effects of the 

environments specific to their (planned) mission. The effects are divided into the following 

categories: ionizing dose, non-ionizing energy loss, radiation damage in solar cells, single event 

upsets, spacecraft charging, atomic oxygen erosion, and meteoroid and debris models [10].  

SHIELDOSE and MULASSIS are implemented in SPENVIS software. It is used this capability in 

this work. SHIELDOSE is a computer code for space-shielding radiation dose calculations. It 

determines the absorbed dose as a function of depth in shielding materials of spacecraft, given the 

electron and proton fluences encountered in orbit [9]. Mulassis allows the definition of a multi-

layered, one-dimensional shield and incident particle source, and using the Geant4 toolkit simulates 

radiation transport through the geometry, treating electromagnetic and nuclear interactions. It started 

working in the field of space radiation as the country's attention to the design and construction of 

satellites. Most activity in this field is performed using the OMERE software for determination and  
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shielding calculations. This work aims to investigate the optimal shielding in LEO missions by 

considering the radiation resistance of COTS components using SPENVIS software. 

RESEARCH THEORIES 

As mentioned in the introduction, shielding is very important for the utilization of COTS parts, so to 

find a suitable shield, first, it is necessary to calculate and simulate different and appropriate 

materials. To consider the impact of TID against the shield, different shields such as aluminum, 

titanium, tantalum, iron, copper-tungsten alloy, and a bilayer shielding sample (consisting of 

aluminum and tantalum) have been studied and the amount of TID absorbed into silicon has been 

calculated for different thicknesses.  

Table 3: Mission Orbit Specifications  

 

500 km Perigee altitude 

500 km Apogee altitude 

55 0 Inclination 

01/01/2023 Mission start 

31/12/2025 Mission end 

RESULTS 

Protons and solar ions, trapped particles including electrons, protons, and galactic cosmic rays are 

considered the radiation sources of this orbit.  The results of calculations using SPENVIS software 

are presented in this section. Differential and integral flux of solar protons via energy in this LEO 

mission is shown in Figure 1 and the differential and integral flux of trapped electrons in this LEO 

mission via energy is shown in  

Figure 2. 
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Figure 1- Differential and integral flux of solar protons via energy 

 

 

 

Figure 2- Differential and integral flux of trapped electrons via energy 

According to the characteristics of the orbit and the radiation sources, the dose curve is drawn via 

thickness. In Table 4, a sample of the calculations performed using this software is displayed. The 

target material is silicone and the shield is intended to be flat. The obtained dose of trapped electrons, 

trapped protons, and solar protons and the total dose in silicon were calculated in terms of thickness. 

The output of these tables is the dose curve in terms of condensation thickness (
𝑔
𝑐𝑚2⁄  ). The red  
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horizontal line indicates the radiation tolerance of COTS components. The minimum amount of 

thickness is obtained from the intersection of two graphs. In  

Figure 3, the dose curve is displayed in terms of thickness for aluminum shielding. This work is 

repeated for Titanium, Tantalum, Iron, Al + Ta bi-layer, and  CW80 Copper-Tungsten Alloy, and 

the results are summarized in Table 5. In Table 5, the minimum amount of condensation thickness 

(
𝑔
𝑐𝑚2⁄  ) for the radiation tolerance of COTSs for different materials in this mission is obtained.  

Table 4: An Example of Calculation of Dose Determination via Thickness in SHIELDOSE Code 

 

 

 

Figure 3- Total ionizing dose curve in terms of thickness for aluminum 

 

 

Trapped Brems- Trapped Solar
Tr. electro

ns+

Tr. el.+Br

emss.

(mm) (mils) (g cm
-2

) (mm) electrons strahlung protons protons
Bremsstra

hlung

+Tr. proto

ns

0.05 1.968 0.014 0.05 2.13E+04 2.04E+04 4.37E+01 0.00E+00 8.21E+02 2.05E+04 2.05E+04 2.13E+01

0.1 3.937 0.027 0.1 1.11E+04 1.06E+04 2.63E+01 0.00E+00 4.96E+02 1.06E+04 1.06E+04 1.11E+01

0.2 7.874 0.054 0.2 5.34E+03 5.03E+03 1.48E+01 0.00E+00 2.90E+02 5.05E+03 5.05E+03 5.34E+00

0.3 11.811 0.081 0.3 3.43E+03 3.22E+03 1.02E+01 0.00E+00 2.03E+02 3.23E+03 3.23E+03 3.43E+00

0.4 15.748 0.108 0.4 2.48E+03 2.33E+03 7.91E+00 0.00E+00 1.50E+02 2.33E+03 2.33E+03 2.48E+00

0.5 19.685 0.135 0.5 1.92E+03 1.79E+03 6.63E+00 0.00E+00 1.17E+02 1.80E+03 1.80E+03 1.92E+00

0.6 23.622 0.162 0.6 1.55E+03 1.44E+03 5.79E+00 0.00E+00 9.64E+01 1.45E+03 1.45E+03 1.55E+00

0.8 31.496 0.216 0.8 1.08E+03 1.01E+03 4.64E+00 0.00E+00 7.18E+01 1.01E+03 1.01E+03 1.08E+00

1 39.37 0.27 1 8.00E+02 7.39E+02 3.80E+00 0.00E+00 5.75E+01 7.43E+02 7.43E+02 8.00E-01

1.5 59.055 0.405 1.5 4.30E+02 3.88E+02 2.68E+00 0.00E+00 3.91E+01 3.91E+02 3.91E+02 4.30E-01

2 78.74 0.54 2 2.55E+02 2.23E+02 2.06E+00 0.00E+00 2.97E+01 2.25E+02 2.25E+02 2.55E-01

2.5 98.425 0.675 2.5 1.57E+02 1.32E+02 1.66E+00 0.00E+00 2.35E+01 1.34E+02 1.34E+02 1.57E-01

3 118.11 0.81 3 9.99E+01 7.93E+01 1.39E+00 0.00E+00 1.92E+01 8.07E+01 8.07E+01 9.99E-02

4 157.48 1.08 4 4.45E+01 2.95E+01 1.07E+00 0.00E+00 1.39E+01 3.06E+01 3.06E+01 4.45E-02

5 196.85 1.35 5 2.28E+01 1.13E+01 8.70E-01 0.00E+00 1.06E+01 1.22E+01 1.22E+01 2.28E-02

6 236.22 1.62 6 1.35E+01 4.33E+00 7.49E-01 0.00E+00 8.43E+00 5.07E+00 5.07E+00 1.35E-02

7 275.59 1.89 7 9.14E+00 1.62E+00 6.65E-01 0.00E+00 6.85E+00 2.29E+00 2.29E+00 9.14E-03

8 314.96 2.16 8 6.90E+00 5.80E-01 6.02E-01 0.00E+00 5.71E+00 1.18E+00 1.18E+00 6.90E-03

9 354.33 2.43 9 5.59E+00 1.94E-01 5.53E-01 0.00E+00 4.84E+00 7.47E-01 7.47E-01 5.59E-03

10 393.7 2.7 10 4.74E+00 5.79E-02 5.13E-01 0.00E+00 4.17E+00 5.71E-01 5.71E-01 4.74E-03

12 472.44 3.24 12 3.63E+00 2.37E-03 4.50E-01 0.00E+00 3.18E+00 4.52E-01 4.52E-01 3.63E-03

14 551.18 3.78 14 2.87E+00 1.48E-05 4.02E-01 0.00E+00 2.47E+00 4.02E-01 4.02E-01 2.87E-03

16 629.92 4.32 16 2.34E+00 1.29E-07 3.64E-01 0.00E+00 1.97E+00 3.64E-01 3.64E-01 2.34E-03

18 708.66 4.86 18 1.95E+00 0.00E+00 3.32E-01 0.00E+00 1.62E+00 3.32E-01 3.32E-01 1.95E-03

20 787.4 5.4 20 1.66E+00 0.00E+00 3.06E-01 0.00E+00 1.35E+00 3.06E-01 3.06E-01 1.66E-03

Eqv Al absorber 

thickness

Actual absorber 
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Total

Total 

(krad)
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Table 5- Minimum condensing thickness (
𝒈
𝒄𝒎𝟐⁄ ) for radiation tolerance of COTS components for 

different materials 

 
Condensation 

thickness  (g/cm2) 
Thickness (mm) Shield material 

0.0873 0.1798 Titanium 
0.0799 0.0485 Tantalum 
0.0858 0.1029 Iron 
0.1400 0.5000 Al + Ta bi-layer 
0.0932 0.3000 Aluminium 

0.0852 0.0520 CW80 Copper-

Tungsten Alloy 

The minimum condensation thickness values for the radiation tolerance of commercial parts in 

different materials are presented in Figure 4. As shown in in Table 5 and Figure 4, the amount of 

thickness of different materials for the radiation tolerance of COTS components does not differ much 

in terms of condensation thickness in this mission. The lowest and highest thickness is related to 

Tantalum and Ta+Al(1mm) combined shields. 

 

Figure 4- Comparison of the minimum amount of condensing thickness (
𝒈
𝒄𝒎𝟐⁄ ) for radiation tolerance of 

different materials 

     To assessment dose quality, two capabilities of SPENVIS, MULASSIS and SHILDOSE have 

been used. To validate the two tools, the dose values are calculated in the same conditions. The 

results of this comparison are shown in Figure 5. As shown in this figure, the values obtained for the 

dose are almost close to each other in thicknesses of 2-8 mm  and they have similar large magnitude.  
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Therefore, it can be concluded that if there is a limitation in any of the capabilities of MULASSIS 

and SHILEDOSE, another can be used as an alternative software. 

 

Figure 5-  Comparison of total ionizing dose curve obtained from MULASSIS and SHIELDOSE 

calculations in terms of thickness for aluminum shielding in silicon  

Conclusions 

It is important to have a good understanding of these effects on the satellite in order to provide the 

required shielding for mission planning and design, Radiation damage has devastating effects on 

electronic components in satellites, and the selection of components has a particular importance. The 

most effective way to protect against radiation is to use a shield. The use of shields appears to be the 

only practical tool to reduce the impact of radiation on astronauts and satellite cargo. There are two 

transport radiation codes used in this study. The aim of this work is to investigate the optimal 

shielding in LEO mission by considering the radiation resistance of COTS components using 

SPENVIS software. It will be a three-year mission for a low-altitude orbit satellite (LEO). The results 

of SHIELDOSE2 calculations show that the amount of thickness of different materials, for the 

radiation tolerance of commercial parts, does not differ much in terms of condensation thickness in 

this mission. The lowest thickness is the tantalum. Comparison of the calculations obtained from 

MULASSIS and SHILEDOSE to achieve the dose into the silicon target indicates that the values are 

very similar and if there is a limitation in each of the capabilities of MULASSIS and SHILEDOSE, 

another can be used as an alternative software. The general conclusion of the conservation design 
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topics in this mission is that there is no need to use complex shielding and can also be used for this 

purpose.  
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Abstract: Irradiation damage is an important element in understanding the mechanism of nuclear 

materials performance. In the current study, radiation damage in the reactor pressure vessel (RPV) 

is re-assessed by computing the displacement per atom (dpa) cross-sections from the ENDF/B-VII.1 

nuclear data library. An indigenous computer code, radiation damage induced by incident neutron 

flux (RADIX), is developed to compute elastic part of displacement cross section and dpa value of 

materials through new radiation damage model, a thermal recombination-corrected displacement per 

atom (arc-dpa). On the other hand, the non-elastic part of damage is extracted from the HEATR 

module of the NJOY code. According to the total dpa results and semi-experimental relations, some 

tensile properties and grain boundary concentrations of Cr, Ni, and Si are compared together. Also, 

defect cluster density obtained about 1.995E+23 (m-3) during forty years of effective full power year 

(EFPY) operation of WWER-1000 reactor with the coolant temperature of 291 ˚C. Finally, this 

results are compared with the SPECTER/SPECOMP and NJOY code. 

Keyword: Neutron radiation damage, Defect cluster density, Grain boundary concentration, 

Stainless steel 316 

INTRODUCTION 

Nuclear power plays a crucial role in global energy supply, accounting for approximately 17% of 

global electricity generation. As the industry continues to grow rapidly and face increased scrutiny, 

ensuring high reliability and safety becomes imperative. Understanding the impact of neutron 

radiation damage is a key factor in achieving safe and reliable operation throughout the lifetime of 

nuclear power plant instruments. Therefore, having a foundational knowledge of the neutron 

interaction mechanism, binary collision approximation, Monte Carlo method, angular distribution of 

reaction products, and secondary displacement models is essential as a starting point for studying 

neutron radiation damage. 

mailto:s9512423201@phd.araku.ac.ir
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During neutron irradiation, atoms undergo displacement from their original positions, referred to as 

primary knock-on atoms (PKA), resulting in a cascade of secondary displaced atoms. The minimum 

energy required to displace these atoms from their lattice positions is known as the threshold energy 

(Ed). As the cascade cools down, two types of defects are induced in the irradiated material: 

vacancies (vacant lattice positions) and interstitials (displaced atoms in interstitial lattice positions), 

collectively known as "Frenkel Pairs" (FP) [1]. 

The Norgette-Robinson-Torrens (NRT) model, developed based on Lindhard theory, has been 

widely utilized to estimate the displacement per atom (dpa) in computer codes such as SPECTER, 

SPECOMP, and SRIM codes [2-4]. However, some researchers have found that this model tends to 

overestimate the dpa value. To address this limitation, the athermal recombination-corrected (arc-

dpa) model has been introduced, providing a more physically realistic description of primary 

radiation damage [5]. 

Austenitic stainless steels (SSs) are commonly used as structural alloys in the inner components of 

reactor pressure vessels (RPVs) due to their high strength, fracture toughness, and ductility. 

However, Extend neutron irradiation causes changes in the microstructure (radiation-induced 

hardening) and microchemistry (radiation-induced segregation) of these steels [6-8]. Additionally, 

irradiation-assisted stress corrosion cracking (IASCC) is another degradation process that affects 

RPV internal components exposed to neutron irradiation [8]. Some literature suggests that radiation 

enhances stress corrosion cracking (SCC) through four main mechanisms: hardening, relaxation, 

segregation, and radiolysis [9]. 

In this study, we aim to determine the defect cluster density and grain boundary concentrations of 

Cr and Ni (related to radiation-induced segregation) after forty years of operation of the WWER 

1000 reactor pressure vessel. We calculate the neutron irradiation damage using the correction of the 

secondary displacement model (in dpa unit) and a semi-empirical method extracted from the same 

coolant irradiation conditional and temperature of various reactors. 

RESEARCH THEORYS 
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2.1. Theory of damage cross section 

 

According to the damage theory, the total dpa value during the exposure time t  reads 

( ) ( )
0

Ddpa t E E dE 


=           (1) 

Where ( )E  is the incident neutron flux, ( )D E  is dpa cross section which is one of the primary 

parameters that is required to estimate the dpa value, given as  

 max

min

( ) ( ) ( ) ( , )
R

R

E

D i R i R i R
E

E C E dE E T E K E E    =        (2) 

( , )i RK E E , ( )i E  and ( )iC E  are respectively the kernel of energy transfer, cross section and 

normalization factor for specified reaction that is denoted by the suffix i  as well as the   parameter 

is the secondary displacement function which is briefly described in the next section. Here RE  is the 

recoil energy of displaced atom and the damage energy, ( )RT E  is energy available to generate atomic 

displacement (Robinson partition function) [10]. If the atomic mass (A) of each element and the 

displacement threshold energy (Ed) in the compound are approximately equal to those of the other 

elements, the dpa cross-section of impurity materials can be derived using the following equation: 

T i i

i

dpa w D=           (3) 

Where wi and Di represent the weight fractions (table 1) and displacement damage of each element 

(Eq. (2)) in a chemical composition. 

Table 1. The weight percentage of the chemical composition for the first and second layers of stainless steel 

is provided, with iron (Fe) serving as the balancing element. [11]. 

Sn Sb Cu P S Co Ti Mo Ni Cr Mn Si C Element 

- - - 0.015 0.004 0.02 - - 12.90 23.20 1.30 0.95 0.09 
First layer 

SS 

- - 0.08 0.005 0.005 0.016 - 0.03 9.80 19.01 1.50 0.07 0.05 
Second 

layer SS 
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2.2. Atomic displacement models 

In particular, final radiation defects generated in energetic cascades is much smaller than simple 

linear collision cascade models such as the NRT-dpa prediction [5]. According to the equation 2, the 

  parameter defined as:  
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Here   is the damage efficiency with a value of 0.8, and dE  is the average threshold energy. 

( ) 1NRT T =             (5) 

( )
( )2

1
arc dpa
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d

barc dpa
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T T C



 −

−

−

− −

−
= +        (6) 

Where arc dpab −  and arc dpac −  are dimensionless parameters obtained from molecular dynamics 

(MD) simulations and extensive experiments. Table 2 presents these parameters for specific 

elements. 

Table 2. The dimensionless parameters used to calculate dpa cross-sections based on the arc-dpa 

model.[12]. 

Element Fe Ni Cr Mn 

arc dpac −  0.286 0.23 0.37 0.33 

arc dpab −  -0.568 -1.01 -1.0 -1.0 

2.3. Tensile properties  

Tensile properties data has been gathered for various grades of austenitic stainless steels, 

encompassing weld heat-affected zone (HAZ) material, weld metal, and CF-8 cast austenitic 

stainless steels. These materials were subjected to irradiation at temperatures ranging from 300 to 



149 

 

 

400 °C (from 572 to 752°F) in fast reactors and LWRs. The provided data represents an exponential 

equation that can be utilized to estimate the tensile properties based on the neutron dose:  

 

0 1 0(1 exp( )Property A A d d= + − −         (7) 

Where d represents the neutron dose in dpa, the coefficients A0, A1, and d0 are provided in table 3. 

Table 3: Equations describing the material properties of irradiated CW Type 316 stainless steel. 

Property Units 
0 1 0(1 exp( )Property A A d d= + − −  

A0 A1 d0 

0.2% Yield Strength 

 
MPa 500 470 3 

Ultimate tensile strength 

 
MPa 650 330 3 

Uniform elongation 

 
% 10 -9.7 2 

Total elongation 

 
% 18 -11 5 

2.4. Simulation of the reactor core and pressure vessel utilizing MCNPX 

The WWER-1000 reactor comprises 163 hexagonal fuel assemblies and has a 1/6 symmetric shape. 

It operates at a full power output of 3000 MWt. To maintain criticality, a concentration of 6.56 g/kg 

of boric acid is required. Under normal conditions, the reactor remains critical with a coolant 

temperature of 291°C. The pressure vessel is constructed from stainless steel, specifically using type 

15Kh2NMFAA as the base metal and SV-09GNMTAA grade metal for the weld joint. The 

maximum flux rate is observed at a height of 180 cm on the inner surface of the reactor vessel. Figure 

1 illustrates the neutron flux spectrum at a height of 180 cm on the inner surface of the RPV. 
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Figure 1: Neutron energy spectrum measured at a height of 180 cm from the pressure vessel. 

 

2.5. Generating pointwise energy-damage cross-section utilizing the NJOY code 

The NJOY code is a system that processes nuclear data in the ENDF format. It converts the data into 

usable formats for calculating parameters related to nuclear reactions, scattering theory and 

resonances. Within the NJOY code, RECONR reads an ENDF file (TAPE 20) and generates a 

common energy grid for a specified reaction by linear interpolation and writes the resonance cross 

sections onto a pointwise PENDF file (TAPE 21) for future use. The BROADR module reads the 

TAPE 21 file and applies the accurate point-kernel method to perform Doppler broadening on the 

data. After the broadening and thinning process, the summation cross sections are reconstructed 

using their respective components. Subsequently, the resulting data is written into a new PENDF file 

(TAPE 22). Then, HEATR module reads TAPE 22 file and applies energy-balance heating and 

produces a pointwise energy-damage cross-section for all reaction (such as elastic, inelastic, 

disappearance, and total interactions) and includes them in the PENDF tape (sections 444-447). The 

dpa results obtained from the HEATR module utilize nuclear data from ENDF/B-VII.1 and the NRT 

model. However, the code has not yet integrated the most recent secondary displacement models, 

such as the arc-dpa, for dpa cross-sections. At the end, under normal conditions (291°C) and neutron 

radiation exposure, the total dpa cross-sections (MT=444) of the constituent elements in the RPV 
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structure (Fe, Ni, Cr, and Mn) are derived from equations (1) and (3). These steps are depicted in 

figure 2. 

 

 

 

Figure 2: Processing nuclear data using the NJOY code to quantify radiation damage on the inner surface 

of the pressure vessel. 

 

2.6. Estimation of neutron radiation damage in the pressure vessel utilizing the 

SPECTER/SPECOMP  

The SPECOMP code is specifically designed for the computation of compound dpa cross-sections 

for material combinations comprising up to five elements. Subsequently, these cross-sections are 

incorporated into the COMPOUND.DAT file of the SPECTER code. Figure 3 illustrates the 

simulation and calculation processes performed by the SPECTER and SPECOMP codes. 
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Figure 3: Processing Nuclear data using the SPECTER/SPECOMP to quantify radiation damage on the 

inner surface of the pressure vessel. 

2.7. Estimation of neutron radiation damage in the pressure vessel utilizing the RADIX  

 

As the elastic DPA cross-section plays a vital role in DPA calculation, a data processing program 

called RADIX has been developed to calculate the elastic DPA values for a pure material or a simple 

linear combination of materials. RADIX modifies the elastic calculation part of the HEATR module 

based on various displacement models. The non-elastic part of the DPA cross-sections from the 

PNDF tape (MT numbers 446 and 447) of the NJOY code can be easily incorporated into a file in 

the RADIX code. Moreover, the neutron flux, obtained from MCNP simulations, can be included in 

RADIX's input file, enabling automatic execution of DPA calculations for a compound (figure 4). 

 

Figure 4: Processing nuclear data using the RADIX code to quantify radiation damage on the inner surface 

of the pressure vessel. 

 

Results and discussion 

3.1. Estimation of defect cluster density and grain boundary concentrations 

Neutron irradiation significantly impacts the properties of stainless steel, including its mechanical 

properties and structural integrity like defect cluster density and grain boundary concentrations. The 
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defect cluster density and grain boundary concentrations of Cr, Ni, and Si in the vessel wall over a 

40-year period have been determined through a variety of methods. These methods include the 

calculation of displacements per atom (dpa) using RADIX (arc-dpa)/HEATR, NJOY, and 

SPECTER/SPECOMP codes, as well as empirical relations derived from curve fitting with  

 

experimental data (as presented in figures 5-8). The computed results for the inner surface of the 

RPV are presented in the table 4. 

 

 

 

 

 

Figure 5: (a) Plot of defect cluster density versus displacement per atom (dpa) [6]. (b) Interpolation of 

experimental defect density data of stainless steel versus dpa. 
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Figure 6: (a) Plot of grain boundary Cr concentration versus displacement per atom (dpa) [8]. (b) 

Interpolation of experimental grain boundary Cr concentration of stainless steel versus dpa. 
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Figure 7: (a) Plot of grain boundary Ni concentration versus displacement per atom (dpa) [8]. (b) 

Interpolation of experimental grain boundary Ni concentration of stainless steel versus dpa. 

 

 

Figure 8: (a) Plot of grain boundary Si concentration versus displacement per atom (dpa) [8]. (b) 

Interpolation of experimental grain boundary Si concentration of stainless steel versus dpa. 

 

Table 4: Evaluating dpa values, defect cluster density and Grain boundary concentration using 

RADIX/HEATR, NJOY and SPECTER/SPECOMP codes. 2.56 10, 2.54016 07tot E t E s = + = +  

Property Units 

Computational Codes 

RADIX NJOY 
SPECTER- 

SPECOMP 

Radiation dose (40 EFPY) 

 
dpa 4.97E-03 8.57E-03 7.47E-03 
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Defect cluster density 

 
m-3 1.995E+23 3.435E+23 2.99E+23 

GB Cr Concentration 

 

wt. 

% 
18.394 18.388 18.390 

GB Ni Concentration 

 

wt. 

% 
11.0794 11.0848 11.083 

GB Si Concentration 

 

wt. 

% 
0.6921 0.6930 0.6927 

 

3.2. Tensile properties of the irradiated CW type austenitic 316 stainless steel  

The data pertaining to the 0.2% yield strength, ultimate tensile strength, uniform elongation, and 

total elongation were utilized in order to establish a fitting exponential equation (Equation 7). The 

calculation results for the inner surface of the RPV are presented in Table 5. 

 

 

Table 5: Evaluating dpa values and tensile properties using RADIX/HEATR, NJOY and 

SPECTER/SPECOMP codes . 2.56 10, 2.54016 07tot E t E s = + = +  

Property Units 

Computational Codes 

RADIX NJOY 
SPECTER- 

SPECOMP 

Radiation dose (40 EFPY) 

 
dpa 4.97E-03 8.57E-03 7.47E-03 

0.2% Yield Strength 

 
MPa 500.78 501.34 501.16 

Ultimate tensile strength 

 
MPa 650.54 650.94 650.82 

Uniform elongation 

 
% 9.976 9.958 9.964 

Total elongation 

 
% 17.989 17.981 17.983 

 

 

Conclusion 

In order to accurately assess the properties of structural materials used in nuclear power plant 

equipment, it is crucial to determine their performance. As previously mentioned, one of the primary 
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factors that contributes to changes hardening and segregation within the reactor pressure vessel is 

the radiation-induced effect. Additionally, researchers have discovered that several parameters, such 

as the type of interaction between neutrons and atoms, atomic displacement model, and temperature, 

can significantly impact displacement damage. As a result, these parameters directly influence the 

strength of irradiated materials. The main objective of this study was to estimate the defect cluster 

density, tensile properties and grain boundary element concentration of the reactor pressure vessel. 

To achieve this goal, benchmark neutron spectra were obtained from the MCNPX code, and 

calculations of displacement damage were carried out on the inner surface of the RPV using the 

RADIX and NJOY computer codes. These calculations were conducted under normal operating 

conditions (291°C) and at a temperature of 0 K using the SPECTER/SPECOMP code. The 

discrepancy in the results, particularly with regards to the 0.2% yield strength and defect cluster 

density (as presented in tables 4 and 5), can be attributed to the implementation of the highly precise 

displacement model, arc-dpa, in the RADIX code calculations for the elastic part of radiation 

damage. 

 

References 

[1] Saha, Uttiyoarnab, K. Devan, and S. Ganesan. "A study to compute integrated dpa for neutron 

and ion irradiation environments using SRIM-2013." Journal of Nuclear Materials 503 (2018): 30-

41. 

[2] Greenwood, Lawrence R., and Robert K. Smither. SPECTER: Neutron damage calculations for 

materials irradiations. No. ANL/FPP/TM-197. Argonne National Lab.(ANL), Argonne, IL (United 

States), 1985. 

[3] Greenwood, L. R. "Compound Displacement Damage Calculations with SPECOMP." Informal 

Notes, Argonne National Laboratory,(February 1988) (1988). 

[4] J. F. Ziegler, M. D.  Ziegler, and J. P. Biersack, "SRIM - The stopping and range of ions in matter 

(2010)," Nuclear Instruments and Methods in Physics Research, Vols. 268, no. 11–12, no. Section 

B: Beam Interactions with Materials and Atoms, pp. 1818-1823, 2010. 

[5] Nordlund, Kai, et al. "Improving atomic displacement and replacement calculations with 

physically realistic damage models." Nature communications 9.1 (2018): 1084. 



158 

 

 

[6] Yoshida, N., et al. "Microstructure-tensile property correlation of 316 SS in low-dose neutron 

irradiations." Journal of nuclear materials 179 (1991): 1078-1082. 

[7] Garner, F. A. "Radiation damage in austenitic steels." Comprehensive nuclear materials (2012): 

33-95. 

[8] Chopra, O. K., and A. S. Rao. "A review of irradiation effects on LWR core internal materials–

IASCC susceptibility and crack growth rates of austenitic stainless steels." Journal of Nuclear 

Materials 409.3 (2011): 235-256. 

[9] Was, G. S., and P. L. Andresen. "Irradiation assisted corrosion and stress corrosion cracking 

(IAC/IASCC) in nuclear reactor systems and components." Nuclear Corrosion Science and 

Engineering. Woodhead Publishing, 2012. 131-185. 

[10] Moslemi-Mehni, Elaheh, et al. "Estimation of yield strength due to neutron irradiation in a 

pressure vessel of WWER-1000 reactor based on the correction of the secondary displacement 

model." Nuclear Engineering and Technology 55.9 (2023): 3229-3240. 

 

[11] ARDEKANI, Seyed Fazel Ghazi; HADAD, Kamal. Monte Carlo evaluation of neutron 

irradiation damage to the VVER-1000 RPV. Nuclear Energy and Technology, 2017, 3.2: 73-80. 

[12] SAHA, Uttiyoarnab; DEVAN, K.; GANESAN, S. Application of arc-dpa model to estimate the 

primary radiation damage of structural materials by neutrons and the necessity of rescaling dpa 

versus final experimental damage correlations. Journal of Nuclear Materials, 2019, 522: 86-96. 

 

 

 

 

 

 

 

 

 



159 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Improving classification of nodules using deep learning method (Paper ID : 1518) 
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Abstract 

 

Lung cancer has the highest death rate worldwide, because the symptoms of this disease appear late 

which causes the survival rate of patients to decrease. Therefore, early diagnosis of this disease is 

very important. Convolutional neural networks have a good ability to analyze images and 

automatically extract features from them and making them highly recommended 

for the design of computer-aided diagnosis systems thanks to its promising results on medical image 

analysis. In the present study, deep convolutional neural networks (CNN) were suggested to improve 

the accuracy of nodule classification. Two pre-trained models based on ResNet50 and Xception, as 

well as and one light CNN were designed as feature extractors and feature fusion technique apply. 

Finally, machine learning classifiers were applied on the extracted features. the evaluations on 

LUNA dataset show the accuracy of 96.72, AUC of 96.14 and recall of 93.73. the metrics' value is 
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better than previous studies. the results of this study indicates the effectiveness of the proposed 

method compared to other studies. 

 

Keywords: lung, nodule, classification, deep learning 

 

INTRODUCTION 

 

Lung nodules are small masses of tissue that appear in the lung due to various reasons. They appear 

as opaque white objects on a CT image and their sizes vary from 3 mm to 30 mm. There can be 

benign lung nodules and malignant (cancerous) lung nodules. In a few scans and subsequent 

analyses, a benign nodule can be misclassified as a cancerous lung nodule [1]. To avoid this error, 

an efficient classification scheme is needed. It is not easy to differentiate benign nodules and 

malignant nodules because both are having similar visual representations. Many CADs available in 

the literature are based on image processing and traditional machine learning techniques. recently, 

deep learning‑based CADs are being introduced in most of the areas for detecting the abnormalities 

in the medical images. The performance of classification system depends largely on features being 

selected. However, CNN includes both feature extraction and classification sequentially. CNN has 

also shown best results in bio- medical image classification. Some 

of the benefits of using CNN in classifying the lung nodules based on malignancy are: (1) CNN has 

outperformed most of the conventional models in detecting the malignant lung nodules [2]. (2) The 

convolution, pooling and fully connected layer of CNN architecture concatenates the feature 

extraction and classification phases in lung nodule classification and hence does not require an 

additional feature extraction/feature selection stage. (3) Lung nodule classification using CNN has 

been found to be superior to other deep learning architecture. 

RESEARCH THEORIES 

In this paper, a feature fusion technique is proposed. The proposed ensemble learning based fusion 

technique is fusion based on averaging the prediction scores. First, the deep features are learned 

using two different state-of-the art DCNN architectures: ResNet50 and Xception as well as a 

proposed light CNN. Then the prediction results are obtained by training the SVM and AdaBoostM2 

classifiers. After that, the performance of the above classifiers is analyzed and the predicted results 

of the two classifiers are fused by averaging the averaging of prediction scores of each classifier. 

 

EXPERIMENTAL 
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The LUNA16 challenge dataset [3] is a subset of the LIDC-IDRI [4] database. The LIDC-IDRI 

database includes almost all special features of nodules such as nodule location, size, metastasis level 

and margin. This data set is annotated by four radiologists using a two-step image annotation process. 

We propose a fusion technique that incorporates the deep features of three DCNNs into a single 

framework. 

The classic studies basically rely on segmentation of lung nodule for regional analysis. We address 

the raw nodule patches by a hierarchical learning framework to extract the discriminative features 

from, alternatively, stacked layers. The feature extraction is a major step in the nodule classification 

systems which effects the performance significantly. The features are extracted from the fully 

connected layer of the pre-trained ResNet50 and Xception models and proposed CNN for feature 

fusion and training the classifier. 

 

 
(a)                                                                 (b) 

 

Fig. 1. The structure of  proposed RSANet (a) Residual block (b) 

 

Results and discussion 

The proposed technique of fusion is based on averaging of prediction score. The classifier is 

trained on deep features separately, then fuse the results based on averaging of prediction scores of 

each classifier. 
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The quantitative performance of the proposed pulmonary nodule classification techniques is 

evaluated by using six different evaluation metrics, which are: Accuracy, F1-Score, Recall, and 

Precision. True positive (TP), true negative (TN), false positive (FP) and false negative (FN) are 

used to compute the evaluation metrics, as follows: 

 

 

 

 

 
 

 

The fusion based on averaging of prediction score (AVG Predict) is applied by taking the average 

of predicted scores of SVM and AdaBoostM2 classifiers. 

 

TABLE 1. Nodule classification results based on deep features. 
 

AUC F1 Recall precision Accuracy Models/metrics 

96.14 

 

94.8 

 

93.73 

 

96.73 

 

96.72 

 

final predict 

 

The feature fusion technique improves the classification performance as compared to the previous 

implemented technique whose results are given in Table 2. 

 
TABLE 2. Comparison proposed fusion method with state-of-the-art techniques. 

 
ACC AUC Recall Dataset Reference Year 

96.72 96.14 93.73 LUNA16 Proposed 

method 

2023 

95.59 - - LUNA16 MUZAMMIL 

et al.[5] 

2021 

92.4 - 87.00 LUNA16 Ge Zhang[6] 2021 

89.90 94.59 91.07 LIDC-

IDRI 

Nibali et al. 

[7] 

2017 

 

In the table. 2, the comparison of the results of the proposed method with other studies on the 

LUNA16 dataset is given. As shown, the performance of the proposed model for nodule 

classification is better than other methods. 

Conclusions 
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The ensemble learners can be built by fusing the prediction results of multiple DCNN learners for 

pulmonary nodule classification which leads to improved   classification performance over a single 

model. The performance results were very promising and surpassed those of existing works. 
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Abstract 

The radar receiver protector (RRP) is a vital and important part of the radar system that prevents 

electromagnetic interference on the radar receiver. In this paper, a novel method for designing and 

simulation a radiation-based RRP is used. In this method, pure beta sources with different half-lives 

and helium gas are used as the medium. Using the MCNPX code, the amount of deposited energy in 

the space of the RRP is calculated. Then, using the CST software, the electric field resulting from 

the ionization of the radiation sources at the X-band frequency is calculated. 

The results demonstrate that radioactive sources can serve as a key parameter in reducing the 

breakdown voltage of the receiver protector. Notably, within the X-band and depending on the 

specific dimensions and structural features of the receiver protector, pure beta sources with lower 

energy exhibit superior performance in reducing breakdown voltage. 

Keywords: Pure beta source, Deposited energy, MCNPX code, Waveguide 
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INTRODUCTION 

Radar is a system based on radio frequency electromagnetic waves that plays a vital role by detecting, 

tracking and measuring objects. An important part of the radar system is the radar receiver, which 

receives and processes the reflected signals. The protection of the receiver against unwanted signals 

and destructive electromagnetic waves is the responsibility of the RRP. 

To design and build RRP, one of the key parameters in the design of the RPP is breakdown voltage, 

which has a direct effect on the sensitivity and performance of the radar receiver. The receiver  

 

protectors consist of a chamber with two electrodes, which by applying a voltage between these two 

electrodes and the presence of an incoming wave causes an electrical discharge between these 

electrodes. At the same time as a spark is created between the two ends of the electrode, noise is 

produced. If the discharge is too strong, the noise level may be high enough to reduce the sensitivity 

of the receiver and damage it. Another disadvantage of receiver protection is the need for a high 

voltage source. Another disadvantage of receiver protectors is their relatively short lifetime due to 

the erosion of electrodes due to electron and ion bombardment [1]. To overcome these disadvantages, 

radiation sources have been introduced as an auxiliary electron source in the receiver shield. Various 

theoretical and experimental studies on the use of radioactive materials in RRP have been 

investigated. In Nelson and Goldie's 1974 structure, beta radioactive material (tritium radioactive 

material is used) is placed near the tip of the cones on the screen and causes the breakdown voltage 

to decrease in the receiver protector [2]. In another invention made by Gang in 2013, radioactive 

material was used in two ways. In the first case, electron sources have been used on the tips of the 

cones. In the second case, the radioactive material is used as a plate next to the electrodes. These two 

modes are compared with each other. The radioactive substance used in this invention is Cobalt-60 

and Nickel-63[3-4]. 

In this study, we explore the significance of five distinct pure beta sources in minimizing the 

breakdown voltage of the RRP. To achieve this, we analyze the dimensions and design of a 

commercially available receiver protector structure. Furthermore, we examine the impact of 

employing a radioactive beta source to lower the breakdown voltage.  
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Model and Simulation 

In this section, we explain the simulation method of a radiation-based RRP using MCNPX, 

Solidworks, and CST software. First, we design the structure of the RRP using Solidworks. Then, 

we investigate five radioactive materials (pure beta sources) with MCNPX code. Finally, the results 

are used in the CST software to simulate the RRP. In Figure 1 the cross section of this structure is 

shown. 

Waveguides, which are made in various structures such as rectangular, circular, and elliptical, are 

among the important structures in microwave engineering. Rectangular waveguides are more  

 

commonly used than other shapes due to their simple construction. One of the common standards 

for this type of waveguide is WR90 for the X-band frequency, which has a window dimension of 0.9 

inches (22.86 mm) by 0.4 inches (10.16 mm). We have used this standard waveguide in our structure. 

The length of the waveguide is considered 50 millimeters. In this structure, an attempt has been made 

to get closer to the real sample. The middle plate of the structure is 1 millimeter thick and consists 

of an iris plate ( metal plates that are placed in the waveguide and change the effective resistance 

and inductance of the waveguide. This structure could be a passband filter).  assembly and a cone 

system the angle of the cones is considered 60 degrees and the distance between the tips of the cones 

is 0.32 millimeters. In previous simulations performed by Yin et al., a conical structure was used in 

the waveguide [3]. 

 

A section of the cross section in SolidWorks environment 
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In the MCNPX software, 5 sources of radiation (pure beta) are considered in terms of volume and 

energy distribution based on experimental data  and the amount of energy stored in the environment, 

the amount of ionization and electric charge density, and the plasma frequency created by radiation 

can be obtained [6-13]. 

MCNPX is a computational code that is used to calculate the transfer parameters, energy, and 

momentum of neutrons, photons and electrons in different environments. Using MCNPX, we can 

model the shielding environment of the radar receiver using geometric shapes and calculate the 

amount of energy produced by the radiation sources and the energy absorbed by the Helium (He) 

gas. For this purpose, we have used MCNPX software version 2.6. 

 

Results and discussion 

Five radioactive materials (pure beta sources) have been selected. In Table 1 these radioactive 

sources are presented. The intensity for these sources in MCNPX software is considered to be one 

millicurie (mCi) Due to the safety and availability of the radioactive material in different 

intensities[4-5]. The simulation is done in standard temperature and pressure (STP) conditions and 

the gas inside the chamber is Helium (He). Radioactive sources are considered as gaseous and 

volumetric based on their respective energy spectrum in the space of the RRP. 

 

Table 1. Pure beta sources and MCNPX result  

Radioactive 

materials 

Endpint 

energy for 
Half_life 

Energy 

Deposited in 

cell 

(ev) 

3
( )e

N
n

m
 pe 

32P 1.71 14.28d 7.77E9 2.72E13 294043851.8 

lT204 0.766 3.81 y 8.1E9 2.84E13 300460109.4 

Tc99 0.292 2.12E5 y 1.061E10 3.7E13 342948188.4 
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S35 0.167 87.9 d 1.38E10 4.84E13 392238601.6 

3H 0.0186 12.26 y 7.677E10 2.7E14 926423436.4 

To select the best source for use in the RRP device, several factors must be considered. These factors 

can include half-life, endpoint energy, and energy deposited in the cell. 

Half-life: A source with a longer half-life can be used for a longer period. In this case, the 99Tc 

source with a half-life of 2.12E5 years has the longest half-life. 

Endpoint energy: This value can directly affect the efficiency of the source. A source with higher 

endpoint energy can provide the most power. In this case, the 32P source with an endpoint energy of 

1.71 eV has the highest endpoint energy. Considering that these sources are pure beta, it should be 

noted that due to the high mean free path, electron particles collide less with particles and transfer 

less energy. 

 

Energy stored in the cell: This value shows how much of the source energy is stored in the cell. A 

source with more energy stored in the cell can have the most significant effect. In this case, the 3H 

source with an endpoint energy of 0.0186 eV has stored the most energy in the cell. Considering the 

life and energy stored in the receiver protector, among the pure beta sources, the tritium source is 

the suitable source for reducing the breakdown voltage. For this reason, we have investigated the 

plasma frequency for different tritium intensities. Figure 2, examines the plasma frequency for the 

activity 0.1, 1 , 10 , 100 mCi of Tritium. It can be seen that with an increase in the activity of the 

source, the electron density and plasma frequency increase. 
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Plasma frequency according to the intensity of the tritium radiation source 

In the ionized gas environment, based on the simulation results of MCNPX software and according 

to the ionization energy of helium gas (24.5 ev), the electron density resulting from ionization 

through radiation can be obtained. Plasma frequency and collision frequency can be calculated using 

the following relations. 

2

0

e
pe

e

n e

m



= 

5 2

08.3 10c a T n =  

where ne is electron density and 𝑒 is the charge of the electron is equal to 1.6E-19 ,  me is the electron 

mass equal to 9.1E-31, 𝑎 is the radius of the helium molecule and 𝑇 is the temperature. Moreover, 

n0 is the natural particle density of (He) and 0  is the vacuum permittivity  [6].  

We put the results in the CST software, then the electric field is simulated. The simulation is 

performed for the two cases; the simulation without the effect of radiation, and the simulation in the 

presence of radioactive material. Finally, we compare the results of these two cases. The figure below 

shows a longitudinal cut of the receiver protector in CST software. 
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Cross-section of the receiver protector. 

We use the radio frequency package and the Drude plugin, which describes the dielectric behavior 

of the ionized or plasma environment, and introduce the ionized environment (plasma) to the 

software using the values of plasma frequency and collision frequency derived earlier. Figure 4 

shows the simulation of the ionized environment (He) in 8-GHz for the X-band frequency. The input 

wave enters the waveguide from the right side and exits from the left side.  

In general, the waveguide acts as a wave filter. When the wave passes through the waveguide, In the 

presence of a radioactive material, a field in the opposite direction of the field caused by the input 

wave is formed in the ionized medium, which reduces the field intensity, which can be considered 

equivalent to an external applied voltage. For this ionized environment, we consider a tritium source 

with an intensity of one mCi and helium gas (He), and we obtain the value of the electric field in the  

 

receiver protector. We do the same simulation is done with the same port but in the presence of the 

helium gas. 
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a) 

 

b) 

Comparison of two simulation modes in CST software. a) RRP in the presence of tritium source b) RRP in 

the absence of radioactive material 

 

 

As can be seen, the maximum electric field value for the helium gas is 1799 V/m, while for the exact 

same port, the maximum electric field value for helium gas with a tritium radiation source is 1059 
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V/m. Therefore, it can be concluded that the difference between these two electric field values is due 

to the effect of the radiation source in the direction of reducing the breakdown voltage.  Therefore, 

this effect can be considered equivalent to an external applied voltage. 

Conclusions 

In this paper, we calculate the electric field caused by a mixture of pure beta radioactive sources with 

helium gas as an auxiliary electron voltage in a RRP. We use the MCNPX computational code to 

calculate the deposited energy and electron density at activity of 1 mCi by 5 pure beta sources and 

we have concluded that the tritium source has a particular advantage over other radioactive sources 

in term of lifetime and deposited energy in the RRP. We also investigated the electron density and 

plasma frequency resulting from radiation for this radioactive source at activities of (0.1, 1, 10, 100) 

mCi. The results show that the plasma frequency increases exponentially with increasing activity. 

Using the obtained plasma frequency and collision frequency, we simulated the mixed (ionized) 

environment using CST software and studied the electric field for the X-band input wave. The 

simulation results show that using a radioactive source act as a factor in reducing the breakdown 

voltage. By increasing the activity of the radioactive source, the deposited energy in the medium 

increases, then the electron density and plasma frequency in the protective environment of the 

receiver increase. This phenomenon can be used to improve receiver protection devices. By using 

radioactive material, we need less space for the RPP and its components and it also reduces the need 

for external high voltage. 
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Abstract 

Antimicrobial resistance (AMR) as one of the world’s most development threats that affect public 

health in all regions and at all income levels. This issue needs concerted attention, because it has 

direct effect on the human healthcare, agriculture industries, and veterinary industries. According to 

World Health Organization announcement;” The misuse and overuse of antimicrobials in humans, 

animals and plants are the main drivers in the development of drug-resistant pathogens” (1). It was 

predicted by the world bank that by 2050 AMR would result in 1 trillion US$ additional healthcare 

costs (2). Determing the remaining residues of drugs in foods is essential in the fight against AMR.  

Herein, in cooperation with IAEA, new method for determining and visualizing the residues of a 

veterinary drug in animal matrices using zinc-radionuclides was introduced. This method is named 

as “Depletion Imaging”. Amoxicillin was labelled with [62Zn/65Zn] ZnCl2 and administrated to 

rainbow trout fish. In-vivo positron emission tomography (PET), evaluation of the amount of 

radiolabelled amoxicillin in fish using a high purity germanium (HPGe) nuclear detector, and 

Enzyme Linked Immunosorbent Assay (ELISA) technique were done. The results showed that 

depletion imaging and biodistribution study using zinc-62 and zinc-65 radionuclides, is a precise 

method for accurate determining of the drug's distribution, metabolic and excretory profile. 

 

Keywords: Depletion imaging, zinc-65, zinc-62, antimicrobial resistance. 

INTRODUCTION 

 

According to the objectives of the Coordinated Research Project entitled “Depletion of Veterinary 

Pharmaceuticals and Radiometric Analysis of their Residues in Animal Matrices”, prepared 

workplans and  the 24th Codex Committee for Residues of Veterinary Drugs (CCRVDF) in foods in 
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May 2018 (FAO/WHO, 2018) which identified some priority compounds for immediate attention 

including (but not limited to): a) Amoxicillin in goats, poultry; b) Ampicillin in cattle, pig, horse, 

goats, sheep, fish, poultry; c) trypanocides e.g. Diminazene in sheep, goats; d) Imidocarb in horse; 

Ivermectin in horse, goats, camel, poultry; e) Oxytetracyline in honey, camel, horse, and goats, this 

study present a new assessment protocol of Amoxicillin in fish using radiolabeled Amoxicillin. The 

main goal of presented project was to generate data on these scopes: (1) study on biodistribution of 

Amoxicillin in vital organs of fish,  (2) assessment of the depletion of drug residues from edible 

tissues at varying time intervals following administration, (3) metabolic profile, detailed 

understanding of the individual components/residues of concern, (4) marker residue(s) for 

compliance/regulatory purposes and monitoring of appropriate drug used using novel nuclear 

techniques (PET Scan), and (5) identification of target tissue (s) relevant to national or regional 

monitoring/regulatory programs (VICH, 2012). 

Amoxicillin is a penicillin antibiotic that fights bacteria and used to treat many different types of 

infection caused by bacteria, such as tonsillitis, bronchitis, pneumonia, and infections of the ear, 

nose, throat, skin, or urinary tract. Figure 1 shows the structure of Amoxicillin. Previous studies on 

radiolabeled amoxicillin like 99mTc-amoxicillin (short half-life radioisotopes), showed that these 

compounds can be suitable candidates for study of metabolic profile of amoxicillin [3]. On the other 

hand, utilizing of 65Zn and 62Zn in assessment of biological distribution of drugs help us to track the 

pharmaceuticals in body in both short and long time after administration [4,5]. It has already been 

proved that zinc cannot interfere in the action metabolism of Amoxicillin, so in this project, the 

radiolabeled Zinc complexes of Amoxicillin was studied [6]. 
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Fig. 1. Structure of Amoxicillin 

 

EXPERIMENTAL 

 

The preparation of pure zinc (62&65) radioisotopes, was done using pure electrodeposited copper 

on gold coated backings. Irradiations were carried out by means of a Cyclone-30 (IBA, Belgium) 

cyclotron machine in NSTRI facility in Karaj. Nat Cu(p, xn)62zn/65Zn  was used as one of the best 

nuclear reactions for the production of radio-Zn. In this method impurities could be removed in the 

radiochemical separation process. The highly pure 62Zn/65Zn was eluted with 0.02 M HC1 from 

prepared Zn-62-Zn-65 /Cu-62  generators followed by evaporation and solving in 5mL of 2 M HCl. 

For radiolabeling, 0.1 ml of [62Zn/65Zn] ZnCl2 (15 mCi) in 0.02 M HCl solution was labeled with 

1.5 g of Amoxicillin. The active solution was checked for radiochemical purity by paper gamma 

chromatography [For detailed information please See:7].  The labeled compound was administered 

by oral gavage to each fish (with the mean weight of 300 g). Fish were sacrificed at different times 

after administration, followed by PET imaging of whole-body fish scan (Figure 2) and the internal 
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fish organs were taken immediately Samples of fillet (muscle) were weighed and rinsed with normal 

saline. The specific activities of fish fillet were determined with the HPGe detector. 

 

  

Fig. 2. PET imaging of fish. 

Results and discussion 

 

Radionuclidic purity was evaluated using an HPGe γ spectrometry with characteristic peaks of 62Zn 

at 549 keV and 596 keV and 1115 keV for 65Zinc. 65Zn cannot be observed after of the separation 

chemistry, due to the high yield of 62Zn (a total yield of 5.5Ci). Results shows the highly pure 65Zn 

(99.999%, Total yield of 19.2 mCi). The spectrum was taken 7 days after production of the radio-

Zinc solution, when almost all 62Zn had decayed[7]. 

The labelling yield of 100% is achieved. The radiochemical purity (more than 99%) of the 62/65Zn-

Amox was determined by γ-paper chromatography. While the free zinc cations (in control solution) 

migrated to higher Rf (0.68-0.86), the Zn-Amox complex (in reaction vessel) remained at the base 

(Rf=0.00-0.015) Serum stability test results showed stability of the   complex ([65/62Zn] Zn-Amox). 
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 Fig. 3. Structure of Amoxicillin complex ([65/62Zn] Zn-Amox), PET image of fish and gavage method. 

 

Table 1, showed the remaining radiotracer and residues of Amox in fish fillet that  illustrated very 

good correlation with residue levels of non-labelled Amox analyaed with ELISA method.  

Table 1.  Residues of amoxicillin (ELISA) and [65/62Zn] Zn-Amox in fish fillet [7]. 

Times 30 

min 

62Zn 

60 

min 

62Zn 

120 

min 

62Zn 

180 

min 

62Zn 

210 

min 

62Zn 

24 hours 

62Zn 

48 

hours 

62Zn 

72 

hours 

62Zn 

7   days 

65Zn 

21 days 

65Zn 

% of 

[65/62Zn] 

Zn-Amox 

 

7.2%  

 

9.16% 

 

14.5% 

 

11.76% 

 

9.1% 

 

4.7% 

 

2.145% 

 

NA 

 

0.925% 

 

0.395% 

Residues 

of Amox 

(µg/kg) 

 

4200 

 

3750 

 

4050 

 

3860 

 

3260 

 

3100 

 

880 

 

310 

 

N.A 

 

N.A 
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Conclusions 

This project introduces “Depletion imaging” for the first time according to the authors’ knowledge, 

as a new method for visualizing residues of veterinary drugs in animal matrices using radionuclides, 

while also determining total radioactive residue. The visualization method in correlation with HPGe 

γ-spectroscopy, showed that it is more sensitive than other routine techniques such as ELISA. This 

research encouraged other countries to use their cyclotrons (commonly used for human 

radiopharmacy) to produce radionuclides such as 62 Zn/65/Zn and facilitate radiolabelling and 

implementation of animal depletion studies, saving costs and time compared to the use of carbon 

and tritium radioisotopes. Radiolabelling with Zinc radioisotopes, depletion imaging and γ-

spectroscopy are useful techniques for evaluation of depletion of veterinary pharmaceuticals. All the 

information about this project was now a head of print in Radiochimica acta journal [7]. 

Acknowledgements 

This study was supported in part by the Joint FAO/IAEA Division (Centre) of Nuclear Techniques 

in Food & Agriculture, and Coordinated Research Project (CRP): D52043 entitled: “Depletion of 

Veterinary Pharmaceuticals and Radiometric Analysis of their Residues in Animal Matrices”. 

References; 

[1] a-https://www.who.int/news-room/fact-sheets/detail/antimicrobial-resistance,b-Antimicrobial 

Resistance Collaborators. (2022). Global burden of bacterial antimicrobial resistance in 2019: a 

systematic analysis. The Lancet; 399(10325): P629-655. DOI: https://doi.org/10.1016/S0140-

6736(21)02724-0 

[2] Drug-Resistant Infections: A Threat to  Our Economic future (March 

2027) https://www.worldbank.org/en/topic/health/publication/drug-resistant-infections-a-threat-to-

our-economic-future 

[3]  Syeda KiranShahzadi (2019) , 99mTc-amoxicillin: A novel radiopharmaceutical for infection 

imaging, Arabian Journal of Chemistry, (12), 2533-2539. 

 

% of 

Amox 

 

14% 

 

12.45% 

 

13.5% 

 

12.86 % 

 

10.8% 

 

10.27% 

 

2.93% 

 

1.02% 

 

N.A 

 

N.A 

https://www.who.int/news-room/fact-sheets/detail/antimicrobial-resistance
https://doi.org/10.1016/S0140-6736(21)02724-0
https://doi.org/10.1016/S0140-6736(21)02724-0
https://www.worldbank.org/en/topic/health/publication/drug-resistant-infections-a-threat-to-our-economic-future
https://www.worldbank.org/en/topic/health/publication/drug-resistant-infections-a-threat-to-our-economic-future
https://www.sciencedirect.com/science/article/pii/S1878535215000921#!


180 

 

 

 

[4]  Ghandi M., Feizi Sh, Ziaea F, Fazaeli y, notash b (2014),  Synthesis, characterization and in vivo 

evaluation of [62Zn]–benzo-d-sultam complex as a possible pet imaging agent, Ann Nucl Med, 

28(9):880-90. 

[5]  McLean, J A (1985) , Elimination rate of 65Zn as a measure of food intake: a validation study 

in the mouse (Mus sp.) J Appl Physiol; 79(4):1361-9. 

[6] https://www.drugs.com/drug-interactions/amoxicillin-with-zinc-187-0-2329-16534.  

[7] Fazaeli, Y, Shahhoseini, Gh, Neisi, A, Sasanya, J., Ashtari, P and Feizi, Sh. (2024), "A novel 

method for evaluating the depletion of veterinary pharmaceuticals using radioisotopes" 

Radiochimica Acta,  (aop). https://doi.org/10.1515/ract-2023-0249 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://www.drugs.com/drug-interactions/amoxicillin-with-zinc-187-0-2329-16534.html#:~:text=No%20interactions%20were%20found%20between,Always%20consult%20your%20healthcare%20provider.
https://doi.org/10.1515/ract-2023-0249


181 

 

 

Absorbed Dose Assessment of Human Organs for a Novel AntiMuc1 

Radioimmunoconjugate (Paper ID : 1537) 

 
Alirezapour B1*, Akbari L1 

1Radiation Application Research School, Nuclear Science and Technology Research Institute, Tehran, IRAN 

 

Abstract 

Breast cancer is the most common cancer among women worldwide. The early diagnosis of this 

cancer is a critical issue in treatment management. MUC1, overexpressed in the human breast ovary 

and other adenosarcomas, can be considered as a high potential to target this type of cancer. 

AntiMUC1, a newly introduced antibody which target MUC1, can effectively use for this purpose. 

This study aimed to estimate the human absorbed dose of the recently produced 111In-DOTA-

AntiMUC1 radioimmunoconjugate based on biodistribution data of the tumor-bearing mice. The 

radioimmunoconjugate was prepared with radiolabeling yield was > 95.0 ± 0.5% and specific 

activity was 170 ± 44 MBq/mg at optimized conditions and its radiochemical purity was assessed by 

the instant thin-layer chromatography (RTLC). Stability of the final radiolabeled complex was 

checked in PBS buffer (4 ºC) and human serum (37 ºC). Biodistribution of the final complex was 

studied in normal rats and tumor-bearing mice. Finally, the absorbed dose of human organs was 

estimated based on animals’ data. The biodistribution study of the new radioimmunoconjugate 

demonstrated the high accumulation of the tracer in the MUC1+ breast tumors compared to other 

non-target organs at all intervals post-injection. The estimation of absorbed dose in human organs 

absorbed dose after injection of the complex showed the liver (0.376 mGy/MBq) and kidneys (0.237 

mGy/MBq) have been received the highest amounts of the absorbed dose. Generally, it can be 

concluded that 111In-DOTA-AntiMUC1 radioimmunoconjugate is a safe agent with a high potential 

for radioimmunoscintigraphy (RIS) of MUC1+ breast cancer. 

Keywords: Breast Cancer, Radioimmunoconjugate, Radioimmunoscintigraphy, Absorbed dose, 

111In 

INTRODUCTION 

High incidence of breast cancer with increased mortality and morbidity along with invasive nature 

of this malignancy with early distant metastasis especially to the bone has been a challenge for 

early diagnosis and treatment. New diagnostic approaches such as radioimmunoscintigraphy (RIS) 

can take advantage of antibody specificity to tumor surface antigens as well as noninvasive emitted 

radiation from a radioisotope to the other non-target organs [1]. MUC1, a transmembrane protein  
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expressed on somatic cells of the secretory system, is overexpressed in the human breast ovary and 

other adenosarcomas  and can be a suitable target to detect this type of cancer [2-4]. 

MUC1 is recognized by a series of antibodies, including AntiMUC1 which, was introduced by 

Paknejad et al.[3]. AntiMUC1 has high specific reactivity and also a high affinity to two peptides of 

TSA-P1-24 and A-P1-15 [3]. While, AntiMUC1 labeled 99mTc indicated good efficiency, the 

complex suffered from low immunoreactivity and in vitro stability in human serum [5] . 

Indium-111, a radionuclide-produced cyclotron, is an exciting radioisotope to radiopharmaceutical 

goals because of its physical properties, easy production, and availability [6]. It emits gamma 

photons of 173 and 247 keV; 89% and 94% intensity, respectively. Its half-life is 2.8 days that 

matches with monoclonal antibodies biologic half-live, makes it a favorable radionuclide in single-

photon emission computed tomography (SPECT) [7-9]. The SPECT results of 111In labeled 

bombesin, HIgG, DOTMP, and BPAMD show the usefulness of this radionuclide in the imaging 

detection process of SPECT [7-11]   . Radiation absorbed dose defined as the amount of energy 

deposited in a unit mass of any organs, play a significant role in evaluating the risks associated with 

the administration of radiopharmaceuticals and also in determining the maximum amount of 

administrated activity[12]. After the development of the medical internal radiation absorbed dose 

(MIRD) method, as the primary method for calculating the absorbed dose, nowadays, some resources 

are available for this purpose.  The radiation dose assessment resource (RADAR) is the most 

common source for the calculation of the absorbed dose [13]   .  

In this piece of research work, the human absorbed dose of 111In-DOTA-AntiMUC1, a newly 

developed RIS tracer, was estimated based on biodistribution studies in animals by the RADAR 

method. For this purpose, 111In-DOTA-AntiMUC1 was prepared in optimal condition and its 

radiochemical purity, and in vitro and in vivo stabilities were studied. The final radiolabeled 

compound was injected into normal rats and tumor-bearing mice, and the biodistribution of the 

radioimmunoconjugate was assessed at different intervals up to 72 h post-injection. Finally, the 

human absorbed dose of the radiotracer was estimated based on the gathered data in animals 

according to the standard methods. 
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EXPERIMENTAL 

Indium-111 was produced in Radiation Application Research School, Karaj, Iran, by 112Cd (p,2n) 

111In reaction. p-SCN-Bn-DOTA (B-205)was purchased from Macrocyclics (NJ, USA). Fetal 

Bovine Albumin (FBS), RPMI-1640 medium, and L-Glutamine were bought from Gibco Co. 

(Dublin, Ireland). PD10 De-salting column was inquired from Amersham Pharmacia Biotech; 

additional chemicals were purchased from Sigma Chemical Co. (MO, USA). Sprague-Dawley rats 

were obtained from Pasteur Institute (Tehran, Iran).  A Bioscan AR-2000 radio TLC scanner 

instrument (Bioscan, Paris, France) was used for Radio-chromatography purposes. A p-type 

coaxial high-purity germanium (HPGe) detector (model: EGPC 80-200R) coupled with a 

multichannel analyzer card system and a dose calibrator ISOMED 1010 (Dresden, Germany) were 

utilized for the measurement of the activity. Calculations were carried out based on the 245 keV 

peak for 111In.  The United Kingdom Biological Council's Guidelines on the Use of the Living 

Animals in Scientific Investigations, 2nd edition was used to determine the framework of animal 

experiments. Achieved results are displayed as mean ± standard deviation (Mean ± SD), and 

Student’s T-test was used to compare the data based on statistical significance defined as P < 0.05. 

Production and quality control of 111InCl3 

Indium-111 was produced according to the previously reported procedure [14]. Briefly, cadmium 

was electroplated on a copper surface to be used as a target and irradiated by a 22 MeV proton at a 

30 MeV cyclotron for 100 μAh to produce 111In. Indium-111 was eluted with 1 N HCl (25 ml) as 

111InCl3 for labeling use. Radionuclidic purity of the final solution was measured by the HPGe 

detector. Chemical purity control was carried out to ensure that the amounts of cadmium (from target 

material) and copper (from target support) ions in the final solution are acceptable regarding the 

internationally accepted limits. Chemical purity was studied by differential-pulsed anodic stripping 

polarography. The radiochemical purity of the 111InCl3 solution was also measured by the instant 

thin-layer chromatography method (ITLC).  

Preparation and quality control of 111In-DTPA-AntiMUC1  

p-SCN-Bn-DOTA was conjugated with the AntiMUC1 according to the previously published 

method [15]. For the preparation of 111In-DOTA- AntiMUC1 complex at optimized condition, 74 

MBq of 111In-InCl3 (in 0.2 M HCl) was added to conical vials, and dried under a flow of nitrogen 

and gentle heating. Then, pH was arranged to 5.5 by ammonium acetate buffer. 400 µg of the 

bioconjugate was added to the vial and the sample was taken for 1 h at 38 °C. The radiochemical  
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purity of the final product was studied by instant thin-layer chromatography (ITLC) using a radio-

TLC scanner (Whatman no. 2; 1 mM DTPA).  

Stability tests 

About 18.5 MBq of the final radioimmunoconjugate was added to the PBS buffer and freshly 

prepared human serum while keeping at 4°C and 37 °C, respectively. Samples were taken from the 

complex up to 72 h after preparation, and the stability of the final complex in PBS buffer and human 

serum was assessed by measuring radiochemical purity. 

A mouse model with breast tumor 

A few BALB/c mice with grade II/III invasive ductal carcinoma were provided from Pasteur 

Institute, Tehran, Iran. These mice breast tumor models were used for the development of the tumor 

allograft in other healthy BALB/c mice. The tumor was established by subcutaneous implantation of 

spontaneous breast tumor fragments (2–3 mm3) in the right side of the abdominal region (Flank) of 

inbred female BALB/c mice (16–25 g, 6–8 weeks old). The bio-distribution and imaging studies 

were performed when the tumor volume reached 70–80 mm3. All the animal experiments were 

approved by the Animal Care Committee of Tarbiat Modares University. 

Biodistribution of 111In-DOTA- AntiMUC1 in normal and tumor-bearing animals 

3.7 MBq of 111In-DOTA-AntiMUC1 was injected intravenously into Sprague-Dawley rats (140-160 

g, 8-10 weeks’ age) and tumoral BALB/c mice. The rats were sacrificed at 12, 24, 48, and 72 h post-

injection (n=4). Their organs, including blood, liver, spleen, kidneys, stomach, small and large 

intestines, heart, lungs, muscle, skin, bone, and tumor were taken, rinsed with normal saline, 

weighted, and their activity was measured by a p-type coaxial HPGe detector. The activity of each 

tissue was calculated using Equation 1:[16] 

𝐴 =
𝑁

𝜖 𝛾 𝑡𝑠 𝑚 𝑘1 𝑘2𝑘3 𝑘4 𝑘5
                      (1) 

Where ε is the efficiency at photopeak energy, γ is the emission probability of the gamma line 

corresponding to the peak energy, 𝑡𝑠 is the life time of the sample spectrum collection in seconds, m 

is the mass (kg) of the measured sample, 𝑘1,  𝑘2, 𝑘3,  𝑘4 and  𝑘5 are the correction factors for the 

nuclide decay from the time the sample is collected to start the measurement, the nuclide decay 

during counting period, self-attenuation in the measured sample, pulses loss due to random summing 

and the coincidence, respectively.  N is the corrected net peak area of the corresponding photopeak 

given as: 

𝑁 = 𝑁𝑠 −
𝑡𝑠 

𝑡𝑏 
𝑁𝑏                                (2) 
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Where 𝑁𝑠 is the net peak area in the sample spectrum, 𝑁𝑏 is the corresponding net peak area in the 

background spectrum, and 𝑡𝑏 is the life time of the background spectrum collection in seconds.  

Accumulated activity calculation for animal organs 

The non-decay corrected percentage of the injected activity versus time for different animal organs 

was plotted according to Equation 3. 

Ã = ∫ 𝐴 (𝑡)
∞

𝑡1
 𝑑𝑡                             (3) 

Where A(t) is the activity of each organ at time t.  

The curves were extrapolated to infinity by fitting the tail of each curve to a monoexponential curve 

with the exponential coefficient equal to the physical decay constant of the indium-111 radionuclide. 

Whereas the activity of blood at t=0 was considered the total amount of the injected activity, the 

activity of all other organs was assumed to be zero at that time.  

Estimation of accumulated activity for human organs 

Sparks et al. method was used to extrapolate the cumulated activity for animal organs to the 

cumulated activity for human organs (Equ. 4) [17].  The standard mean weights for each human organ 

were utilized for the extrapolation [18]   .  

�̃�𝐻𝑢𝑚𝑎𝑛 𝑜𝑟𝑔𝑎𝑛 = �̃�𝐴𝑛𝑖𝑚𝑎𝑙 𝑜𝑟𝑔𝑎𝑛 ×
𝑂𝑟𝑔𝑎𝑛 𝑚𝑎𝑠𝑠ℎ𝑢𝑚𝑎𝑛

𝐵𝑜𝑑𝑦 𝑚𝑎𝑠𝑠ℎ𝑢𝑚𝑎𝑛
⁄

 𝑂𝑟𝑔𝑎𝑛 𝑚𝑎𝑠𝑠𝑎𝑛𝑖𝑚𝑎𝑙
𝐵𝑜𝑑𝑦 𝑚𝑎𝑠𝑠𝑎𝑛𝑖𝑚𝑎𝑙
⁄

(4) 

 

Equivalent absorbed dose calculation 

RADAR formalism was used for the calculation of the absorbed dose in human organs based on 

biodistribution data in rats: 

𝐷 = �̃�  × 𝐷𝐹                                                     (5) 

Where �̃� is the accumulated activity for each human organ, and DF is: 

𝐷𝐹 =
𝑘 ∑ 𝑛𝑖 𝐸𝑖 𝜙𝑖 𝑖

𝑚
                                         (6) 

In this equation, 𝑛𝑖 is the number of radiations with energy E emitted per nuclear transition, 𝐸𝑖is the 

energy per radiation (MeV), 𝜙𝑖 is the fraction of energy emitted that is absorbed in the target, 𝑚 is 

the mass of the target region (kg), and 𝑘 is some proportionality constant (
mGy.kg

MBq.s.MeV
). In this research, 

DFs presented in OLINDA/EXM software were employed[19]   .  

 

 

Calculation of effective absorbed dose  
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The effective absorbed dose was calculated using Equation 7. 

=
T

TT HWE

                      (7) 

Where HT is the equivalent absorbed dose for each organ and WT is the tissue-weighting factor  and 

obtained from the reported value in ICRP 103[20]  .  

Results and discussion 

Quality Control of 111In chloride solution 

The HPGe spectrum of 111InCl3 showed the presence of 171 and 245 keV gamma energies, all 

originating from 111In. The radionuclidic purity of > 99.9 % was demonstrated. The result of 

polarography showed the concentrations of cadmium and copper were below the internationally 

accepted levels, i.e., 0.1 ppm[21].   The radiochemical purity of the 111InCl3 sample investigated by 

the ITLC method, showing a purity of more than 99 %. The free 111In moves to higher Rf in the 

DTPA mobile phase and remains at the origin in the 10 % ammonium acetate:methanol mixture (1:1) 

solution. 

Preparation and quality control of 111In-DOTA-PR81 

111In-DOTA-AntiMUC1 was prepared with radiochemical purity of greater than 98 % at optimized 

conditions. ITLC chromatograms of 111In and 111In-DOTA-AntiMUC1 are indicated in Fig.1. While 

the free cation migrates to higher Rf (0.8), the radiolabeled compound remains at the origin (Fig.1). 

Biodistribution of the Complex in normal and tumor-bearing animals 

The percentage of the injected dose per gram in animal organs was calculated up to 72 h after 

injection of 111In-DOTA-AntiMUC1. The non-decay corrected clearance curves from the main organ 

sources of the animals for the radiolabeled compound are shown in Fig. 2 that indicated high uptake 

of the tumor compared to other non-target organs.  

Equivalent absorbed dose calculation 

In this study, human organ absorbed dose was estimated based on the animals’ data which is  a 

prerequisite in radiopharmaceutical development and is suggested in the ICRP 62 

recommendations[22, 23]   .  For this purpose, RADAR and Spark et al. methods were utilized in 

similarity to the previously reported literature [24, 25,26]. The values of absorbed dose in different 

human organs were represented in Table 1.  
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As shown, the highest amounts of the absorbed dose after injection of the radiolabeled compound 

was observed in the liver, kidneys, and spleen with 0.376, 0.237, and 0.143 mGy/MBq, respectively. 

Also, the effective absorbed dose in humans after injection of 111In-DOTA-AntiMUC1 was estimated 

as 0.044 mGy/MBq. As a result, this new radiolabeled compound can be regarded as a safe complex 

and a suitable alternative for SPECT imaging of the MUC1+ breast tumors; however, further studies 

are still needed.  

Table 1 Equivalent and effective absorbed dose delivered into human organs after injection of 111In-DOTA-

AntiMUC1  

Target 

Organs 

Equivalent absorbed dose in humans 

(mGy/MBq) 
Wta 

Effective absorbed dose in humans 

(mSv/MBq) 

Adrenals 0.087 0.12 0.0104 

Brain 0.007 0.01 0.0001 

GB Wall 0.112 0.12 0.0134 

LLI Wall 0.058 0.12 0.0069 

Small Int 0.027 0.12 0.0032 

Stomach Wall 0.061 0.12 0.0073 

ULI Wall 0.034 0.12 0.0041 

Heart Wall 0.129 0.12 0.0155 

Kidneys 0.237 0.12 0.0284 

Liver 0.376 0.04 0.0150 

Lungs 0.192 0.12 0.0230 

Muscle 0.029 0.12 0.0035 

Pancreas 0.079 0.12 0.0095 

Red Marrow 0.035 0.12 0.0042 

Bone Surf 0.041 0.01 0.0049 

Spleen 0.143 0.12 0.0172 

Testes 0.014 0.12 0.0017 

Thymus 0.034 0.12 0.0041 

Thyroid 0.014 0.04 0.0006 

UB Wall 0.012 0.04 0.0005 

Total Body 0.044  0.044 

GW: Gallbladder Wall; LLI: lower large intestine; Int: Intestine; ULI: upper large intestine; UB Wall: Urinary 

Bladder Wall.   
a Tissue weighting factors according to international commission on radiological protection, ICRP 103 (2007).  
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Fig. 1. Radiochromatogram of free 111In3+ (a) and 111In-DOTA-AntiMUC1 (b) using Whatman No. 2 in 1 

mM DTPA, pH 5.0 (n=3). 
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Fig. 2. Non-decay corrected clearance curves of the animals’ organs after injection of 111In-DOTA-

AntiMUC1 complex 

Differentradiopharmaceuticals,including 18F-FES, 18F-FDHT, 111In-trastuzumab, and 111In-

pentetreotide have been developed and used for breast cancer imaging. The values of the effective 

absorbed dose and the absorbed dose of critical organs (who received the highest amount) after 

injections of these radiolabeled compounds are presented in Table 2 

 

Table 2 The values of the effective absorbed dose and the absorbed dose of organs received the highest 

dose after injection of 18F-FES, 18F-FDHT, 111In-trastuzumab, 111In-pentetreotide and 111In-DOTA-Anti-

MUC1 

Radiolabeled 

compound 

Absorbed dose 

(mGy/MBq) 

Effective absorbed dose 

(mSv/MBq) 
Reference 

18F-FES 

Liver: 0.13 

0.022 [27] Gallbladder: 0.10 

Urinary bladder: 0.05 

18F-FDHT Urinary bladder: 0.061 0.020 [28] 
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9542994/table/T3/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9542994/#ref27
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9542994/#ref28


190 

 

 

111In-trastuzumab 

Liver: 0.598 

0.185 [29] 

Spleen: 0.360 

111In-pentetreotide 

Spleen: 0.57 

0.054 [29] Kidneys: 0.41 

Liver: 0.1 

111In-DOTA-PR81 

Liver: 0.376 

0.044 This study Kidneys: 0.237 

Spleen: 0.143 

 

Conclusions 

In this study, 111In-DOTA-AntiMUC1 was prepared with radiochemical purity of >98%. High uptake 

of the complex in MUC1+ breast tumors compared to other non-target organs shows that the 

radioimmunoconjugate is a beneficial agent for SPECT imaging of MUC1+ breast cancer. Human 

organs absorbed dose of the complex was estimated based on animals’ data according to the RADAR 

and Spark et al. methods. The highest amounts of the absorbed dose are in the liver (0.376 

mGy/MBq) and kidneys (0.237 mGy/MBq), respectively. 111In-DOTA-AntiMUC1 

radioimmunoconjugate is a high potential agent for MUC1+ breast cancer SPECT imaging, and 

estimated absorbed dose values could helpfully utilize for determining the maximum injectable dose. 
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Abstract 

During the interaction of photons with matter, the effective atomic number (Zeff) is an important 

factor in obtaining information about a sample. However, determining the Zeff of alloys and low Z 

compound materials presents a challenging problem. While there are several methods available for 

calculating the Zeff of compound materials, many of them are complex and destructive. In contrast, 

nuclear techniques are convenient and non-destructive. Furthermore, the Monte Carlo simulation 

method allows for the study of various materials and compounds without direct access to them. In 

this research, the MCNP simulation method was used to determine the Zeff of compound materials. 

By scattering configuration in MCNP simulation, the R/C ratio of elements and compound materials 

extracted and their fit function calculated. Using this equation and the R/C ratio of compound 

materials, Zeff was calculated for compound materials. The simulation results demonstrated a strong 

correlation with the theoretical data, indicating the effectiveness of the simulation method in 

determining the Zeff of compound materials. 

Keywords: MCNP, Effective atomic number, Photon scattering 

INTRODUCTION 

The fundamental interactions between photons and matter include photoelectric absorbtion, 

scattering (both coherent and incoherent) and pair production. During coherent scattering, the atomic 

bound electron absorbs the incident photon and emits it again with the same frequency. This occurs 

while the atom is neither ionized nor excited. In contrast, Compton scattering (incoherent scattering) 

is the interaction between an incident photon and an atomic free electron, during which the energy 

of the scattered photon changes and the atom is ionized. 

The effective atomic number (Zeff) is a crucial parameter for materials when interacting with 

radiation, which is used to determine their dosimetric properties [1]. Zeff can be obtained for 

compound materials through various methods, such as X-ray fluorescence and fast neutron activator 

analysis [2].  However, many of these methods are destructive and complicated. Additionally, some 

of them are not able to accurately determine the Zeff of light elements. In contrast, absorbtion and  
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scattering of radiation are nuclear techniques that are simpler than the aforementioned methods and 

are widely used to determine the effective atomic number of compound materials. The absorbtion 

method is commonly used to determine the effective atomic number (Zeff) of materials by calculating 

the mass attenuation coefficient. However, this method has limitations due to the characteristics of 

the sample and experimental setup, making it difficult to accurately determine Zeff for light elements 

and materials. In contrast, the scattering method, specifically the Rayleigh to Compton scattering 

ratio (R/C), is not affected by the physical properties of the materials or experimental geometry. 

Instead, it is highly sensitive to changes in the atomic number (Z) of the target material. These 

characteristics make the scattering method a suitable choice for investigating the Zeff of materials 

[3,4]. Due to its simplicity and efficiency, the R/C method has been widely used by researchers for 

various medical and industrial purposes [5-7]. 

The simulation method provides a wide platform for researchers, enabling the use of various 

materials or sources with different energies based on our specific goals. One of the most frequently 

used nuclear simulation codes in this field is the Monte Carlo N particle transport code (MCNP). 

Researchers have also employed this code to calculate the Zeff of compound materials [8,9], but all 

of them have used the absorbtion method. 

In this study, our main goal is to determine the effective atomic number (Zeff) of compound materials 

through the utilization of the MCNP code and R/C ratio method. The R/C ratio of elements and 

compound materials will be investigated using a 70 degree scattering configuration in the MCNP 

code. The Zeff of compound materials will be determined by comparing the R/C ratio of known Z 

elements and their corresponding fit function. 

RESEARCH THEORIES 

Coherent scattering is most prominent in materials with high atomic numbers and at low energy and 

scattering angles. The differential Rayleigh scattering cross-section is obtained through the atomic 

form factor (F(x,z)) and the differential Thomson scattering cross-section per electron 

(1 ) 𝑑𝜎𝑅
𝑑𝛺

=
𝑑𝜎𝑇
𝑑𝛺

|𝐹(𝑥 𝑧)|2 =
𝑟0
2

2
(1 + 𝑐𝑜𝑠2𝜃)|𝐹(𝑥 𝑧)|2 

Where r0, θ, x are the classical radius of the electron, the scattering angle and the momentum 

transferred to the electron respectively. 

The incoherent scattering cross-section is also obtained by modifying the Klein-Nishina relation for 

free electrons.  
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(2 ) 𝑑𝜎𝐶
𝑑𝛺

=
𝑑𝜎𝐾𝑁(𝛼 𝜃)

𝑑𝛺
𝑆(𝑥 𝑧) 

In this equation, α is the incident photon energy in units of the electron rest mass energy and S(x,z) 

is the incoherent scattering function (correction factor). The R/C ratio is obtained as follows [10,11]. 

 

(3 ) 𝑅

𝑐
=

𝑁𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑡
𝑁𝑖𝑛𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑡

=
𝑑 𝜎𝑅 𝑑⁄ 𝛺

𝑑 𝜎𝐾𝑁 𝑑⁄ 𝛺
∝
|𝐹(𝑥 𝑧)|2

𝑆(𝑥 𝑧)
 

Where Ncoherent and Nincoherent are the number of coherent and incoherent scattered gamma rays, 

respectively. Therefore, for constant energy and experimental setup, the R/C ratio will only be a 

function of a material's atomic number 

(4 ) 𝑅

𝐶
 ∝ 𝐹(𝑧) 

This equation shows a significant relationship between the R/C ratio and the atomic number. 

Simulation 

Our main objective is to determine the effective atomic number (Zeff) of compound materials by 

extracting the R/C ratio of various materials through MCNP simulation. The MCNP code is widely 

used for simulating the transport of neutrons and photons, making it a valuable tool in various 

scientific and engineering fields. In this study, we utilized the MCNPX version, which includes a 

wide range of materials and their corresponding cross-sections. The simulation geometry is shown 

in Fig.1. We made efforts to closely match the simulation with the experimental conditions. To 

achieve this, we modeled the High Purity Germanium (HPGe) detector as a pure Ge cylinder, which 

was then covered with a lead shield. The radioactive source used was Americium-241, emitting 59.54 

KeV gamma rays. These gamma rays were scattered from the sample at a 70-degree angle and then  
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detected by the HPGe detector for counting. To match our simulation with real conditions, we used 

F8 tally in code to get the gamma spectrum in output. 

 

Fig.1. Configuration designed for MCNP simulation code 

 

 

Indicator materials were selected from among 10 elements between 6<Z<82 (light to heavy 

elements). On the other hand, Brass, Solder, Bakelite, Glucose and Oxalic Acid were considered as 

compound materials. The R/C ratio of all elements and compound materials, which we introduced 

in the input of the MCNP code, was obtained from MCNP simulation results. From the results, the 

R/C ratio of the index materials was used to calculate the best fit function, which can be used to 

determine the Zeff of compound materials. 

Results and discussion 

Using the spectrum obtained from the simulation results, we extracted the intensity of the photons 

that reached the detector after rayleigh and compton scattering at a scattering angle of 70-degrees, 

respectively, by calculating the area under the corresponding peaks. The ratio of these intensities, 

allowed us to calculate the R/C ratio for the target samples. This process was repeated for both 

individual elements and compound materials. Our comparison of the R/C ratios for the elements 

revealed that, as expected according to relation (3), the R/C ratio increases with increasing atomic 

number (Z). From this relationship, we then obtained the fit function through spectrum analysis  
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software. The best fit function, as shown below, includes a wide range of atomic numbers to present 

this relationship. 

(5 ) 𝑅

𝐶
= 𝑎 + 𝑏𝑧3 + 𝑐(𝑙𝑛(𝑧))

2
 

Where a, b, c are fitting constants that have the values of −0.071 3.30 × 10−6 0.022 respectively. 

The Zeff value of the compound materials was determined using this fitting function, as shown in 

table.1. To validate our work, we compared our simulation results with theoretical and experimental 

results from other articles [2,12]. The percentage of the relative difference between theoretical and 

simulation results is presented in the last column of Table.1, which illustrates the good agreement 

between the two methods. 

Table.1. MCNP, theory and Experimental values of Zeff with the percentage of the relative differences 

between theory and simulation values 

Compound Experiment Theory ref 

Our results 

MCNP 
Relative 

difference 

Brass 27.60 29.10 [7] 29.61 1.76 % 

Solder 64.90 66.40 [7] 63.79 3.93 % 

Bakelite 5.50 6.60 [7] 6.48 1.82 % 

Glucose 6.18 6.78 [22] 7.01 3.45 % 

Oxalic Acid 7.37 7.28 [22] 7.82 7.40 % 

 

Conclusions 

This study presents a new method for determining the Zeff of compound materials by calculating 

their R/C ratio through the MCNP code. The results of this method are in good agreement with 

theoretical values, with a relative difference of less than %8 and show an effective performance for 

low Z materials. Even in many compound materials, the simulation results are better than 

experimental data. The results demonstrate the effectiveness of the presented method in obtaining 

the Zeff of compound materials. 
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Abstract 

The segmentation of medical images is crucial for treatment planning and some diagnostic cases 

and many researches have been performed in this field. The aim of this study is to assess two 

convolutional neural network to segment different body tissues based on the CT scan images. 

Materials and Methods: In this work the implemented supervised learning algorithms required 

organ masks for convolutional pixel-labeling. In order to pre-process CT scan images as input files 

to the neural network algorithm, 3d slicer software has been used to produce mask images of soft 

tissues, bones and lungs. To train the networks deeplabv3plus was used as the backbone and the 

Resnet50 and Xception architectures were fine-tuned in MATLAB._The accuracy,and IOU 

parameters were exploited at the end of each section to compare the network architectures. 

Results: the accuracy, and IOU of Xception and Resnet50 neural networks is evaluated using test 

images. The results show that the accuracy of Xception and Resnet50 neural networks for bone 

semantic segmentation is 97% and 97%, respectively. For lung and soft tissue segmentation, the 

accuracy of Xception and Resnet50 neural networks is 96% and 96% (for lung) and 99% and 98% 

(for soft tissue), respectively. 

IOU of Xception and Resnet50 neural networks for bone semantic segmentation is 84% and 80%, 

respectively. For lung and soft tissue segmentation, the IOU evaluation metric for Xception and 

Resnet50 neural networks was 91% and 92% (for lung) and 99% and 98% (for soft tissue), 

respectively. 

Conclusion: It was presented that Xception neural network has a higher performance compared to 

Resnet50 network to CT scan images according to different evaluation criteria. 

Keywords: segmentation, computed tomography, deep learning 

Introduction 

Computed Tomography (CT) images play a crucial role in medical diagnosis nowadays. In this 
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regard, accurate segmentation of bone, lung, and soft tissue structures based on the CT scan images 

which involves identifying and delineating regions of interest (ROI),is an important task in medical 

imaging analysis. The results of bone, lung, soft tissue segmentation could facilitate bone, lung, soft 

tissue disease diagnosis and post-treatment dosimetry assessment, and support planning and image 

guidance for many treatment modalities including surgery, interventional radiology, and radiation 

therapy. However, manual segmentation of bone, lung, soft tissue is time consuming and labor 

intensive. As a result, development of an automated bone , lung, soft tissue segmentation algorithm 

is highly desirable. The application of Threshold techniques the most commonly used semi-

automatic segmentation model in bone, lung, and soft tissue [1, 2]. 

As the bone tissue has higher density compared to the other organs, bone segmentation based on 

the CT images is considered an easier task compared to the segmentation of the other organs such 

as lung, and soft tissue; however, there are some specific difficulties to be considered.[3] Bone and 

soft tissues have different shapes and various densities throughout the body which makes the 

definition of one or two thresholds to segment the aforementioned ROIs impractical.[4] 

Novel advances using deep-learning-based methods have achieved considerable success in many 

different fields, including medical image segmentation[5, 6]. Several reports have investigated 

convolutional neural network (CNN)-based architecture for bone segmentation based on the CT 

images[7, 8]. 

The purpose of this study was to develop a compare two CNN-based models to perform bone, lung, 

soft tissue segmentation on whole-body low dose CT images, and to evaluate the accuracy and 

generalizability of these models. 

Materials and Methods 

The dataset included in this study contains 3,000 slices of CT images from 9 whole body CT scans 

that were obtained using Siemense Biograph CT scanner. Slice thickness was 3 mm, and axial in- 

plane image resolution was 0.41–0.68 mm. 

Ground truth labels were established using 3d slicer: a software platform for analysis and 

visualization of medical images [9, 10]. First, the base labels were created with 3d slicer  

 

segmentation tools such as thresholding, and then manual corrections were performed by medical 

experts using 3d slicer manual segmentation tool. Finally, the labels were verified and modified by 

a radiologist (25-years’ experience in diagnostic imaging) for each scan. 
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In this study semantic segmentation network was used to classify every pixel in the CT image. In 

this regard, the data was split into validation data, training data and test data. The splitting task was 

randomly generated and scans from the same patient were not used in both the training and sets. A 

more specific explanation of the implementation is shown in (Fig. 1). 

  

Fig. 1 An example of images divided by 3D Slicer software Bone (A) Lung (B) Soft tissue (C) In axial, coronal 

and sagittal view
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Architecture A convolutional neural network, known as CNN[11, 12], with Resnet50 , and 

Xception pretrained models was implemented in MATLAB[2023]. 

For the presented semantic segmentation, deeplabV3+ backbone was used which is matched with 

limited pretrained networks. All the matched pretrained networks were evaluated and the two 

presented networks had higher accuracy compared to the other architectures. Moreover, ResNet50 is 

a popular convolutional neural network architecture known for its deep structure with skip 

connections (residual connections). These skip connections help in mitigating the vanishing 

gradient problem, making it easier to train very deep networks.ResNet50 has shown impressive 

performance on various computer vision tasks, particularly in image classification and object 

detection tasks.It strikes a balance between model complexity and performance, making it a suitable 

choice for many applications. On the other hand, Xception is another convolutional neural network 

architecture that is designed to be more efficient in terms of computation and parameter 

efficiency.Xception uses depthwise separable convolutions, which separate the spatial and channel-

wise convolutions, leading to a significant reduction in the number of parameters compared to 

traditional convolutional layers. Xception has shown to perform well in tasks where computational 

efficiency is crucial, ResNet-50 and Xception used for transfer learning to initialize weights.[13] 

ResNet-50 is a convolutional neural network with 50 layers, and it is a pre-trained network that was 

trained to classify images into 1000 different object classes. This network has an image input size 

of 224 x 224. As a result, the neural network has learned rich feature representations for a wide 

range of images figure 2.tt 

 

 

Fig. 2. Schematic illustration of the ResNet-50 architecture used in the present study[14]. 
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Xception is a convolutional neural network that has 71 layers it is a pre-trained network that can 

classify images into 1000 different object categories. This network has an input image size of 299 x 

299. The schematic illustration of the Xception architecture used in the present study is shown in 

figure3.tt 

 

 

  

 

Fig. 3. Schematic illustration of the Xception architecture used in the present study[15]. 

 

 

To adjust the learning rate, a piece-time schedule was used. The selected learning rate decreases by 

0.3 for every 10 periods. This results in the network learning more quickly with a higher initial 

learning rate. The network was tested against the validation data in each period by adjusting the 

"data validation" parameter. "Data Validation" is set to 4 in order to stop the training process earlier 

when the validation accuracy converges. This prevents overfitting the network to the training data 

set. The total body CT scan data included 6000 slices for both networks; which contains 3000 

labeling image slices using 3D slicer software and 3000 raw image slices. The labeled images are 

divided into three categories: bone, soft tissue and lung for the neural network.[16-18]. 

Results 

The execution results using the ResNet-50 and Xception neural networks are presented in Table 

.1. the diagram of the training process for ResNet-50 and the Xception neural networks is shown in 

Fig. 4 and Fig. 5 respectively. 



206 

 

 

 

 

Table 1. Neural network output parameters Resnet50, Xception 
 

Heading Iteration Validation 

Accuracy 

Validation Loss 

Resnet50 1650 99.32% 0.0530 

Xception 2750 99.36% 0.0624 

 

 

 

 

 

 
 

 

Fig. 4. Diagram of evaluation metrics (validation accuracy) of neural network using Resnet50 
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Fig. 5. Diagram of evaluation parameters (accuracy) of neural network Xception 

 

In this study the network is trained using 70% of the total data images.[19] The rest of the images 

are divided into two groups of equal size for validation and testing. The code randomly divides the 

label and image data into a training, validation, and testing set.[7, 20]. 

 

Figure 6 shows the comparison between the results predicted by the model with the expected 

ground truth which was stored in Test data. The highlighted green and magenta region areas are the 

segmentation results which are different from the expected ground truth. 

In the results obtained from the two networks in question, the areas marked by the network in purple 

are errors and the areas in green are not recognized by the network. 
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Fig. 6. Neural network test results Resnet50 
 

Fig. 7. Neural network test results for Xception model 

 

To evaluate the networks The degree of overlap in each class can be measured using IoU, also 

known as the Jaccard index ,In each epoch, we test the model on the validation data and the accuracy 

of the model is obtained. As long as the error of the model on the training data is reduced, the error 

of the validation data is reduced. But from a certain point on when the model retains the training 

data, the excess of the model error on the validation data increases instead of decreasing, accuracy 

parameters for soft tissue, lung, and bone were calculated and compared for Resnet50 and Xception 

models (Table .2). 

Table 2. Results of accuracy parameters for neural networks 

 
RESNET50 Xception 

Heading Accuracy IoU Accuracy IoU 

bone 0.98375 0.80356 0.97363 0.8434 

lung 0.96969 0.92307 0.97363 0.91698 

soft tissue 0.98706 0.986 0.99282 0.91698 
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The image size was adjusted to fits NVIDIA™ Titan X with 12 GB memory for training. The 

training time was 2 h per fold. 

Discussion 

The results of our study showed insight into deep neural networks applications to segment bone, 

lung and soft tissue on whole-body CT scan images. The performance was evaluated for two 

different pretrained network and achieved sufficient accuracy. 

For decades, various techniques have been implemented for bone[1], lung[9] and soft tissue[21], 

segmentation on CT images. Of these methods, thresholding technique has been most widely 

applied[17, 22] .As bony structures have higher density levels, they are more specific on CT images 

and they can usually be separated compared to the soft tissue by thresholding. 

Other methodologies such as edge detection are commonly combined with other techniques 

[18]and are seldom used independently. In addition, most of the aforementioned methods require 

some degree of manual input, which is laborious and depends on the experience in clinical practice. 

CNN-based methods have recently achieved strong results in various fields, including medical 

image segmentation[5, 6]. Several studies have investigated CNN-based architecture for bone, lung 

and soft tissue segmentation on whole-body CT. 

Our model showed outstanding results in all calculated evaluation metrics (Dice coefficient, 

Jaccard index, sensitivity, and positive predictive value); which is considered to be attributable to 

segment images with high quality on various dataset.[23]. Image metrics using the defined model is 

rapid with a currently available GPU, requiring about 45 second to segment a whole-body CT of 

329 slices. 

Although segmentation accuracy with this model on different datasets was acceptable, some errors 

were found. Most common error sources are costal cartilage and intervertebral discs. Costal cartilage 

becomes calcified especially in elder patients and are presented similar to ribs shape and density in 

CT images. As a result, costal cartilage was not labelled as bone in the ground truth data. 

Conclusions 

We developed a fully automated network to segment bone, lung, and soft tissue using two 

pretrained CNN based on the low dose CT image dataset. The deeplabvthreeplus CNN was able to  
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detect and segment bone ,lung, and soft tissue structures with sufficient accuracy. The results 

showed that the pretrained Xception neural network has better results compared to the RESNET50 

For lung bone and soft tissue. And we are investigating other models to choose architecture with 

better performance in MATLAB. 
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Abstract 

In this research, radiation shielding properties of the Bisphenol A/Lithium tetraborate (BPA/Li2B4O7) 

composite against the neutron source of 241Am-Be with an activity of 18 Ci were evaluated. The optimal 

weight fraction and thickness of the samples were simulated using the MCNP code. Due to high neutron 

absorption cross-section of the Li2B4O7, this composite is expected to be used as an effective absorber 

for thermal neutrons. Based on the simulation results, it is observed that the sample containing 20 wt% 

Li2B4O7 and 1 cm thickness can attenuate the thermal neutrons by ~90%. Therefore, this finding suggests 

the feasibility of using the BPA/Li2B4O7 composite as a protective material against the thermal neutrons 

for achieving high performance. 

Keywords: Neutron shielding, Polymer, Composite, MCNP code, Lithium Tetraborate. 

Introduction 

Exposure to neutrons can lead to metal breakage, brittleness and swelling, which causes problems 

especially for nuclear facilities and seriously limits their half-life. Sometimes there are more severe risks 

such as neutron activation, which is actually the ability of neutron radiation to induce radioactivity in most 

of the materials under this radiation, such as the body of people who deal with this radiation. This 

process occurs through the absorption of neutrons by atomic nuclei and their conversion to other nuclides, 

which are mostly radionuclides [1]. Advances in neutron science and technology have led to the release 

of unwanted neutron particles, which often occur in nuclear power plants, the medical sector, and the 

aerospace industry [2, 3]. 

Advances in the use of neutron sources such as neutron activation analysis, neutron radiography, active 

neutron recovery techniques, and neutron absorption therapy in the last two decades demonstrate its 

importance. During operating conditions in such applications, unwanted neutron particle radiation escapes 

and interacts with surrounding material atoms, making the medium radioactive [4]. Nuclear power 

plants are an alternative source of energy to traditional fossil fuels with negligible carbon emissions, so 

they are relatively clean and efficient. The neutron released in the reactors during the nuclear fission 

process must be shielded with suitable shielding materials. In particular, high- energy neutrons above 2 
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MeV during operation must be shielded to protect workers and the environment [5, 6]. Understanding the 

radiobiological effectiveness of byproduct neutron doses that occur during radiation therapy is important 

because of the public health implications [7]. The use of high-energy photon rays is one of the most useful 

methods in radiotherapy treatment in cases of tumors located in deep places. In such treatments, the 

neutron pollution caused by the interaction of high energy photons (greater than 8 MeV) is the most 

important issue to consider [8]. Most of the neutrons are produced on collimation systems, applicators 

and scattering foils in the accelerator. Metal and polymer-based shielding materials are provided to protect 

the patient from exposure to these neutron beams, and flexible materials are especially needed to protect 

ventilation ducts, air conditioners, etc. [9]. According to the mentioned problems, it can be stated that 

protective materials with structural integrity (uniformity) and performance are important for safer use of 

these applications. For example, nuclear equipment and instruments use a lot of neutron shielding 

materials. These are generally used for converging beam fields, shielding detectors and last but not least, 

protecting the environment in which researchers operate. Materials commonly used for this purpose are 

characterized by the relative abundance in atomic nuclei that have a high neutron absorption cross section. 

The physical properties of doped polymer composites can be tuned for a specific application by exposure 

to ionizing radiation such as electron beams, gamma-rays, etc. These changes primarily depend on the 

nature of the impurity as well as the polymer, as well as how the impurity reacts with the host polymer 

matrix. The most common types of reactions in irradiated polymers are cross-linking and chain scission 

[10]. Both of these reactions can significantly change the macroscopic properties of the polymer 

composite, i.e. electrical conductivity, optical properties, mechanical strength, etc. [11]. Lithium 

tetraborate Li2B4O7 has special physical properties that are important for practical applications and finds 

wide application in various fields of science and technology. PVA composite films doped with lithium 

salt can be used in electrochemical cells, sensors, solid state batteries, etc. [12]. Lithium-6 (6 Li) has a 

large absorption cross-section of 940 b for thermal neutrons, and the absorption is mainly the (n, α) 

reaction without the production of gamma rays. Therefore,6Li is commonly used for thermal- neutron 

shielding in medical and biological applications. The natural abundance of 6Li is low, 7.5%, so enriched 

6Li (up to 96%) is commonly used [13]. 

Developments in the use of neutron beams in the last decade, such as neutron radiography and neutron 

absorption therapy (BNCT), show the necessity of using advanced neutron shielding materials. The  

 

choice of neutron attenuation material depends on the incoming neutron energy. Neutron shielding 
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materials are mainly divided into concrete, metal and polymer composites. In concrete, heavy atomic 

fillers such as hematite, iron ore, etc. show more attenuation than very fast neutrons. Polymer-based 

neutron shielding composites have several advantages, including light weight, ease of fabrication, better 

distribution of neutron absorbers, excellent chemical resistance, etc. 

Kaur (2021) studied environmentally friendly bismuth-doped lithium borate glass system for structural 

shielding properties against gamma rays and fast neutrons. Densitometry, XRD, Raman, FTIR and UV-

Visible spectroscopic techniques helped to understand the structure of bismuth-lithium-borate ternary 

glass system. It is found that the glass samples are amorphous in nature and the structure is mainly 

composed of BO4, BO3, BiO6, BiO3 and non-bridging oxygens (NBOs) units. 

the prepared bismuth-lithium-borate glass system can be used for radiation protection applications [14]. 

Jurgen (2019) investigated the effect of borax (B2O3) on the gamma and neutron shielding properties of 

lithium borate glasses [15]. Ismail (2018) investigated the changes caused by electron beam in the 

microstructure of PVA/ Li2B4O7 polymer layers: positron annihilation study. Films of 5% by weight 

lithium tetraborate (Li2B4O7) doped with poly (vinyl alcohol) (PVA) were prepared by solution- molding 

method. The prepared films were irradiated with different doses of 8 MeV electron beam [12]. So far, 

many studies have not been reported on the investigation of the protective properties of lithium tetraborate-

polymer composite against neutron rays. 

In this research, the protective properties of polymer-lithium tetraborate composite for neutron rays are 

evaluated. In which, the 241Am-Be neutron source with 18 Ci activity, is simulated. 

Material ad methods: Theoretical neutron absorption calculations 

When a collimated beam of thermal neutrons with intensity of I0, incident on the absorber with a 

thickness of x and the transmitted neutron intensity is measured (I) ,the removal of neutrons from the 

beam is given by : 

  (1) 

Where N is the atomic number density and is the microscopic thermal neutron absorption cross- 

section. According to this relation, thermal neutron absorption cross-section (∑ ) is depending 

on atomic number density and elemental composition of material [13,14]. 

Simulation 

The flux of slow neutrons was calculated using Tally F4 using the MCNPX code. The geometry is 

depicted in Fig. 1. 
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 Fig. 1 Geometry of the problem in this work, containing neutron source, spherical 3He detector, and nanocomposite 

shield. 

 

Results and discussion 

In Fig. 2, flux of thermal neutrons vs wt% is exhibited. It can be seen that for the 20 wt% sample with a 

thickness of 1 cm, the flux of thermal neutrons was decreased by about 90%. 

Also, as can be seen from Fig. 3, a comparision of neutron flux vs. Li2B4O7 wt% for thermal and fast 

neutrons was assessed using the MCNPX code. It seems that the neutron flux for all composites is 

independant for fast neutrons, but for thermal neutrons, the flux is decreased as the concentrations of the 

inclusions is incresed. 

 

  

Fig. 2 Thermal neutron flux vs. Li2B4O7 wt% simulated using the MCNPX code in this work. 
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Fig. 3 Comparision of neutron flux vs. Li2B4O7 wt% for thermal and fast neutrons using the MCNPX code in 

this work. 

Conclusion 

Based on the simulation results, Bisphenol A /Lithium Tetraborate composite, at 20 wt% and 1 cm 

thickness, can attenuate 90% of the thermal neutrons of 18 Ci 241Am-Be source, in which this material can 

be applied as an suitable absorber for thermal neutrons. Experimental work is in progress. 
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Abstract 

 

In this research, the effect of different concentrations of boric acid on neutron parameters has been 

experimentally investigated using a BF3 neutron detector and a 241Am-Be neutron source with an activity of 

5.2 Curies. A boric acid solution with concentrations of 1.6, 3.2, 4.8, 6.4, and 8 g/cm3; poured into a glass 

chamber at various thicknesses from 1 to 15 cm, was positioned in front of the neutron source. 

A cadmium shield with a slot for specific angle reflection was employed to detect neutrons. The BF3 neutron 

detector was placed within this cadmium shield and then positioned under the glass chamber containing the 

boric acid solution. 

Subsequently, neutron spectra were recorded by conducting multiple trials with increasing thicknesses and 

concentrations. Finally, the changes in the area under the curve within a certain interval were discussed and 

analyzed.  

Keywords: Boric acid, Neutron parameters, BF3 neutron detector, 241Am-Be neutron source 

 

INTRODUCTION 

Boron finds various applications in commercial nuclear power plants, serving as a chemical in the cooling 

process of the primary circuit in PWR-type power plants. Its acid solution can function as a coolant absorbent 

and an emergency controller, providing inherent safety measures for reactors. Boric acid is dissolved in the 

reactor coolant to regulate the flux rate and neutron reactions. As a soluble neutron absorber, it is referred to 

as a soluble poison. 

The utilization of boric acid offers several advantages. It is highly soluble in water, facilitating the creation of 

required concentrations. Additionally, it exhibits adequate chemical and physical stability within the necessary 

temperature range and possesses a low tendency to combine with oxide layers on the reactor tank walls. 

Moreover, it does not induce corrosion in the tank, preserving the integrity of the reactor system. 
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Research and experimental studies have explored the diverse applications of boric acid in nuclear science, 

spanning various areas within the nuclear industry. These include its role in neutron radiation reduction and 

shielding, as well as its application in measuring and monitoring boric acid deposition. Studies have also 

delved into the effects of boric acid concentration within reactors, particularly in light water reactors. 

Investigations have examined its capacity to mitigate DNA chain breakage induced by thermal and fast 

neutrons, with boric acid acting as a protective agent for proteins responsible for DNA strand maintenance . 

Furthermore, research has focused on the impact of boric acid on the corrosion of light water reactor tube shell 

materials, as well as its mass transfer dynamics and accumulation in the fuel core during emergency conditions 

in nuclear power plants. These studies contribute to a deeper understanding of cooling system behavior in 

emergency scenarios, thereby enhancing the overall safety of nuclear power plants [1-8]. Given the diverse 

applications highlighted earlier and the crucial role of boric acid concentration in reactor coolant for ensuring 

reactor safety and regulating neutron flux to maintain criticality, this research aims to investigate the effect of 

boric acid concentration on the reactor moderator and neutron reflection [9]. 

EXPERIMENTAL 

To conduct this research, a boric acid solution was first prepared at concentrations of 1.6, 3.2, 4.8, 6.4, and 8 

g/cm3. The laboratory setup includes a 241Am-Be neutron source with an activity of 5.2 Curies, housed within 

a steel protection tank and an ultra-purified water tank. The water tank serves as a neutron moderator and 

provides protection against neutron radiation. Surrounding this setup is a 5 cm thick lead shield for gamma 

radiation protection, along with a glass container for holding various boron-containing solutions, a BF3 neutron 

detector, and cadmium shielding for the neutron detector, as shown in Figure 1 . 
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Fig. 1. a) The experimental setup includes a shielded water tank within 241Am-Be source, BF3 detector, cadmium 

shielding neutron detector, cadmium shielding holder; b) Viewed from above, the source is positioned inside the water 

tank by the holding rod, the experimental setup is placed outside the tank for measurement.  

Measurement and calculation of neutron flux outside the containment tank were conducted using the BF3 

neutron detector, which was coated with cadmium to a thickness of 1.5 cm for protection. To measure the 

neutron albedo coefficient of boric acid solutions, glass containers containing solutions of varying 

concentrations of boric acid were prepared. The thickness of these solutions ranged from 1 to 15 cm, with a 

boric acid solution of known concentrations added in one-centimeter increments for each measurement step. 

Neutron flux was measured using the BF3 detector, and these steps were repeated for other concentrations. 

The BF3 neutron detector used in the experiment had a diameter of 2.5 cm and a height of 20 cm, with an 

applied voltage of 2100 V. A multi-channel MCA analyzer and NTMCA software were employed to record 

the spectrum of reflected neutrons. 

Results and discussion 

The pulse height spectrum obtained from the BF3 neutron detector using NTMCA software for boric acid 

solutions at various concentrations. One of this obtained spectrums for boric acid solutions with a 

concentration of 1.6 g/cm3 is depicted in Figure 2 in different thicknesses from 1 to 15 centimeters as reflectors. 

The result of Figure 2 and other obtained results for concentration of 3.2, 4.8, 6.4, and 8 g/cm3 used to calculate 

the area under the curve. 
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Fig. 2. The experimental spectrum was recorded by the neutron detector for boric acid solutions with specific 

concentration of 1.6 g/cm3 at various thicknesses solution from 1 to 15 centimeters. 

Additionally, Figure 3 illustrates the area under the curve from channel 210 to 1024 in all of the recorded 

spectra for different boric acid concentration separately. 

0 2 4 6 8 10 12 14 16

160000

180000

200000

220000

240000

260000

280000

A
re

a

Thickness

 0 g/cm
3

 1.6 g/cm3

 3.2 g/cm
3

 4.8 g/cm
3

 6.4 g/cm
3

 8 g/cm
3

 
 

Fig. 3. The variations in the surface beneath the curve depict the spectrum of measured thermal neutrons, influenced 

by the thickness of the boric acid solution from 1 to 15 centimeters for different concentrations of the solution (1.6, 

3.2, 4.8, 6.4, and 8 g/cm3 shown in the figure by different colors). 



11 

 

 

 

As depicted in Figure 2, the number of thermal neutrons increases with the thickness of the boric acid solution 

at each specific concentration. Additionally, Figure 3 illustrates that increasing the thickness of the solutions 

leads to an increase in the area under the curve, reaching an approximate saturation level. Moreover, according 

to the Figure 3, increasing concentration of boric acid results cause reduction in level of the curves. 

Conclusions 

The results obtained from Figure 3 indicate that the saturation thickness of neutron reflection occurs at around 

10 cm of boric acid solution for various concentrations. Increasing the concentration of the solution to 1.6 

g/cm3 reduces the neutron reflection by approximately 7% compared to using pure water instead of the solution 

and at a concentration of 8 g/cm3, it decreases neutron reflection by about 25%. 

The results obtained in this research demonstrate the impact of variations in the concentration and thickness 

of boric acid solution on the albedo coefficient of the moderator. 
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Abstract 

This study investigated the effect of Pb2O3, WO3, and Bi2O3 metal oxide nanoparticles on the thermal, 

mechanical and shielding properties of polyvinyl chloride (PVC) composites which have been proposed as 

efficient substitute for the traditional lead-based materials for shielding gamma and x-ray radiations.  The 

mentioned nanoparticles were synthesized by using an electrochemical method and characterized by XRD and 

SEM analysis, which is uniformly dispersed in the polymer matrix by the casting method. The mechanical and 

thermal properties of the prepared samples were investigated by stress-strain and TGA analysis. The results 

of them demonstrate that the addition of the above metal oxide nanoparticles leads to decrease in thermal 

stability and increase in the rate of the weight loss of them. Also, as can be seen that the nanocomposites filled 

with metal oxide nanofillers, have higher tensile strength and modulus elasticity than the pristine polymer, and 

their shielding properties improved by increasing nanofiller content.  

Keywords: Metal oxide nanoparticles, Electrochemical method, Stress-strain analysis 

INTRODUCTION 

Despite the harmful effects of ionizing radiation, their applications in various fields such as industry, medicine, 

agriculture, etc. have been increasingly developed. This doubles the importance of attenuating the ionization 

radiation and protecting people and their environment. Heavy and dense materials such as bismuth, lead, 

tungsten and barite are very suitable options for making radiation shields. But some challenges such as 

environmental pollution, toxicity, difficult manufacturing, high volume and weight, etc., make their use 

doubtful. In recent years, new materials known as composites have attracted the attention of researchers, which 
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often cover the above disadvantages. The use of these materials has been reported in various studies [1-3]. 

Metal oxide composites are the most suitable materials for making radiation shields. By selecting nanoparticles 

of heavy metals such as lead, bismuth and tungsten as fillers in the structure of composites, in addition to 

maintaining protective properties, light, economical and harmless protections for the environment and humans 

can be achieved. In the conducted research, the protective properties of nanocomposites have been investigated 

and the results indicate that compounds containing metal oxide nanoparticles with higher weight percentages 

have a higher radiation attenuation capability [4, 5]. This study investigates the physical properties of Pb2O3, 

WO3 and Bi2O3 nanocomposites based on polyvinyl chloride at different weight percentages of additives. For 

this purpose, the electrochemical method was used to synthesize the nanoparticles, and the casting method 

was utilized to prepare the composite samples. Then, some mechanical, thermal, and shielding properties of 

the produced composites were investigated and discussed in detail. 

MATERIALS AND METHODS 

1. RESEARCH THEORIES 

By using the mechanical analysis, in addition to guaranteeing the performance of materials in the design and 

production of parts, it is also possible to obtain the amount of strain and stress of the samples, which is a 

measure of the amount of pressure applied to the sample. These two parameters can be calculated from the 

following relations: 

𝝈 = 
𝑭

𝑨
                                   (𝟏) 

𝜺 =  
∆𝑳

𝑳𝟎
= 
𝑳 − 𝑳𝟎
𝑳𝟎

              (𝟐)       

where σ is the stress of the samples, F is the force on the surface of the object, A is the area of the desired 

surface, ε is the strain of the samples, ΔL is the changes of length, L is the final length of the sample after 

applying tension and L0 is the initial length of the samples. 



15 

 

 

2. EXPERIMENTAL 

After studying different synthesis methods, the electrochemical method was chosen for the synthesis of metal 

oxide nanoparticles [6]. For this purpose, first, using pieces of lead, tungsten and bismuth metal as anode and 

a piece of stainless steel 316 as cathode, which were placed in the electrolyte solution of 30% weight-volume 

of sodium chloride. The arrangement of the electrochemical cell was prepared and an electric current of about 

0.5 to 1 amp per unit of anode area was applied to it. In this process, the anode was corroded and the solutions 

containing metal oxide nanoparticles were obtained and then placed inside the oven. After drying the solutions, 

they were washed several times with deionized water and filtered and put back into the oven to obtain Pb2O3, 

WO3, and Bi2O3 nanoparticles. Figure 1 shows the experimental setup of nanoparticles synthesis by the 

electrochemical method. 

 

(a) 

 

(b) 

 

(c) 

Fig.1. The experimental setup of the electrochemical cell for synthesis of (a) Pb2O3, (b) WO3, and (c) Bi2O3 

nanoparticles. 

To make nanocomposites, PVC polymer as a matrix and synthesized metal oxide nanoparticles as nanofillers 

were mixed together to obtain a homogenous mixture. Due to the fact that nanoparticles have a good mixing 

ability in polymer bases, the molding method was chosen to prepare and manufacture composites containing 
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metal oxide nanoparticles. In the continuation of the work, the obtained uniform mixture was poured into the 

molds with desired shape and dimensions. The prepared samples were placed in the laboratory environment 

for 24 hours to harden completely.  Various analysis was performed on the prepared nanocomposites to 

investigate the physical and mechanical properties of them. The results of which are given in the following 

sections. 

3. CHARACTERIZATION 

3.1. XRD, EDS and SEM analysis: The correspondence of the reference peaks and the peaks observed in the 

diffraction pattern (XRD) spectrum with the 2θ angle range from 20° to 80° indicates the successful synthesis 

of nanoparticles. The SEM images and the EDS analysis of the prepared nanocomposites indicate the proper 

distribution of nanoparticles in the polymer matrix and their homogeneity. Moreover, the EDS diagrams show 

that the elements used to prepare these samples have a semi-quantitative distribution and the availability of 

nanoparticles in the samples is evident. The results of mentioned analysis were in good agreement with similar 

researches. 

 

 

 

 

 

 



17 

 

 

  

 

Fig.2 . SEM images of 20 Wt% of PVC-based nanocomposites and their EDS spectrum 
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Fig.3 . EDS mapping of lead (violet) and oxygen (red) distribution in the PVC-based nanocomposites. 

RESULTS AND DISCUSSION 

1. RESULTS OF ANALYSIS 

1.1. TGA analysis. The TGA analysis is one of the methods for measuring the thermal resistance of materials, 

which determines the stability and degradation temperature of different combinations of materials. In this 

research, the TGA analysis was performed on the pure PVC polymer and PVC-based nanocomposites in 

different weight percentages with Pb2O3, WO3, and Bi2O3 nanofillers, in the temperature range of 25 to 600 

°C in a nitrogen atmosphere and with a heating rate of 10°C/min in the LINSEIS® device, the results of which 

are shown in Figure 4. The results indicate that the PVC-based nanocomposites are more thermally stable than 

pure PVC. Also, as the percentage of nanofillers increases, the stability and degradation temperature of 

nanocomposites also increases. The manufactured samples show one-step thermal decomposition and due to 

the pyrolysis of polymer chains, they are almost completely decomposed at temperatures below 350°C for 

PVC and PVC-based nanocomposites. 
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(a) 

 

(b) 

 

(c) 

Fig. 4. TGA curves of pure and PVC-based nanocomposites filled with (a) Pb2O3, (b) WO3 and (c) Bi2O3 

nanoparticles. 

1.2. Stress-strain analysis. The effects of incorporating Pb2O3, WO3 and Bi2O3 nanoparticles on the tensile 

stress-strain behavior of the PVC polymers were investigated. As can be seen in the figure 8 and tables (1-3), 
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the added fillers improve the tensile properties of PVC composites. For example, adding 30% by weight of 

nanoparticles (the highest percentage of nanoparticles) to the PVC matrix significantly increases the tensile 

strength of the composites (80%).  

Table1. Tensile properties of the pure and reinforced PVC with various concentrations of Pb2O3 nanofillers 

Material properties PVC-pure PVC-based nanocomposites with Pb2O3 nanofiller 

10 Wt% 20 Wt% 30 Wt% 

Young’s modulus, Et (MPa) 10.90 18.48 34.14 122.56 

Tensile strength, σt (MPa) 5.50 6.71 6.43 9.89 

Tensile strain at break, εt 

(%) 

198.95 142.21 162.94 99.75 

 

 

 

Table2. Tensile properties of the pure and reinforced PVC with various concentrations of WO3 nanofillers 

Material properties PVC-pure PVC-based nanocomposites with WO3 nanofiller 

10 Wt%  20 Wt% 30 Wt% 

Young’s modulus, Et (MPa) 10.90 8.47 21.63 29.70 

Tensile strength, σt (MPa) 5.50 1.83 3.36 5.26 

Tensile strain at break, εt 

(%) 

198.95 107.07 110.94 207.16 

 

 

 

Table3. Tensile properties of the pure and reinforced PVC with various concentrations of Bi2O3 nanofillers 

Material properties PVC-pure PVC-based nanocomposites with Bi2O3 nanofiller 

10 Wt% 20 Wt% 30 Wt% 

Young’s modulus, Et (MPa) 10.90 10.49 21.68 123.79 

Tensile strength, σt (MPa) 5.50 5.70 2.43 4.37 

Tensile strain at break, εt 

(%) 

198.95 162.93 165.75 55.95 

The reason can be that in the PVC matrix that bears the force, due to the presence of nanoparticles, the effective 

cross-sectional area has decreased. In addition, the good and optimal distribution of nanoparticles leads to a 

more uniform distribution of stress in the polymer matrix [7]. Fig. 5 shows the stress-strain curves of the pure 

and the filled PVC-based nanocomposites for different weight fractions of Pb2O3, WO3, and Bi2O3 

nanoparticles.  
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Fig. 5. Stress-strain curves of nano Pb2O3 , WO3, and Bi2O3 filled PVC composites. 

1.3. Shielding analysis. To evaluate the shielding performance of prepared samples, an experimental setup 

was utilized (Fig.6).  

 

Fig. 6. Schematic setup of the experiment [8] 
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The results of tables 4-6 show that the linear attenuation coefficient (LAC) values increase, half value layer 

(HVL), and mean free path (MFP) values decrease with rising Pb2O3, WO3, and Bi2O3 concentration in PVC-

based nanocomposites. 

Table 4. LAC values of PVC-based nanocomposite samples contained metal oxide nanoparticles in different energy 

values 

)1-LAC (cm Wt%         

E  

 

NPS 

 

Polymer 1332 keV 1173 keV 662 keV 60 keV 

0.0758 0.0809 0.1068 0.4629 0  

3O2Pb 

 

 

PVC 0.0827 0.0918 0.1232 1.172 10% 

0.0914 0.1048 0.1442 2.061 20% 

0.1030 0.1219 0.1682 3.198 30% 

0.0758 0.0809 0.1068 0.4629 0  

3WO 

 

PVC 0.0832 0.0889 0.1195 0.9152 10% 

0.0908 0.0973 0.1338 1.4537 20% 

0.1001 0.1073 0.150 2.026 30% 

0.0758 0.0809 0.1068 0.4629 0  

3O2Bi 

 

PVC 0.0840 0.0894 0.1183 0.5818 10% 

0.0927 0.1086 0.1395 1.979 20% 

0.1030 0.1100 0.1608 3.003 30% 

 

Table 5. HVL values of PVC-based nanocomposite samples contained metal oxide nanoparticles in different energy 

values 

  HVL (cm)         %Wt 

E  

 

NPS 

 

Polymer  1332 keV 1173 keV 662 keV 60 keV 

9.023 8.349 6.424 1.493 0  

 

3O2Pb 

 

 

 

PVC 

8.362 7.569 5.625 0.589 10% 

7.228 6.620 4.790 0.335 20% 

6.395 5.776 4.077 0.216 30% 

9.023 8.349 6.424 1.493 0  

 

3WO 

 

 

PVC 

8.323 7.787 5.799 0.7572 10% 

7.624 7.124 5.179 0.4767 20% 

6.920 6.458 4.62 0.3420 30% 
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9.023 8.349 6.424 1.493 0  

 

3O2Bi 

 

 

PVC 

8.248 7.744 5.854 1.191 10% 

7.471 6.387 4.967 0.3500 20% 

6.722 6.297 4.309 0.2307 30% 

 

Table 6. MFP values of PVC-based nanocomposite samples contained metal oxide nanoparticles in different energy 

values 

 

MFP (cm) Wt%         

E  

 

NPS 

 

Polymer 

 

1332 keV 1173 keV 662 keV 60 keV    

13.19 12.36 9.367 2.160 0  

3O2Pb 

 

 

PVC 12.09 10.89 8.117 0.849 10% 

10.94 9.551 6.939 0.485 20% 

9.702 8.233 5.942 0.312 30% 

13.19 12.36 9.367 2.160 0  

3WO 

 

PVC 12.01 11.237 8.368 1.092 10% 

11.002 10.280 7.473 0.6878 20% 

9.986 9.319 6.666 0.4935 30% 

13.19 12.36 9.367 2.160 0  

3O2Bi 

 

PVC 11.901 11.175 8.448 1.718 10% 

10.781 9.200 7.168 0.5051 20% 

9.700 9.087 6.218 0.333 30% 

 

2. DISCUSSION: According to present study, the TGA results indicate that the adding of metal oxide nano 

fillers to the PVC matrix, improve the thermal stability of nanocomposites. Although both filled and unfilled 

samples do not experience any weight loss within the temperature range of 25°C - 250°C. It can be seen that 

the addition of metal oxide nanoparticles to the PVC-based nanocomposites increases the tensile strength 

which is in good agreement with recent studies [8, 9].  The protective properties of samples show significant 

improvement, especially in low energies, by adding the mentioned nanoparticles, as expected [10, 11].  
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Conclusions 

This study aimed to investigate the thermal, mechanical, and shielding properties of Pb2O3, WO3 , and Bi2O3 

nanocomposites based on polyvinyl chloride at different weight percentages of the additives (10, 20, 30 wt%). 

A straightforward and low-cost electrochemical method was utilized to synthesize the mentioned 

nanoparticles, and the casting technique was used to prepare the composite samples. Various characterization 

techniques demonstrated that the nanoparticles were successfully synthesized and uniformly dispersed in the 

polymer matrix. The thermogravimetric results showed that the addition of  metal oxide nanofillers cause the 

more stability of nanocomposites. Results showed that the percentage of nanoparticles in the composites had 

a direct effect on the tensile strength of PVC polymers, indicating that the interaction between nanoparticles 

and PVC is very strong, and therefore the nanocomposites have higher strength than the original polymer. The 

shielding properties of the nanocomposites were tested by placing them in front of radiation sources and 

measuring their shielding parameters in a laboratory. The results showed that the radiation performance of the 

nanocomposites demonstrate that the more nanofillers added, the better the shielding properties of the 

nanocomposites became [2, 5, 12, 13]. 

References 

1. Mehnati, P., R. Malekzadeh, and M.Y. Sooteh, Application of personal non-lead nano-composite 

shields for radiation protection in diagnostic radiology: A systematic review and meta-analysis. Nanomed. J, 

2020. 7(3): p. 170-82. 

2. Zali, V.S., O. Jahanbakhsh, and I. Ahadzadeh, Preparation and evaluation of gamma shielding 

properties of silicon-based composites doped with WO3 micro-and nanoparticles. Radiation Physics and 

Chemistry, 2022. 197: p. 110150. 

3. Özdemir, T., et al., Nano lead oxide and epdm composite for development of polymer based radiation 

shielding material: Gamma irradiation and attenuation tests. Radiation Physics and Chemistry, 2018. 144: p. 

248-255. 

4. Ambika, M., et al., Preparation and characterisation of Isophthalic-Bi2O3 polymer composite gamma 

radiation shields. Radiation Physics and Chemistry, 2017. 130: p. 351-358. 

5. Muthamma, M., et al., Micro and nano Bi2O3 filled epoxy composites: Thermal, mechanical and γ-

ray attenuation properties. Applied Radiation and Isotopes, 2021. 174: p. 109780. 

6. Maduraiveeran, G., M. Sasidharan, and W. Jin, Earth-abundant transition metal and metal oxide 

nanomaterials: Synthesis and electrochemical applications. Progress in Materials Science, 2019. 106: p. 

100574. 



25 

 

 

7. Chai, H., et al., Preparation and properties of novel, flexible, lead‐free X‐ray‐shielding materials 

containing tungsten and bismuth (III) oxide. Journal of Applied Polymer Science, 2016. 133(10). 

8. Rahimi, S., O. Jahanbakhsh, and I. Ahadzadeh, Effects of Pb2O3 nanoparticles on thermal and 

mechanical properties of epoxy resin, silicone, and PVC-based nanoshields. Progress in Nuclear Energy, 2024. 

169: p. 105083. 

9. Bhatia, S., S. Angra, and S. Khan. Mechanical and wear properties of epoxy matrix composite 

reinforced with varying ratios of solid glass microspheres. in Journal of Physics: Conference Series. 2019. 

IOP Publishing. 

10. Oliver, N., R.M. Ramli, and N.Z.N. Azman, An empirical study on the X-ray attenuation capability of 

n-WO3/n-Bi2O3/PVA with added starch. Nuclear Engineering and Technology, 2022. 54(9): p. 3459-3469. 

11. Nambiar, S. and J.T. Yeow, Polymer-composite materials for radiation protection. ACS applied 

materials & interfaces, 2012. 4(11): p. 5717-5726. 

12. Sayyed, M., et al., The influence of PbO and Bi2O3 on the radiation shielding and elastic features for 

different glasses. Journal of Materials Research and Technology, 2020. 9(4): p. 8429-8438. 

13. Mahmoud, K., et al., The effect of CuO additive on the mechanical and radiation shielding features of 

Li2B4O7–Pb2O3 glass system. Boletin de la sociedad espanola de ceramica y vidrio, 2022. 61(4): p. 275-283. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



26 

 

 

Measurement of the activity of soil samples in Shazand region with experimental and 

simulation methods (Paper ID : 1570) 

Kiyani A.1*, Mohebian M.2, Salehi M.3, Karimi M.4 
1,2Nuclear Physics, Arak University, Arak, Iran 

3 Nuclear Physics, Kashan University, Kashan, Iran 
4 Nuclear Engineering, Amirkabir University, Tehran, Iran 

 

Abstract 

In order to investigate the effects of environmental pollution, it is essential to measure the amount of 

radiation accurately. A gamma spectroscopy system (HPGe detector) was utilized to determine the activity 

of soil samples in the Shazand region. For this purpose, a detector efficiency calibration curve using 

reference sources is required. Gamma rays are attenuated due to self-absorption, making it impossible to 

calculate the correct amount of gamma radiation. Therefore, it is necessary to consider the self-absorption 

correction factor to measure the activity of sample accurately. This article determined the amount of self-

absorption correction using the ratio of simulation efficiency to experimental efficiency, and its dependence 

on energy was investigated. The International Atomic Energy Agency's (Standard Source) reported values 

served as the basis for the self-absorption correction coefficient evaluation and calculation. The investigation 

results show that the correction coefficient for self-absorption using Monte Carlo simulation methods 

depends on energy. Comparing the experimental results of the activity while considering the self-absorption 

correction factor shows good compatibility with the simulation, with a calculation error of less than 10%. 

Keywords: Activity, Simulation, HPGe detector, self-absorption correction coefficient  

 

INTRODUCTION 

Quantitatively evaluating radiation levels in the environment is essential for a wide range of applications, 

including nuclear safety and environmental monitoring. The precise quantification of radioactive elements in 

environmental samples necessitates careful examination of multiple aspects that may impact the outcomes. 

Germanium detectors are widely recognized for their exceptional energy resolution, making them essential 

instruments for quantitatively examining radioactive elements. Nevertheless, quantifying radiation levels in 

environmental samples has several difficulties. There are numerous factors that can lead to measurement 

errors, including pile-up, dead time, background effects, interference effects, coincident summation effects, 

and single-escape and double-escape peak effects. It is of utmost importance to consider these parameters to 

ensure accurate measurement of activity levels [1, 2]. 
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The HPGe detector manufactured by BSI was used. This detector's efficiency is 30%, and it is used in the 

nuclear laboratory of Arak University. The HPGe detector is p-type coaxial, and its entrance window is 

aluminum.This basic feature can improve the device's accuracy and performance and ensure its stability and 

high accuracy in radioactive measurements.Fig 1 shows a view of the detector used in the laboratory. 

One viable strategy for improving precision entails using spectrum registration methodologies, which may be 

implemented by employing either an empty container or a container filled with distilled water. By 

incorporating spectrum analysis software, this approach facilitates enhanced measurement precision 

through background radiation adjustment. It is important to note that the background measurement length 

should match the spectrum counting period for the sample to maintain consistency and dependability. This is 

especially important for samples with minimal activity, such as distilled water [3, 4]. Efficiency plays a crucial 

role in the determination of activities. The process of calibrating the sample-detector system requires the 

achievement of chemical composition and density matching between the standard source and the sample. 

When this method is used, it guarantees that the gamma rays will be reduced fairly, which means that self-

absorption correction factors in the specimen are not needed [5]. Nevertheless, when dealing with energies 

below 100 keV, such as those produced by 129I, 210Pb, or 241Am, it becomes crucial to apply self-absorption 

correction. The relevance of this impact declines above a threshold of 100 eV [6, 7]. 

The experimental estimate of the self-absorption correction factor at energies of 295, 911, and 1461 keV 

supports the accuracy of activity measurements. Researchers have carefully calculated the correction factor 

using experimental and simulation techniques, leading to the development of equations that show a 

relationship between this factor and energy [8, 9]. This work aims to investigate the computation and 

importance of the self-absorption correction factor, elucidating its crucial function in enhancing the precision 

of radioactivity measurements. Through a thorough examination of the issues outlined earlier and the use of 

strong methodology, our goal is to make a valuable contribution to the progress of accurate environmental 

radioactivity assessment. This will ultimately promote improved safety and environmental responsibility. 

RESEARCH THEORIES: 

Geant4 (Geometry and Tracking) is a Monte Carlo simulation code developed and designed to simulate the 

propagation of particles or radiation across different materials. Due to its multifaceted functionalities, this 

software allows for the generation of simulations encompassing a diverse array of devices, detectors, and 

radiation sources. Additionally, it facilitates the documentation of specific outputs that illustrate the physical 
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quantities arising from the interactions between source particles and detector materials. The behavior of a 

high-purity germanium (HPGe) detector was simulated using Geant4 version 11.1.1 in this work. The 

electromagnetic interactions within the detector were modeled using the G4EmStandardPhysics_option4 

package. The selection of this package was based on its remarkable accuracy and precision in the computation 

of low-energy interactions, hence guaranteeing dependable outcomes in our simulations [10, 11]. 

We employed the General Particle Source (GPS) type of particle source with predetermined volume 

parameters to simulate particle emissions from the radiation source. The utilization of this methodology 

enabled us to effectively depict the emission of particles in a spherical fashion, thereby conveying the 

complexities associated with particle propagation. In our experimental approach, we did not incorporate a 

filter into the code to analyze the spectrum within the active volume of the detector. The process of spectrum 

extraction was conducted with great attention to detail, utilizing the Event class, which facilitated an accurate 

examination of the identified radiation spectrum [12]. 

You can obtain the necessary spectrum in Geant4 by utilizing the optional classes.In this study, we used the 

Event class to compute the sub-photopic count, gathering the Total Energy Deposit value for each event in the 

detector's active volume and drawing its spectrum using the Root tool.To calculate the photopic efficiency, 

we must first determine the number of gamma rays released from the source volume.For this, we used the 

Steping class. We then calculated the efficiency using the following formula: 

ε(E) =
C

C0
 (1) 

C: The number of gamma rays detected in the detector's active volume at energy E. 

C0: The number of gamma rays released by the source at energy E [13]. 

In addition, our work involved evaluating the efficiency of the detector-sample system and calculating the 

self-absorption coefficient for ambient samples using Geant4 modeling software. The purpose of using these 

algorithms was to gain a more profound understanding of the interaction between ambient samples and the 

detection system, with the ultimate goal of improving the accuracy and reliability of our data. Our research 

significantly contributes to radiation detection techniques, improving our understanding of environmental 

monitoring processes using Geant4 and precise simulation methodology. 
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EXPERIMENTAL 

-Sampling and Sample Preparation: The sampling process involved selecting 10 soil samples randomly 

from sun-exposed orchard communities and slopes. A square area measuring one square meter, extending to 

a depth of 10 cm below the soil surface, consisted of four points at the corners and one point at the center of 

each sample location. For comprehensive details on the sampling regions Fig.2 and the steps involved in 

sample preparation, please see the reference [8]. 

 

Fig. 1. The gamma spectrum system utilizes HPGe detector and equipment 

 
Fig. 2. Location of the research area and the sampling site marked with a red plus sign and black color 
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Measurement of Efficiency Using HPGe Detector: In this study, the efficiency of the detector-sample 

system was measured using reference materials and a high-purity germanium (HPGe) detector. The reference 

materials comprised RGU, which exhibited an average activity of 4940 Bq/kg, RGTh, which displayed an 

average activity of 3250 Bq/kg, and RGTh, which exhibited an average activity of 14000 Bq/kg. The employed 

detector exhibits a 30% efficiency and a 1.85 keV energy resolution. 

In order to calibrate the energy of the system before spectrometry of the environmental sample, we rely on the 

crucial role of standard sources or reference materials such as (Reference Materials) RMs (RGU-1, RGTh-1, 

RGK-1). These materials, including uranium, thorium, and potassium reference materials (RGK-1, RGTh-1, 

and RGU-1), contain certain amounts of natural uranium (with radioactive daughter nuclei), natural thorium 

(with radioactive daughter nucleid), and potassium. The gamma spectrum of reference materials is in the 

energy range of 50 keV to above 2000 keV. The gammas from standard sources are well known and have 

precisely defined energies. RMs standard sources are one of the most important things due to having special 

nuclues with long half-life and low manufacturing cost. RMs contain special radioactive nuclei that cover 

gamma photons in the energy range from 46.5 keV (Pb210) to 2614Tl (208) keV[14]. 

-Calculation of Self-absorption Correction Factor: Analytical relationships based on the mass attenuation 

coefficient have been proposed by several scholars, such as Katchal, Roba, Ike, and Jadelowski, in order to 

ascertain the self-absorption correction factor [15, 16]. The present study employed the self-absorption 

correction factor, as defined by Jadelowski (2017), to calculate the self-absorption correction coefficient. The 

underlying assumption of this equation is that the efficiency of the standard sample is equivalent to the 

effective efficiency of the sample, as anticipated. The efficiency that needs to be estimated is represented by 

the calculated efficiency, which was acquired through simulation using the Geant4 approach [17, 18]. The 

equation obtained from Jadelowski's formulation can be applied to gamma detectors of any size, regardless of 

their non-cylindrical shape, and to any kind of gamma radiation. This approach provides a direct and effective 

way to calculate the self-absorption correction. 

We estimated the empirical efficiencies for all 10 samples using an HPGe detector, which was based on the 

efficiency curve of reference materials [8]. The measurements were taken in eight gamma lines. Each sample 

had a weight of 300 grams and varied heights, leading to varying densities. Simulated calculations of the 

efficiency of 8 gamma lines took into account the soil's unique composition, height, and density. Following 
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this, the coefficient for self-absorption adjustment was calculated by dividing the simulated efficiency by the 

empirical efficiency [8] for all energy levels. 

CSA =
εsim

εexp
                                                                                                            (2) 

In equation (2), CSA stands for the self-absorption correction coefficient, εsim for the simulated efficiency 

obtained using the Geant4 simulation method, and εexp for the experimental efficiency as measured using the 

empirical approach. The gamma lines of 295.22, 911.25, and 1460.80 have been utilized to compute the 

activity of Ra-226, Th-232, and K-40, respectively. Table 3 displays the outcomes of computations and 

measurements, expressed in units of Becquerel per kilogram (Bq/kg). Without accounting for the correction 

factor and with accounting for the correction factor, respectively, A and Asa denote the specific activity of Ra-

226 (Th-232 and K-40) nuclei. 

 

Results and discussion: 

Two distinct approaches, namely the empirical method and the Geant4 simulation method, were employed to 

evaluate the efficiency of the detector-sample system. The empirical approach employed the calibration 

efficiency curve to quantify the efficiency of the system. Furthermore, the efficiency was calculated using the 

Geant4 simulation method, and the findings were then summarized in Table 4. Additionally, the self-

absorption correction coefficient obtained from the Geant simulation is presented in Table 4. In this statement, 

the strategies utilized to assess the effectiveness of the detector-sample system are outlined, emphasizing both 

empirical and simulation-based approaches. The use of calibration efficiency curves and Geant4 simulations 

emphasizes how thorough the research is. 

Table 1. For energy level 1460.83 physical property, efficiency, and specific activity in soil samples  

Activity (Bq/kg) Correction 

Factor 

Efficiency Density 
𝒈𝒓

𝒄𝒎𝟑⁄  

Sample 

code 𝑨𝒔𝒂 A Experimental Simulation 

723.12 583.92±16.53 0.8075 0.008009 0.006467 1.36 Sb1 

691.22 560.51±20.62 0.8109 0.008009 0.006494 1.33 Sb2 

604.19 485.53±13.82 0.8036 0.008009 0.006436 1.41 Sb3 

557.27 443.98±12.85 0.7967 0.008009 0.006380 1.43 Sb4 

378.89 305.95±8.52 0.8075 0.008009 0.006467 1.35 Sb5 
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649.67 524.67±12.27 0.8076 0.008009 0.006468 1.34 Sb6 

656.09 527.04±12.49 0.8033 0.008009 0.006433 1.39 Sb7 

485.23 391.73±10.17 0.8073 0.008009 0.006465 1.33 Sb8 

554.21 446.86±10.95 0.8063 0.008009 0.006457 1.36 Sb9 

633.71 509.06±16.76 0.8033 0.008009 0.006433 1.40 Sb10 
 

Table 2. For energy level 911.25 physical property, efficiency, and specific activity in soil samples 

Activity (Bq/kg) Correction 

Factor 

Efficiency Density 
𝒈𝒓

𝒄𝒎𝟑⁄  

Sample 

code 𝑨𝒔𝒂 A Experimental Simulation 

40.2894 32.99±2.53 0.8188 0.011289 0.009244 1.36 Sb1 

37.0945 30.65±2.13 0.8263 0.011289 0.009328 1.33 Sb2 

32.7058 26.65±2.02 0.8148 0.011289 0.009199 1.41 Sb3 

32.7675 26.5±2.09 0.8087 0.011289 0.00913 1.43 Sb4 

22.7447 18.63±1.79 0.8191 0.011289 0.009247 1.35 Sb5 

36.9187 30.23±2.93 0.8188 0.011289 0.009244 1.34 Sb6 

41.6265 33.93±2.81 0.8151 0.011289 0.009202 1.39 Sb7 

28.3941 23.28±1.84 0.8199 0.011289 0.009256 1.33 Sb8 

30.6668 25.07±2.53 0.8175 0.011289 0.009229 1.36 Sb9 

32.6951 26.65±1.32 0.8151 0.011289 0.009202 1.40 Sb10 
 

Table 3. For energy level 295.22, physical property, efficiency, and specific activity in soil samples 

Activity (Bq/kg) Correction 

Factor 

Efficiency Density 
𝒈𝒓

𝒄𝒎𝟑⁄  

Sample 

code 𝑨𝒔𝒂 A Experimental Simulation 

42.0836 31.85±1.79 0.756826 0.028606 0.02165 1.36 Sb1 

38.9772 29.75±1.92 0.763266 0.028606 0.021834 1.33 Sb2 

33.2727 24.86±1.97 0.74716 0.028606 0.021373 1.41 Sb3 

35.314 25.95±2.15 0.734836 0.028606 0.021021 1.43 Sb4 

22.3277 16.87±1.89 0.755563 0.028606 0.021614 1.35 Sb5 

38.0635 28.77±1.69 0.755843 0.028606 0.021622 1.34 Sb6 

36.0502 26.91±1.42 0.74646 0.028606 0.021353 1.39 Sb7 

28.7151 21.68±1.81 0.755003 0.028606 0.021598 1.33 Sb8 

34.7366 26.09±2.05 0.751081 0.028606 0.021485 1.36 Sb9 

32.8979 24.58±2.12 0.74716 0.028606 0.021373 1.40 Sb10 

Table 4.  Calculated values in Geant4 simulation for output spectrum from reference sources 

Mean 
RMS 

(active volume) 
Source 

Sample 

code 

0.03349 0.1866 RGK 

Sb1 0.01779 0.09255 RGTh 

0.01066 0.05893 RGU 

0.03403 0.1870 RGK 

Sb2 0.01801 0.09272 RGTh 

0.01068 0.05904 RGU 

0.03385 0.1862 RGK Sb3 
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0.01793 0.09235 RGTh 

0.01062 0.0588 RGU 

0.03381 0.1859 RGK 

Sb4 0.01793 0.09224 RGTh 

0.01059 0.05861 RGU 

0.03395 0.1866 RGK 

Sb5 0.01797 0.09254 RGTh 

0.01065 0.05893 RGU 

0.03395 0.1866 RGK 

Sb6 0.01797 0.09253 RGTh 

0.01065 0.05892 RGU 

0.03384 0.1862 RGK 

Sb7 0.01793 0.09235 RGTh 

0.01062 0.05881 RGU 

0.03396 0.1866 RGK 

Sb8 0.01797 0.09253 RGTh 

0.01065 0.05891 RGU 

0.03389 0.1864 RGK 

Sb9 0.01796 0.09249 RGTh 

0.01063 0.05883 RGU 

0.03384 0.1862 RGK 

Sb10 0.01794 0.09238 RGTh 

0.01063 0.05883 RGU 
 

 

 
Fig. 3. Energy-based return chart (simulation and experience agree well) 
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Fig. 4. Energy-adjusted decay curve with 10 samples and R-Square 0.97 fittings 

 

Table 5. Compare the correction factor for various energies and their effect on activity 

Activity (Bq/kg) Correction 

Factor 

Energy Density 
𝐠𝐫

𝐜𝐦𝟑⁄  
Sample 

code 
𝐴𝑠𝑎 A 

723.12074 583.92 0.8075 1460.83 

1.36 Sb1 40.2894 32.99 0.818826 911.25 

42.0836 31.85 0.756826 295.22 

691.21963 560.51 0.8109 1460.83 

1.33 Sb2 37.0945 30.65 0.826268 911.25 

38.9772 29.75 0.763266 295.22 

604.19363 485.53 0.8036 1460.83 

1.41 Sb3 32.7058 26.65 0.81484 911.25 

33.2727 24.86 0.74716 295.22 

557.27375 443.98 0.7967 1460.83 

1.43 Sb4 35.314 25.95 0.734836 911.25 

35.314 25.95 0.734836 295.22 

378.88545 305.95 0.8075 1460.83 

1.35 Sb5 22.7447 18.63 0.819092 911.25 

22.3277 16.87 0.755563 295.22 

649.66568 524.67 0.8076 1460.83 

1.34 Sb6 36.9187 30.23 0.818826 911.25 

38.0635 28.77 0.755843 295.22 

656.09361 527.04 0.8033 1460.83 

1.39 Sb7 41.6265 33.93 0.815106 911.25 

36.0502 26.91 0.74646 295.22 

485.23473 391.73 0.8073 1460.83 

1.33 Sb8 28.3941 23.28 0.819889 911.25 

28.7151 21.68 0.755003 295.22 
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554.21059 446.86 0.8063 1460.83 

1.36 Sb9 30.6668 25.07 0.817497 911.25 

34.7366 26.09 0.751081 295.22 

633.71094 509.06 0.8033 1460.83 

1.40 Sb10 32.6951 26.65 0.815106 911.25 

32.8979 24.58 0.74716 295.22 
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Conclusions 

In summary, the Fig 3 shows that the simulation results and experimental data agree well regarding the 

efficiency in terms of eight gamma lines.This agreement shows that the simulation model used to simulate soil 

samples can predict and produce results similar to accurate data.In this comparison, the standard source was 

used in both simulation and experiment, which confirms the excellent adaptation of simulation to experiment. 

the analysis of the simulated performance using Geant4 and the experimental data, as depicted in Table 5, 

demonstrates a level of compatibility within a 15% margin. Furthermore, the examination of self-absorption 

correction coefficients as presented in Table 5 reveals a noticeable correlation with energy. The average self-

absorption correction factors derived across several samples exhibit significant variances, ranging from 0.7662 

to 0.7933. The presence of an average coefficient of 0.7765 across all samples and energies in this observation 

highlights the significant influence of sample composition and energy levels on self-absorption. Moreover, a 

close study of how the self-absorption correction coefficient changes at gamma-ray energies of 295.22, 911.25, 

and 1460.80 eV (Table 3) shows that this correction coefficient is definitely affected by changes in energy 

variables. The Fig.4 displays the simulation-to-experimental ratio based on eight gamma lines for 10 soil 

samples.The diagram illustrates a consistent trend across all samples, with an R-squared value of 0.98, 

indicating a high degree of fitting for the data. Although there is overall consistency observed among the 

samples at these energy levels, sample Sb4 exhibits deviations mostly attributed to its increased density in 

comparison to the other samples. In conclusion, sample sb4's different self-absorption correction coefficients 

highlight the significance of sample density in influencing the effectiveness of gamma-ray detection. These 

findings emphasize the importance of taking into account both energy dependence and sample characteristics 

in the context of applying self-absorption adjustments in gamma-ray spectroscopy analysis. 
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Abstract 

The container and cargo inspection by high energy X-ray scanner is an effective way to control imported 

goods with containers. These scanners can prevent human smuggling and transportation of prohibited and 

restricted items without cargo unloading. Some of the important parameters of cargo inspection systems are 

including: the speed of scanning, the penetration of X-ray, imaging system spatial resolution and 

differentiating between different materials. Evaluation of different parameters of system is a necessary job 

that must be performed. The quality of final image has to be evaluated by using special objects. In this article, 

a specific image quality indicator object has been designed base on ANSI-N42.46 standard. Four different 

imaging tests have been defined for this quality testing object according to the standard. After initial design, 

other peripheral objects have been added to the test object. Different section of this imaging quality control 

object has been constructed and assembled. After that, this object has been used for testing of a high energy 

cargo scanner. The output images of the system were used for complete evaluation of cargo scanner 

specifications. The results show that this test object can be implemented effectively for the evaluation of 

different cargo scanner systems.  

Keywords: Cargo scanner, Image quality test object, High energy X-rays, Penetrating power 

INTRODUCTION 

The rapid growth in international commerce has presented a significant challenge for cargo security, and 

one of the primary issues is the limited capacity to inspect and verify the contents of containers. Only a small 

percentage of containers are typically scanned or inspected thoroughly at ports and border crossings which 

leaves open the possibility of security breaches and smuggling activities[1].Countries’ effective and efficient 

border security is becoming increasingly important in today’s global world of economy and trade. To ensure 

these, customs organizations are responsible for the prevention of illicit goods’ transportation across borders, 

particularly upon entry [2]. 
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According to paragraph 22 of Art. 7 of the Budget act (1402) passed by the Islamic consultative assembly 

of Iran (Iranian Parliament), the Custom Organization of the Islamic Republic of Iran is obliged to equip the  

customs offices of the border provinces (with priority in Sistan and Baluchistan province) with x-ray 

inspection equipment. [3]. Therefore, in order to check the border customs of the country with the container 

inspection device (cargo), the accuracy of the operation of this device and the quality of its output image 

should be evaluated according to international standards. The international standard ANSI N42.46 measures 

the imaging performance characteristics of container (cargo) inspection devices [4]. Performing the tests 

mentioned in the objects that require the image quality assessment test should be available to the tester. 

Farafan Pajouhan Fateh Company has been the contractor for the construction of X-ray image quality 

evaluation objects for container (cargo) inspection devices for the honorable customs of the Islamic Republic 

of Iran. In this research, the process of designing and making test objects is reported in a brief way. 

 In recent years, measures have been taken to make this test object with different research purposes. C.H. 

Lim and et al calculated the X-ray irradiation angle-dependent changes in the contrast-to-noise ratio (CNR) 

of the images via Monte Carlo simulation.  for this work they installed and evaluated A system based on the 

proposed dual-angle X ray imaging technology by scanning a real cargo container truck. For the evaluation, 

they designed test equipment based on the ANSI N42.46 report and examined the beam penetration power, 

contrast sensitivity, spatial resolution, and wire detectability of the developed system [5]. 

Kyungmin Oh et al measured  the amount of radiation dose to adjust the feedback capacitance after the beam 

power of the dual energy x-rays and he distance from the source to the detector were set. In order to 

quantitatively evaluate the image after adjusting the feedback capacitance, they used  a penetration test was 

carried out based on ANSI 42.46[6]. 

RESEARCH THEORIES 

ANSI-N42.46-2008 standard is intended to be used to determine the imaging performance of x-ray and gamma-

ray systems utilized to inspect loaded or empty vehicles, including personal and commercial vehicles of any 

type; marine and air cargo containers of any size; railroad cars; and palletized or unpalletized cargo larger 

than 1 m × 1 m in cross-section. 

Test objects and measurement procedures may differ to some extent depending on the type of imaging 

system (e.g., transmission or backscatter) or system size. Test objects and procedures shall be consistent for 

all systems of similar type or size. The tests defined in this standard should be performed on the standard 

commercial product as provided by the manufacturer. 
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The procedures of this standard shall be used to measure the four characteristics of imaging performance or 

image quality: 1) Penetration 2) Spatial resolution 3) Wire detection 4) Contrast sensitivity. 

all tests shall be performed at the two positions described below. Tests may also be performed at additional 

positions that shall be described in the test report. For example, if neither of the required positions 

corresponds to the location of maximum penetration, then additional tests may be performed at that location 

to demonstrate the system’s maximum penetration performance. If performance at a position other than the 

two required positions is critical to a particular inspection location, then testing at one or more such 

additional locations may be specified.  At each test position, the surface at the center of the test objects shall 

be oriented perpendicular to the radiation beam axis. For transmission imaging systems, the test object is 

placed behind the steel blocking plates; i.e., the blocking plates are between the energy source and the test 

object. 

EXPERIMENTAL 

In order to scientifically check and match the container scanner images with "ANSI-N42.46-2008" 

standards, four test objects have been designed and made. Maximum accuracy and effort have been used in 

the design and construction of these object tests so that the evaluation processes are carried out with the best 

accuracy and quality. The main effort of the experts of "Farafan Pajouhan Fateh" company has been to adapt 

the objects to "ANSI-N42.46-2008" standard as much as possible. 

1.Making penetration test object 

According to the investigations carried out by the company's experts, the penetration test object was made 

in accordance with the "ANSI-N42.46:2008" standard . 

In the container scanner penetration detection test, it has been tried to include a suitable distance from the 

thickness to measure this important parameter. The thickness can be adjusted from one centimeter to thirty-

five centimeters with steps of one centimeter. In fact, the number of 34 steel blocking plates (Fig. 1) plus 

one plate mounting the test object (Fig. 3) create the total thickness of this test object (Fig. 3). All plates 

have a thickness of one centimeter and are made of carbon steel and are plated to prevent rust. According to 

the standard text, the thickness of all plates are measured and certified before plating. The length and width 

of the plates are 60 cm x 60 cm. 
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The test object mounting plate (Fig. 2) is made in such a way that it allows the installation of the penetration 

test object (Fig. 3), which is in the shape of an arrow. The important thing is that the relevant test object 

Figure 1.Steel blocking plate 

Figure 2. Mounting plate 

Figure 3.Arrow shape 

Figure 4.Steel blocking plate drawing Figure 5. Arrow shape drawing 
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should be installed in such a way that it does not provide any helpful information for diagnosis to the 

operator. the test object is placed behind the steel blocking plates according Fig 6. 

The thickness of the penetration test object should be selected in such a way that 20% of the total thickness 

of the steel blocking and mounting plates. Therefore, this test object is made with thicknesses of 1, 2, 4, 5, 

8, 10, 16 and 32 mm According to the Dimensions shown in Fig. 5 so that the desired thickness can be 

created by combining them. The mounting pin of this test object is located exactly on the center of its mass 

so that we do not have problems when changing the direction. Four smaller pins are intended to fix the 

direction of the arrow. The placement of the test object behind the blocking plate on the holder chassis is 

shown in Fig. 7. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 6. Make of penetration test object  

Figure 7. Representative test fixture for penetration and contrast 

sensitivity showing test object and steel plates 
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2. Making resolution test object 

The spatial resolution test object is made according to the "ANSI-N42.46:2008" standard. In this test object, 

the number of three slots with the length of 10 cm and the width shown in Table (1) are placed side by side 

with an equal distance between the slots. 

Table 6. Line-pair gauge feature sizes 

Range of feature size d  Feature size increment  

1 mm–10 mm 1 mm 

10 mm–25 mm 2.5 mm 

Greater than 25 mm 5 mm 

 

This test object is made of carbon steel. The thickness of the sheet of each slot is equal to the width of that 

slot. In order to speed up the spatial resolution tests, all the sizes of the desired slots are installed on four 

planes, both horizontally and vertically according to Fig. 8 and 9. the horizontal spatial resolution test 

object Dimensions shown in Fig. 10 and 11. The placement of the horizontal spatial resolution test object 

on the holder chassis is shown in Fig. 12. 

 

 

 

 

 



45 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Horizontal spatial resolution test object Figure 9. Vertical spatial resolution test object 

Figure 10. Drawing of horizontal spatial resolution test object Figure 11. Drawing of vertical spatial resolution test object 
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3. Making wire detection test object 

The wire detection test object is made according to "ANSI-N42.46:2008" standard According to the 

Dimensions shown in Fig. 13. The diameter of the wires used in the AWG standard device is considered from 

number 10 to 24 in sinusoidal form with three periods. In order to perform this test, the wires are placed on 

three transparent X-ray sheets. The holder of the wires is a material with the atomic number of the machine 

selected. The placement of the wire detection test object on the holder chassis is shown in Fig. 14 . 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Representative test fixture for spatial resolution showing test object 

Figure 13.  Drawing of wire detection test object 
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4. Making contrast sensitivity test object 

According to the studies and description of the standards, the contrast sensitivity test object is in accordance 

with the "ANSI-N42.46:2008" standard. The components used are the same components of the permeability 

test, and the only difference is the way they are used, which is explained in the theoretical basics section. 

 

Results and discussion 

We put all the image test objects on a main chassis(Fig. 15 and 16) with the ability to adjust the angle. The 

main chassis is inside a sturdy frame and its height is adjusted using a built-in jack. 

 

Figure 14. Representative test fixture for spatial resolution showing test object 
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One of the important characteristics of the standard is to adjust the position of the test object in the height and 

width of the scanning area correctly. The design is such that it is possible to move the test object vertically 

and horizontally in a suitable interval. All the tests in the device evaluation process must be perpendicular to 

the output beam of the device. Therefore, the designed and built chassis is capable of verticalizing all the test 

objects. 

Considering that the standard mentions that the tests should be carried out in conditions similar to reality, the 

main chassis is completely installed with a lifting jack on a 40-foot container accordint to Fig. 17, and the 

container is transported by a hydraulic crane and passes through the scanner gate. This condition simulates the 

reality that the examiner can easily perform the tests. 

 

 

 

 

 

 

 

 

Figure16. Front view of the chassis Figure 15. Back view of the chassis 
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In the container, space is designed and built to store the test objects and its accessories from the crane family 

for transporting the test objects. the setup of the test object in the imaging position with the container x-ray 

inspection device is shown in Fig. 18. The location of the test object manufacturing at the site of Fateh 

company is shown in Fig. 19  . Also, the overview of the test object and its placement inside the container is 

shown in Fig. 20 

 

 

 

 

 

 

 

 

 

 

Figure 17. Test object adjust drawing 

Figure 18. Overview of placing the test object in the container 
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Conclusions 

In order to design, build and implement the performance test object of the container inspection device, based 

on "ANSI-N42.46:2008" standard, 8 specialists of Fateh Scan Company did this for the first time in the 

country within 4 months. The most important parameter in this project was the precision in making this test 

object. This test object with the container was delivered to the customs of the Islamic Republic of Iran to 

check the performance of the container inspection devices. 

 

 

Figure 19. Test object is made at the place of Fateh Scan company 

Figure 20. Overview of test object in containers 
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Abstract 

The container and cargo inspection by high energy X-ray scanner is an effective way to control imported goods 

with containers. These scanners can prevent human smuggling and transportation of prohibited and restricted 

items without cargo unloading. ANSI-N42.46 standard is one of the published quality control standards for 

cargo scanner performance tests. This standard defines an imaging test object for quality evaluation of cargo 

scanner images. This test object has to be place by specific defined positioning before imaging. For holding 

the test object in these defined positions, it is necessary to use some mechanical positioning structures. These 

peripheral structure make some x-ray scattering and has some negative effects on generated images. Therefore 

investigation of this effect is important while using test object. In this research, the effects of presence of the 

container and  mechanical structures of test object has been reviewed by simulation. This simulation was 

performed by a Monte-Carlo method. The simulation results showed that the presence of the container and the 

mechanical structures of the test object reduce the contrast to noise ratio (CNR) of x ray image. 

Keywords: High energy cargo scanner, ANSI-N42.46 test object, Imaging effect, Monte-Carlo simulation 

INTRODUCTION 

The high energy cargo inspection systems are employed to inspect the inside of different cargo containers for 

unauthorized items, contraband items, or dangerous goods by using high energy photons from the outside, 

without accessing to inside or necessity for its opening. Ports or airports are equipped with cargo inspection 

systems for rapid and accurate inspection of cargo and postal items. Recently, cargo inspection systems have 

started using linear accelerators to generate high energy radiation. High energy x-rays having energy of several 

Mega Volts is generated in the linear accelerator and then irradiated on the container under inspection. The 

transmitted x-rays will reach to the detector arrays [1]. 

X-ray imaging detectors for the cargo container inspection using MeV-energy X-rays should accurately 

portray the internal structure of the irradiated container. Internal and external factors can cause noise, 

degrading image quality, and scattered radiation is the greatest source of noise. To obtain a high-quality 

transmission image, the influence of scattered radiation must be minimized [2]. 
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The relative importance of scatter tends to increase as object size increases. The high energies used in cargo 

radiography mean that Compton scattering is the dominant interaction, both for photons that are scattered 

and photons that do not enter the detector or, more importantly here, for photons scatter but eventually 

deposit energy in the imaging detectors. This lies in contrast to lower energies (a few hundred keV and 

below) where photoelectric absorption dominates attenuation. It is thus important to assess the effect of 

scatter in typical cargo radiography systems [3]. In this research, we intend to investigate the effect of 

scattering on image quality.  In recent years, various simulations have been carried out in order to check the 

effective parameters in the image quality of the container inspection device.  C.H. Lim and et al calculated 

the X-ray irradiation angle-dependent changes in the contrast-to-noise ratio (CNR) of the images via Monte 

Carlo simulation  [4]. Joseph Harms and et al used Monte Carlo simulations of a realistic imaging scenario 

with support from previous experimental measurements. They demonstrate how the use of monoenergetic 

photon beams in radiography can simultaneously reduce the radiation dose imparted to the cargo and any 

potential stowaways while increasing image quality [5]. 

METHODES 

Monte Carlo Simulation by Geant4 

Geant4 is a full object-oriented simulation tool that simulates accurately the passage of particles through 

matter. The code provides a complete range of functionalities including tracking, geometry and physics 

models, including electromagnetic and hadronic interactions. The code is being widely used in many 

different fields, such as nuclear and high energy physics, radioprotection, medical physics, accelerator 

design and astrophysics [6-7]. 

To perform a simulation in Geant4, it is necessary to write the codes describing basically the geometry, the 

materials used, the particles of interest, the physical processes of interaction and the main functions that 

indicates where the program will start and manage its execution. All the Geant4 MC calculations presented 

in this work have been performed using the 11.1.3 Geant version in a Linux system (Ubuntu) with Intel core 

i7 running at performance Cores: 6 cores, 12 Therads, 2.3 GHz Base, 4.7 GHz Turbo and Efficient Cores: 4 

cores, 4 Therads, 1.7 GHz Base, 3.5 GHz Turbo. The physical model that was used the 

G4EmStandardPhysics_option4, G4EmStandardPhysics and G4OpticalPhysics. 

For this simulation, the energy spectrum of the source was used according to the Fig. 1. 
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Fig. 1: the energy spectrum of the source  

 

The horizontal axis of the graph shows the values of the energy spectrum and the vertical axis shows the 

normalaized photon counts. According to the diagram, the maximum energy of this spectrum is 6 MeV  The 

maximum energy of cargo linear accelerators are usually 6 MeV and therefore 6 MeV was used for this 

simulation.. 2600 detectors are placed in both horizontal and vertical directions in an L shape for imaging. 

Each detector channel was composed of a CsI (2.5 mm × 2.5 mm × 2.5 mm) scintillator. The position of 

1400 vertical detectors is in the direction y is positioned at (149,y,0) The position of the 1200 horizontal 

detectors is positioned along the x line at (x,175,0). To determine the position of the source and detector, we 

set the center of the container to the dimensions (236 cm, 273 cm, 1200 cm) as the coordinate origin. The 

spatial angles of the source beam in 50 degrees vertically  and 2 degrees horizontal. The overview of the 

simulation in the Geant environment are shown in Figs 2 and 3. The trajectories of high energy photons are 

shown by green lines in the Fig. 2 and Fig. 3. They are shown by superimposed method. Test object holder 

is constructed according to the ANSI N42.46 satandard. test object for this simulation according to the ANSI 

N42.46 satandard is shown in Fig. 6. 
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Fig. 2: The overview of the simulation in the Geant environment without container and test object holder 

 

 

Fig. 3: The overview of the simulation in the Geant environment with container and test object holder 
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Fig. 5: X-ray image simulation with container and test object holder 

Fig. 4: X-ray image simulation without 

container and test object holder 

 

Fig. 6: test object in ANSI N42.46 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

   

 

 

Results and discussion 

In order to quantitatively analyze the scatter effect in the x ray image, the contrast-to-noise ratio (CNR) was 

calculated, as shown in the equation (1)[4]. The contrast-to-noise ratio is a measure of how clearly the object 

(e.g., the arrow-shaped) appears in the x-ray image. 

To calculate the CNR, the mean and standard deviation values(𝑀𝑜𝑏𝑗 .  𝜎𝑜𝑏𝑗 ) of the arrow-shaped and the 

mean and standard deviation values (𝑀𝑆𝑃 .  𝜎𝑆𝑃 ) of the steel plate were obtained from the Fig 4 and 5, as 

shown in table (1). To calculate this values using " Isee " software, we selected a region of interest(ROI) in 

two areas of the steel plate and the arrow-shaped. 

 

𝐶𝑁𝑅 =  
|𝑀𝑆𝑃− 𝑀𝑜𝑏𝑗|

√𝜎𝑆𝑃
2 + 𝜎𝑂𝑏𝑗

2
                                                                                                  (1)                                                                                                        
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Table 1: Parameters with and without container and test object holder 

Without container and 

test object holder 

With container and test 

object holder 

𝑀𝑆𝑃 = 246.2 𝑀𝑆𝑃 = 245.6 

𝑀𝑜𝑏𝑗 = 26.49 𝑀𝑜𝑏𝑗 = 26.71 

𝜎𝑆𝑃 = 5.54 𝜎𝑆𝑃 = 5.78 

𝜎𝑜𝑏𝑗 = 1 𝜎𝑜𝑏𝑗 = 2.04 

 

By placing the values of Table(1) in relation(1), the amount of CNR was calculated in two radiation 

modes with the presence of container and test object holder and without container and test object holder. 

Without container and test object holder , the CNR value increased 10%. 

Conclusions 

The purpose of this research was to quantitatively show the radiation scattering effect caused by the 

presence of the container and test object holder. For this purpose, using Monte Carlo simulation, with a 

generalized energy spectrum and detector arrays from the ANSI-N42.46 standard penetration test object  

[8], imaging was done in two situations with and without a container and holder. According to the 

calculations, the scattering caused by the presence of the container and holder has a direct effect on CNR 

of image and reduce image quality. We used “Isee” software to calculate the CNR of the simulation 

images of the test object. After calculating the CNR in the absence of the container and test object 

holder, the CNR of image was increased 10%. It is shown that in the presence of container, the value of 

CNR reduces. so our simulation can be evaluated by this results. We can continue our work by 

investigation of different design parameters and their effects on image and CNR. This will be the topic of 

our future studies. 
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Abstract 

The container and cargo inspection by high energy X-ray scanner is a vital tool for security controls in 

borders. The quality control of this cargo scanner is a necessity for evaluating of generated radiography 

images. Contrast sensitivity and penetration tests are two fundamental tests in evaluating X-ray container 

devices based on the ANSI N42.46 standard. In these two tests, an arrow-shaped test tool is placed at 

different thicknesses along the X-ray beam. The aim of these two tests is to detect the direction of the arrow 

when the obstacle plates are placed between the X-ray source and the arrow-shaped test tool. According to 

the guidelines of these two tests, the criterion for accepting the test result is to detect the direction of the 

arrow. By increasing or decreasing the thickness of the obstacle plates, the two characteristics of the device's 

penetration and contrast sensitivity are recognized. According to the mentioned standard, the obstacle plates 

and the arrow-shaped test tool are made of carbon steel. The basis for detecting the direction of the test tool 

is the perception of the device operator. Therefore, the possibility of inconsistency in its detection and error 

in detection for different individuals arises. This article examines the possibility of using mathematical 

calculations of correlation coefficient for a better analyzing of these tests. The correlation coefficient 

expresses the relationship between two variables, By using four reference images, the direction of the arrow-

shaped test tool in the unknown direction is examined. This can be done according to the directions of up, 

down, left, and right of the arrow-shaped test tool. It is shown that the correlation coefficient for the reference 

arrow-shaped test tool image and the unknown image in the same direction can have the highest precision. 

Keywords: Correlation method, contrast sensitivity, X-ray penetration test, Cargo scanner, ANSI N42.46 

 

INTRODUCTION 

Over the past several years, x‐ray cargo inspection has experienced tremendous growth. There are several 

hundred systems in use world wide and a few new units are installed every week. Fielded systems are 

mostly located in north and West Africa, Middle East, Europe (especially Russia), East Asia, and South 
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America[1].Cargo imaging is the industry of imaging large objects, such as cargo containers, trains, trucks 

or boats. It is mainly aimed at finding illegal goods, such as explosives, drugs, smuggled goods and even 

human trafficking. A cargo imaging system consists of an X-ray source, usually a linear accelerator (Linac) 

or a DC X-ray tube, collimators and beam filters, X-ray detectors, data acquisition electronics, control 

system, computers and radiation shielding. In order to spot items of interest from the images, the system 

must have adequate x-ray penetration power, contrast sensitivity and resolution[2]. 

Contrast sensitivity and penetration tests are two fundamental tests in evaluating X-ray container devices 

based on the ANSI N42.46 standard. In these two tests, an arrow-shaped test tool is placed at different 

thicknesses along the X-ray beam. The aim of these two tests is to detect the direction of the arrow when 

the obstacle plates are placed between the X-ray source and the arrow-shaped test tool. According to the 

guidelines of these two tests, the criterion for accepting the test result is to detect the direction of the 

arrow[3]. In this research, we intend to recognize the direction of the arrow in the X-ray image using the 

method of correlation coefficients. In recent years, research has been done in this direction in order to object  

detection using correlation coefficients. 

Zheng and Elmaghraby propose a method for ATD(Anomalous Topic Discovery) in vehicles by detecting 

anomalous regions within images. They perform a window-wise correlation analysis comparing a fresh 

image of the vehicle to a historical image of the same vehicle stored in database. Images are split into 64 

rectangular 4×16 pixel windows, and the correlation between the same windows in the fresh and historical 

image is computed. Correlation is also computed for fresh image windows with windows from different 

locations in the historical image, to account for goods that may have moved around inside the vehicle[4]. 

Maksym Zaliskyi and et al concentrates on the synthesis and analysis of methods for handgun recognition 

while operating the X-ray screening system..they use the correlation coefficient to recognize verified object 

similarity with etalons inside the database and define their mutual rotation and resizing[5]. 

RESEARCH THEORIES 

Pearson’s Correlation Coefficient (PCC) 

Pearson’s Correlation Coefficient (PCC) has been introduced by Karl Pearson in 1895. The Pearson's 

method is widely used in statistical analysis, pattern recognition and image processing. Applications on the 

latter include comparing two images for image registration purposes, disparity measurement, etc . It is 

described in (1): 
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r =  
∑ (𝒙𝒊− 𝒙𝒎𝒊 )(𝒚𝒊− 𝒚𝒎)

√∑ (𝒙𝒊− 𝒙𝒎) 𝟐𝒊 √∑ (𝒚𝒊− 𝒚𝒎) 𝟐𝒊
                                                                                                              (1) 

where xi is the intensity of the ith pixel in image 1, yi is the intensity of the ith pixel in image 2, xm is the 

mean intensity of image 1, and ym is the mean intensity of image 2. The correlation coefficient has the value 

r=1 if the  the two images are absolutely identical. r=0 if they are completely uncorrelated and     r=-1 If 

they are completely anti-correlated[6]. 

Contrast sensitivity test 

according to ANSI N42.46 standard for Contrast sensitivity test, the test object is placed behind a total 

thickness of steel blocking plates and test object mounting plate equal to 10% of the maximum 

penetration. The orientation of the test object is randomly set with the arrow pointing up, down, left or 

right. The operator shall not be informed of the direction in which the arrow is pointed. After the steel 

blocking plates and test object are scanned, the operator examines the resulting image and reports the 

orientation of the arrow. The thickness of the test object is increased or decreased to recognize the 

minimum test object thickness at which the arrow orientation is correctly recognized [3]. 

EXPERIMENTAL 

As mentioned in above the research theories section, the more the thickness of the steel plates increases, 

the more difficult it is for the examiner to recognize the direction of the arrow, to the extent that depending 

on the energy of the source, from one thickness onwards, in the X-ray image , the entire arrow is faded in 

the steel plate. Therefore, object detection algorithms and methods, which in this case is arrow direction 

detection, can be a practical tool to help evaluate the examiner in contrast sensitivity and penetration test. 

In this research, we used the native digital radiography device PX120D manufactured by Fateh Scan 

Company to simulate the x-ray images of the penetration and contrast sensitivity test of a ANSI N42.46 

standard. We also made the steel blocking plates and the arrow-shaped object in smaller dimensions and 

thickness (Fig. 1) than what is mentioned in the ANSI N42.46  standard. Figs. 2 and 3 show the construction 

of arrow shape device. The setup of imaging with PX120D device is shown in Fig. 4. All the images taken 

in this research are with energy of 120 kev and a current of 1 mA with irradiation time of 10 s. The 

correlation relationship between two known and unknown X-ray images was used. An interpretation of the 

unknown image was presented. The unknown image is an image obtained according to penetration and 

contrast sensitivity tests. 
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Fig. 1. drawing of arrow shape and blocking plate 

Fig. 4. setup of experimental Fig. 3. 3 arrow shape and 3 blocking plate that stuck together 

Fig. 2. 3 arrow shape and 3 blocking 

plates that separate from each other 
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Fig. 5. x ray image of three blocking plate and three arrow object 

It consists of the superimposition of 3 blocking plates and 3 arrow plates in Fig. 2, Fig. 3. The thickness of 

each of the blocking plate and arrow-shaped plates is 1 and 0.2 mm, respectively. Therefore, the total 

thickness of the blocking and arrow-shaped plates is 3 mm and 0.6 mm, respectively. Fig. 5 is the output 

X-ray image from Fig. 4. As shown in Fig. 5, according to the ANSI N42.46  standard, the arrow-shaped 

plates are placed behind the blocking plates. Our goal is to be able to recognize the direction of the arrow 

in Fig. 5 automatically in the MATLAB software environment. The direction of the arrow in the X-ray 

image is downward . 

 

 

 

 

 

 

 

 

 

 

 

 

Another x ray images is necessay for calculating of  the correlation coefficient, in addition to x ray image 

in Fig. 5. Since the difference between these two plates cannot be distinguished by increasing the thickness 

of the blocking plates and the arrow shape, reference images was usded so that the arrow direction of each 

unknown image can be recognized using them. Fig. 6 shows reference images obtained from blocking and 

arrow-shaped plates with thicknesses of 1 mm and 0.2 mm, respectively. To recognize the direction of the 

unknown image, it is enough to obtain its correlation coefficient with each of these reference images. The 

arrow direction in the unknown image is same to the arrow direction in the image with the highest 

correlation coefficient. 
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Fig. 6. reference x ray images 

Fig. 7. changing the histogram of thick test object x ray image 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The image direction in Fig. 5 can be recognized by using the images in Fig. 6 in a simple manner. The 

problem will arise, where the unknown image is an image of thick  blocking plate and a thick arrow. The 

images of Fig. 7 are obtained by changing the histogram of the image taken from an object consisting of 

15 mm thickness of the blocking plate and 3 mm thickness of the arrow-shaped plate. As it is clear, its 

direction cannot be recognized in this image. In addition, by obtaining the correlation coefficient between 

this image and reference images, it is not possible to identify the correct direction of the arrow. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 



65 

 

 

Fig. 8. masked images of fig. 6 

The proper solution to solve this problem is to create a mask of the images in Fig. 6, like the images in 

Fig. 8, and then multiply each of the images in Fig. 8 by the image in Fig 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Results and discussion 

 

The result of multiplying Fig. 8 in Fig. 7 is shown in Fig. 9. Where it is known, image b is the only image 

that has a uniform image and they are matched. Therefore, the correlation coefficient of these images is 

higher than the correlation coefficient of the image in Fig. 5 and the other images in Fig. 9. Now with 

reference images, we know that the arrow direction of Fig. 5 is downwards. In the same way, the arrow 

direction can be recognized by calculating the correlation coefficient between the reference images and 

the images that consist of thick obstacles. 
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Fig. 9. multiplying Fig. 8 in Fig. 7 

 

 

 

Conclusions 

The purpose of this research was to provide an image processing method as an auxiliary tool for the examiner 

to recognizing the direction of the arrow in the ANSI N42.46 standard contrast sensitivity and penetration 

test object. There are several methods for recognizing patterns in images. One of the methods of pattern 

recognition in images is to use the correlation coefficient to measure the relationship between the reference 

image and the unknown image. In this research, we used the native digital radiography device PX120D 

manufactured by Fateh Scan Company to simulate the x-ray images of the penetration and contrast 

sensitivity test object of the ANSI N42.46 standard. We have shown that it is possible to recognize the 

direction of the arrow in the image of the thick blocking plate by calculating the correlation coefficient 

between an image of a thick blocking plate in which the direction of the arrow is not known with four masked 

images of a thin blocking plate in 4 directions up, down, left and right. 
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ABSTRACT 

Health plays a fundamental role in at least 8 of the 17 Sustainable Development Goals. Because healthy 

people are the foundation of a healthy economy. Developed and developing countries pay special attention 

to improving the health of their society. 

Nuclear technology is effective in various fields, including sterilization, food security, combating 

disease-carrying insects, desalination and water management, genetic and molecular research, 

diagnosis, treatment, etc., and improves the level of public health. 

The International Atomic Energy Agency has developed a program called the "Human Health 

Program" focusing on prevention, treatment, and diagnosis. 

According to the World Health Organization, by 2030, more than 21 million people will be diagnosed with 

cancer, and about 13 million of them (62%) will die. In Iran, cancer is the second cause of death after heart 

disease. The proportion of cancer deaths in developing countries is higher than in developed countries. 

However, the use of nuclear technology can reduce the number of casualties by 12.5%. 

In this article, we examine the role of nuclear science and technology in improving the field of health 

and treatment, and after examining the dimensions of the use of nuclear medicine in cancer treatment, 

we examine Iran's situation in this field. 

keywords: health, World Health Organization, cancer, Human Health Program, treatment, diagnosis. 

 

1. INTRODUCTION 

Health plays a role in at least 8 of the 17 goals of sustainable development. Zero hunger, ensuring a healthy 

life promoting well-being for all at all ages, ensuring access to water for all, and ensuring access to 

affordable, reliable, and sustainable energy are some of these. In explaining these cases, it is predicted that 

more than 600 million people around the world will face hunger and insecurity in a healthy and hygienic 

diet in 2030. Sustainable development makes a bold commitment to end the epidemics of AIDS, 

tuberculosis, malaria, and other communicable diseases by 2030. [1] On the other hand, access to safe and 

sanitary water is the most basic human need for health and well-being, and millions of people die every 

year due to water-related diseases such as malaria and diarrhea, unfortunately, in 2022, more than two 
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billion people will still do not have safe access to drinking water; And regarding the need to ensure access 

to affordable energy, it should be said that energy services are key to preventing disease and fighting 

epidemics. In this way, health is one of the most important topics of today's humanity, which is important 

to address, and what is more interesting is that nuclear science and technology also play a role in it. [2] 

The two main and effective parameters of nuclear science and technology in the field of health are 

radiation and radioisotopes. [4] 

1. Radioisotopes are atoms that contain an unstable combination of neutrons and protons or excess 

energy in the nucleus. Unstable isotopes can become stable by releasing different types of particles; This 

process is called radioactive decay and the elements that undergo this process are called radioisotopes or 

radionuclides. [3] 

2. Alpha, beta, neutron, X, and gamma are ionizing rays whose types of interaction with the cell include 

both direct and indirect effects. Direct effects refer to cases of interruption in cell division, gene mutation, 

and chromosomal failure or changes in the composition and structure of damaged chromosomes and the 

production of abnormal daughter cells and cell death, and indirect effects include the breakdown of water 

molecules that make up the cell into ions or active radicals and compounds. It is the decomposed 

components with important molecules such as DNA (which causes disruption in the main function of 

DNA and causes direct effects). [3] 

Therefore, in radiation treatments, the radiated radiation damages the cell by destroying all types of genetic 

material that controls the way cells grow and divide. The irradiated beam encounters two types of cells: 

healthy cells and cancer cells. Healthy cells can slowly repel much of the damage caused by radiation. But 

concerning cancer cells, a cancer cell whose DNA is less damaged only slows down its growth, and a 

cancer cell whose DNA is excessively damaged does not divide anymore or dies. Preventing cell division 

from the rapid effects of radiation and cell death are the results of high radiation. After death, the cell is 

decomposed and removed from the body, which is effective in radiation therapy and cancer treatment. For 

cancer cells, high-energy rays are generally used, which can target DNA in dealing with them. (X-rays 

were often used, but nowadays protons or other types are also used.) Therefore, considering the importance 

of health and the use of radioisotopes and radiation in this field, in this article, firstly, in section 2, we will 

examine the role of science. and nuclear technology in the promotion of health and treatment after 

examining the dimensions of the use of nuclear medicine in the treatment of cancer, in section 3 we will 

examine Iran's situation in this field and in the final section we will state the results. [5] 
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THE FUNCTION OF NUCLEAR SCIENCE AND TECHNOLOGY IN THE FIELD OF HEALTH 

From the point of view of the International Atomic Energy Agency, the function of nuclear science and 

technology in the field of health and health is divided into the following: sterilization, food security, 

diagnosis, combating disease-carrying insects, desalination and water management, genetic and molecular 

research, help to reduce Climate change, treatment, dosimetry monitoring, and clean energy production. 

Among these, two parts of diagnosis and treatment under the title of nuclear medicine have been proposed, 

which are known as the most important functions of nuclear science and technology in this field. [1] 

 

 

 

         Figure 2. nuclear medicine market size 2022 to 20 32 (USD billion) [1] 
 

 

 

 

                    Figure 1. nuclear medicine market share by product 2021 (%) 
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The global nuclear medicine market capacity was more than $9.5 billion in 2022 and is expected to exceed 

$28 billion by 2032 (Figure 1). 81% of the nuclear medicine market volume belongs to the diagnostic field 

and North America has the largest nuclear medicine market share in the world (Figure 2). [1] According 

to statistics, it is predicted that by 2030, more than 21 million people will be diagnosed with cancer in the 

world and 13 million people will die due to this disease. On the other hand, in Iran, cancer is the second 

group of non-communicable diseases and the second cause of death after heart disease. [6] 

According to the data of the World Cancer Observatory project, in 2020, more than 131 thousand new 

cases of diagnosis and more than 79 thousand deaths from cancer were reported in Iran. In a 

comprehensive modeled scale, nuclear medicine factors including imaging, treatment, and quality of care 

indicate a reduction of 55.9 million deaths from cancer worldwide. Therefore, the use of nuclear medicine 

becomes important. [7] 

In nuclear medicine, very small amounts of radioactive materials are used inside the body to observe the 

function of organs or tissues (diagnosis) or to target and destroy damaged organs or tissues in a patient 

(treatment). Depending on the intended function and body tissue, various radiopharmaceuticals such as 

iodine, xinan, thallium, gallium, indium, technetium, etc. are used, some of which are given in Table 1. 

 

 

Table 1. Some radiopharmaceuticals and their use 

 
radiopharmaceutical’s name Application 

Gallium Citrate Ga 67, Indium In 111 Oxyquinoline Diagnosis of abscess and infection 

Technetium Tc 99m Bicisate, Xenon Xe 133… , Diseases of blood vessels of the 

brain 

Sodium Fluoride F 18, Technetium Tc 99m Medronate… , Bone diseases 

Fludeoxyglucose F 18, Gallium Citrate Ga 67, Indium In 111 

Pentetreotide… , 

cancer; Tumors 

Technetium Tc 99m Albumin, Technetium Tc 99m Teboroxime… ,, Heart disease 

 

Therefore, radiopharmaceuticals are agents that are used to diagnose certain medical problems or treat 

certain diseases. [8] 

DIAGNOSIS 

Small amounts of radiopharmaceuticals pass through or are absorbed by an organ. (Depending on the type 



71 

 

 

of organ, a special radiopharmaceutical is used). Then the radioactivity is detected and images are 

produced by special imaging equipment. [9] 

Single-photon emission computerized tomography (SPECT) 

A nuclear medicine imaging technique that uses small amounts of a radioactive tracer and a specially 

designed camera to produce three-dimensional images of organs and tissues to diagnose disease or injury. 

What sets a SPECT scan apart from other imaging modalities is that it can show the function of specific 

organs. [10] 

It is a type of nuclear medicine method that measures the metabolic activity of cells in body tissues. PET is 

actually a combination of nuclear medicine and biochemical analysis that is mostly used in patients with 

brain or heart diseases and cancer and can detect metabolism in body tissues 

Also, PET can be used for better diagnosis with other diagnostic tests such as CT or MRI, such as PET/CT. 

Of course, the gamma camera system can scan faster and at a lower cost than traditional PET scanning. 

The most common use of PET is in cancer diagnosis and evaluation of cancer treatment; Other uses of PET 

include evaluating the treatment of cancer, hematoma, bleeding, or perfusion, determining the location of 

specific brain surgery, stroke, epilepsy, Huntington's disease, Parkinson's disease, etc. 

Table 2 lists common diagnostic tests in nuclear medicine. Also, in Figures 3 and 4, you can see the 

distribution map of SPECT and PET devices in the countries of the world, respectively. [9] 

 

 

Table 2. Common diagnostic tests in nuclear medicine 

 
Test name Target 

 

Kidney scan 

 

- Examination of the kidneys 

 
- Identifying any abnormality including irregular function or blockage of blood flow in the kidney 

 

Thyroid scan 

 

- Evaluation of thyroid function 

 
- Evaluation of thyroid nodule or mass 
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Bone scan 

 

- Evaluation of destructive or inflammatory changes in the joints 

 
- Identification of bone diseases and tumors 

 
- Determining the cause of bone pain or inflammation 

 

Gallium scan 

 

- Diagnosis of active inflammatory or infectious diseases, tumors, and crimes 

 
Heart scan 

 
- Identification of irregular blood flow to the heart 

- Determining the extent of heart muscle damage after a heart attack Measurement 

of heart function 

 

Brain scan 

 

- Examining problems inside the brain or in the blood flow to the brain 

 

Breast scan 

 

- Often combined with mammography to locate cancerous tissue in the breast 

 
 

 

 

 

 

 

 

 

 

 

Figure 3. Distribution map of SPECT devices in the countries of the world 
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Figure 4. Distribution map of PET devices in the countries of the world 

 

treatment 

Radiopharmaceuticals are used in larger amounts to treat certain types of cancer and other diseases. The 

radioactive agent is absorbed in the cancerous area and destroys the damaged tissue. Depending on the 

type of application, these radiopharmaceuticals can be used in different ways, such as intravenous or skin 

injection, tablet or liquid consumption, and inhalation. [10] 

Nuclear medicine in Iran 

For reasons such as the crystallization of the use of nuclear technology in human health in the field of 

nuclear medicine and its most important tool i.e. radiopharmaceuticals, the importance of radioactive 

materials and nuclear medicine in the diagnosis and treatment of diseases and deficiencies as a relatively 

cheap and quick solution and the special place of accelerators, radiation therapy, brake Therapy, and 

radiopharmaceuticals in the diagnosis and treatment of cancer as the second cause of death in Iran, 

nuclear medicine is also important in our country. [10] 

Today, training in the field of nuclear medicine in Iran is carried out in the fields of nuclear medicine, 

nuclear medicine technology, nuclear medicine, radiation medicine, application of radiation, and health 

physics. 

It is the government's responsibility to create and strengthen the infrastructure needed for the production 

of medicinal products and raw materials, vaccines, biological products, and medical supplies and 

 

 

 

 

 
More than 3 

Between 2 and 3 

Between 1 and 2 
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equipment in the form of international standards (paragraph 4 of the general policies of the system in the 

health sector, announced by the Supreme Leader), as well as the provision of medicines The needs of 

citizens are one of the most basic duties of the government. (Constitutional Law) and preparation and 

production of diagnostic and therapeutic radiopharmaceuticals including reactor radiopharmaceuticals, 

cyclotron, and radiopharmaceutical kits is the responsibility of the Atomic Energy Organization. (Clause 

H of Article 3 of the Atomic Energy Law) Therefore, the Atomic Energy Organization of Iran has put 

the following policies on its agenda: 

 

Continuous efforts to provide radiopharmaceuticals needed by diagnostic and treatment centers 

 

Speeding up the process of providing nuclear services required by the country's healthcare sector 

 

Research and development in the field of new radiopharmaceuticals for timely diagnosis and reducing 

the suffering of patients with certain diseases, especially cancer. [11] 

 

In this regard, Iran's Atomic Energy Organization has proudly carried out important activities in the field 

of promoting nuclear medicine, or is in the process of doing so; including the production and 

development of diagnostic and therapeutic radiopharmaceuticals, the export of radiopharmaceuticals and 

radiopharmaceutical kits, the construction of Iran's National Center for the Production and Development 

of Radiopharmaceuticals (Tetra), the construction of the National Ion Therapy Center, 

the project to produce the medicinal radioisotope molybdenum-99 obtained from the fission of uranium, 

products derived from heavy water with applications in the field of health, localizing the technical know-

how to produce all kinds of accelerators (linear and circular), using cold plasma to treat all types of cancer 

and chronic wounds, developing the use of medical lasers, manufacturing high- speed ultracentrifuge 

devices (tubular), etc. [12] 

Currently, in line with the export of radiopharmaceuticals and pharmaceutical kits, Iran has been able to 

export to countries with knowledge and technology in order to increase the standards and quality of 

products, such as India (more than 80 hospitals), Egypt (more than 12 hospitals), Georgia, Turkey, New 

Zealand, Chile, Iraq, Syria, etc., as well as exporting to five continents for the first time on November 5, 

2018, despite the animosity, sanctions and flight restrictions of the airlines. 
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The most important and practical nuclear medicine product is Technicim-99, in which more than 80% 

of nuclear medicine diagnoses, including the diagnosis of cardiovascular, pulmonary, renal, nervous,  

 

inflammatory, infectious, etc. diseases, are performed with this radiopharmaceutical. For this reason, the 

production of the medicinal radioisotope molybdenum-99 will be important. In 2022, 250,000 tons of 

molybdenum were produced worldwide. 93% of this production was done in five countries. 

China with 100,000 tons, Chile with 44,000 tons, America with 42,000 tons, Peru with 32,000 tons, and 

Mexico with 16,000 tons are ranked first to fifth. Meanwhile, Iran has taken the ninth place. [10] 

 

 
 

Figure 5. Molybdenum production rate worldwide in 2022, by countries 

 

One of the honors of Iran in the field of nuclear medicine is the establishment of the National Ion Therapy 

Center. Most of the proton/ion therapy centers perform radiation therapy with only one type of radiation, 

and according to Figure 2.3, only 6 centers in the world with proton and carbon radiation capabilities are 

in operation, and Iran's National Ion Therapy Center is the seventh of them. The synchrotron accelerator 

in this center has been provided by the Austrian company Medastron (with the participation of Austria) 

and this complex can provide about 9000 radiation therapy sessions to more than 1200 patients annually. 

[9] 
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Figure 6. Distribution of proton/ion therapy centers in the world 

 

Also, among the types of radiation therapy methods in cancer treatment are the X-ray method, electron 

beam method, and proton and ion therapy method, in line with the treatment of cancer with the help of 

radiation therapy using accelerators, the technical knowledge of producing all kinds of accelerators (linear 

and circular) has been localized. [12] 

Conclusion 

In the Sustainable Development Goals (SDGs), the international community has committed to reducing 

premature deaths from cancer and other chronic diseases by a third by 2030. Also, the International Atomic 

Energy Agency has presented the "Human Health Program" in order to promote public health. Our country 

has also carried out research and measures in this field with the power of research and is still in the process 

of research and development. Considering the early diagnosis of cancer (about 150 days earlier) compared 

to other diagnostic methods, our country also pays special attention to this field and has taken great steps 

in the development of new radiopharmaceuticals with the view of increasing the share of treatment and 

development of therapeutic radiopharmaceuticals. Currently, the share of the diagnosis sector is about 80% 

and the share of the treatment sector is 20%, and new products have been produced and offered, especially 

in the field of treatment. Some of the produced radiopharmaceuticals are part of some of the famous 
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products produced in the world and have been produced on a commercial scale by the Atomic Energy 

Organization. 
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Therefore, considering the importance of the application of nuclear sciences and techniques in non-power 

fields and the need to know and familiarize with them, this article has been written. in this Research, 

firstly, in part 2, we will get acquainted with the non-power applications of nuclear science and technology, 

and then in part 3, we will examine the current situation in Iran in these areas, and in the last part, we will 

express the results. [3] 

2 . All kinds of non-power applications 

If we divide nuclear applications into two groups of power and non-power, the power group will include 

fission and fusion that lead to the production of electricity and heat, and the non-power group will include 

applications in the fields of radioisotopes, environment, industry, agriculture, food and water, nuclear 

propellants and batteries, military, healthcare and archeology which we will discuss further. 

2 . 1 . Nuclear agriculture 

Pests and insects cause the destruction of one third of the world's agricultural products, and the high cost of 

chemical fertilizers and the lack of proper use of them due to the use of nitrogen 15 will cause damage to 

human health and the environment. On the other hand according to the reports of the Food and Agriculture 

Organization of the United Nations (FAO) and the United Nations (UN), about 795 million people (1 in 9 

people) suffered from chronic malnutrition in 2014-16. Taking into account the mentioned cases, it is 

important to enter this field. Nuclear agriculture activities are generally classified into 5 areas: genetic and 

horticultural plant breeding, plant medicine and insect pest control (disinfection), production of plants with 

different ploidy levels, soil and water management and crop nutrition, genetic engineering and 

biotechnology studies. [5] 

With the introduction of nuclear technology, 8 major changes have occurred in agriculture: 1. Increasing 

the health and production of animals: For example, in Cameroon, it improved, corrected and artificially 

inoculated and controlled animal diseases and tripled the milk production of animals from 500 to 1500 

liters, which increased the income of an animal breeding farm by 110 million dollars in one year and 

reduced the contagious disease brucellosis in animals that consumed unpasteurized milk were infected. 

2. Correcting water and soil balance using nuclear technology that doubled crops and reduced water by 

55% (on a small scale) in Kenya. 3. Pest and disease control that the governments of Guatemala, Mexico, 

and the United States have been using it for decades to prevent the Mediterranean fly pest. 4. Food health, 

for example, in Pakistan, 50 companies using nuclear technology have the possibility of tracking drug 

residues and poisons in agricultural products. 5.Increasing the accountability of governments and 
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Abstract 

Contrary to the opinion of most people who have less knowledge about nuclear science and technology, it 

is not only limited to the production of clean nuclear energy from the two conventional methods of fission 

and fusion. Rather, this technology has its own applications in many other sectors, including healthcare, 

food security, management and desalination of water, environmental protection, archeology, propulsion, 

batteries, etc. 

In this article, at first, an overview of the types of applications of nuclear science and techniques in these 

fields that they are related to the improvement of the quality level of human societies and citing examples 

of each is given, and then the current situation of Iran in the fields of non-power application is examined. In 

fact, this article is an attempt to briefly explain the various peaceful uses of nuclear energy other than 

electricity, which are generally unfamiliar to ordinary people and have less knowledge about them. 

Keywords: Non power applications - food security - management and desalination of water – healthcare 

 

1 . Introduction 

Due to the nascent nature of nuclear science and technology compared to other existing sciences, there is 

less knowledge about it among the people, and most of them have no idea more than a nuclear bomb or 

eventually electricity production from it, and maybe few people know that nuclear science and technology 

can even be helpful and useful in the field of agriculture and animal husbandry or archeology. In this regard, 

the International Atomic Energy Agency provides programs, recommendations and researches and even 

supports active countries in these fields. For example, it supports adaptation efforts like plant breeding, 

soil and crop management, livestock production, and insect pest control. And performs some activities in 

this field such as support sustainable management of freshwater resources and agriculture systems, advise 

on and develop climate-smart agriculture methods including for soil, crop and water management, research 

and provide expertise on ecosystems and how to counter biodiversity loss, Study and provide guidance on 

ways to reduce the impact of climate-related severe weather on energy systems. [1] 
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international institutions towards the people; In this regard, in 2011, in Japan, the United Nations World 

Food Organization and the International Energy Agency were able to identify and introduce contaminated 

food products caused by the leakage of nuclear materials using nuclear technology. 6. Increasing 

adaptability to climate change. 7. Preventing hunger and famine by increasing yield improvement; For 

example, in Bangladesh, thanks to the improvement of the early rice variety, the country's production 

increased from 26.8 million tons in 2004 to 33.8 million tons in 2013. 8. Reducing water consumption, in 

this context, the path of water can be traced in the ground and plants, so with this method, it is possible to 

prevent water wastage in the field. [2] 

All these changes are done using three techniques of radiation, tracking and analysis by activation method. 

2 . 2 . Food and water 

By using the irradiation method, it is possible to improve the quality and increase the shelf life of food, as 

well as disinfecting and sterilizing it. According to the standards of the World Health Organization 

(WHO), the Food and Agriculture Organization (FAO) and the Food and Drug Administration (FDA), the 

recommended dose for irradiation in this field is a maximum of 10 KGy (equivalent to an increase of 2.4 ° 

in water temperature). 

The advantage of this method is not to increase the temperature of the target material, as a result, compared 

to other methods, the reduction of nutrients will be very small. It is also worth mentioning that irradiation 

does not cause radioactivity in food; Because there is no direct contact with it. [4] 

But in the case of water, nuclear has different applications in water resource management. including 

directing surface and underground water, identifying underground aquifers, leakage control and safety of 

dams, desalination of salt water and sea water, detection and control of pollution. For example, in the 

hydrology of surface water, it is possible to study the movement of water in lakes and reservoirs, water 

balance, determination of feeding sources and their areas, determination of sedimentation from dams and 

canals, feeding of rivers, determination of suspended load and sediment bed load, sedimentation rate, 

evaporation. and transpiration, water exchange between surface and underground water, determination of 

the source of pollution and its tracking, determination of water equivalent to snow and its measurement, 

determination of the share of snow in runoff or in meteorological hydrology, changes in environmental 

conditions, movement and displacement of clouds, changes in precipitation, and environmental pollution 

can be investigated. [6] 
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2 . 3 . Industry 

Radioisotopes are used in industry in various cases, the principles of each of which have a detailed 

explanation, and here we will only mention the name of these cases: Discovery of rare elements in mines 

and leak detection in transmission pipes, Surface, thickness and densitometry systems, Inspection of 

welding in oil and gas pipes (by Iridium source), Tracer to monitor fluid flow and filtration, Measurement 

of wear and corrosion of engine equipment, Examining glass melting furnaces to determine their defects, 

Checking the levels of gases, liquids and solids. [1] 

2 . 4 . Healthcare 

In nuclear medicine, very small amounts of radioactive materials are used inside the body to observe the 

function of organs or tissues (diagnosis) or to target and destroy damaged organs or tissues in a patient 

(treatment). Depending on the desired function and body tissue, various radiopharmaceuticals such as 

iodine, xenon, thallium, gallium, indium, technetium and so on. Radiation therapy (for example, 

destruction of cancerous tumors with radiation), Preparation and production of radiopharmaceutical kits 

for use in nuclear medicine centers, Preparation and production of hormonal kits, Preparation and 

production of various radiopharmaceuticals (such as iodine 131), Gamma scan, Tomography using single 

photon radiation (SPECT), Nuclear sterilization and disinfection of medical devices and Bone scan are 

Part of the applications of nuclear technology in the field of treatment and diagnosis. [1] 

2 . 5 . Nuclear propellants and batteries 

This technology, which is the monopoly of Russia, England, France, America, China, India and Iran, has 

military applications including nuclear submarines, aircraft carriers and armed submarines that carry 

ballistic and cruise missiles and civilian ones, including commercial and icebreakers (especially in Russia). 

The advantage of using these propellants is increasing safety, reducing costs, and reducing the need for 

refueling, and not having to surface the submarine for ventilation. [2] 

But in the case of nuclear batteries, whose technology is also the monopoly of Russia, England, France, 

America and Iran, atomic energy is directly converted into direct current electricity. The energy of these 

batteries is ten times more than chemical batteries and they have a lifespan of several tens of years.These 

types of batteries, which are used in people's lives, health (implanted in the body), industry, agriculture, 

oil and gas fields, and launching satellites in the fuel sector, are produced in three types: radioisotope 

batteries, liquid nuclear batteries, and diamond nuclear batteries. [3] 
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2. 6 . Environment 

In this field of nuclear science and technology, to identify air, water and soil pollutants using accelerators, 

tracking ground pollutants, controlling fossil and biological pollutants in air and sewage and hospital 

waste, eliminating industrial and household waste. Disinfection of sensitive surfaces, geological 

investigations (study of soil erosion using nuclear methods), development and implementation of 

alternative technologies for decontamination of surface and underground water due to the accumulation of 

industrial waste and human activities, irradiation for cleaning industrial wastewater, Municipal water, 

underground water and drinking water, break down toxic organic compounds and biological pollutants 

and reduce the accumulation of greenhouse gases using nuclear reactors. [2] 

2. 7 . Other applications of nuclear technology 

Nuclear technology is also used in fields such as military, archeology and protection of endangered 

animals. It is used in the military field, for things like identifying anti-personnel mines and producing anti-

armor weapons, in archeology for examining archaeological samples such as coins, pottery, etc., detecting 

counterfeit samples of ancient artifacts and fossils, and dating and analyzing ancient artifacts and fossils 

and in the area of protection of endangered animals, to inject into animals and monitor them. [4] 

. Current situation in Iran 

Agriculture and food 

Currently, the amount of production of agricultural products in Iran is more than 121 million tons, of 

which approximately 30% of agricultural products amounting to 40 thousand billion Tomans are wasted 

in recent years. Considering that in Iran, 93% of water is used for agriculture; Of this amount, 50 to 60 

percent is wasted due to improper use, to which 13 billion cubic meters of water that is the result of 

agricultural waste should be added. Iran has one third of the global average rainfall and according to 

forecasts, 12 provinces will have no water storage in the country in the next 50 years. 

Separating the water challenge from the use of chemical fertilizers is another issue that highlights the role 

of using nuclear science and technology in the field of agriculture and food. Currently in Iran, with the 

import of 21,000 tons of poison per year in the country, that is, about half a kilogram of agricultural poison 

is consumed per Iranian, which exceeds the defined standards. Besides these challenges, Iran has a lot of 

potential in the field of agriculture. Iran is one of the largest pomegranate producers in the world; 18 kilos 

of pomegranate is equivalent to one barrel of crude oil. Meanwhile, in China, 110,000 hectares are under 

pomegranate cultivation, and this amount is 70,000 hectares in Iran. [10] 
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You should pay attention to this point only a limited part of conventional agricultural technology in 

developed countries can be used in other places, solving agricultural problems requires local research to 

use technology that is suitable for the climatic conditions and the needs of the country. [6] 

In recent years, Iran has made many achievements in the field of agriculture, which include: Production 

of hygrometer in Iran (in monopoly of less than 10 countries), Production of two varieties of rice named 

(Poya) and (Tabesh) (in 1990) - lack of height problem and lack of resistance to pests, Solving the problem 

of the height of Tabasi wheat (nuclear wheat) - one of the most suitable wheat species for 

dry and salty regions of Iran - its use in some parts of the country, such as Tabas, resulted in a 70% increase 

in production, Also, using nuclear technology, research projects have been carried out in the field of 

reducing the microbial load of saffron, red meat, spices, cumin, dates, and increasing the storage of garlic, 

potatoes, onions, etc. 

In the field of pest control of olive fly, pomegranate cutworm, bean plant root, etc., effective researches 

have been carried out and also Irradiation of agricultural products to increase shelf life and export 

(installation of portable irradiation system) 

In relation to food as well, for example disinfection of spices, including heat treatment of disinfection 

with ethylene oxide and methyl bromide gas, was banned since 1998 due to the effect of changing the 

taste and smell, as well as having the effects of being carcinogenic. The researchers of Yazd Process 

Radiation Research and Application Center succeeded in achieving the technique of reducing the 

microbial consumption of spices by means of beam irradiation, which reached 10 mega electron volts, as 

a result, Iran succeeded in preparing the national standard of Iran under the title of “Spice Irradiation 

Procedures”. [7] 

Water 

In less than 10 years, 3.5 billion people in the world will face water problems, and Iran is already facing 

problems caused by drought. Iran has more than 2 thousand kilometers of water border, which has a great 

potential to solve the water challenge using nuclear science and technology. [8] While the initial capital 

for the construction of nuclear facilities for water desalination is 2 and 5 times that of using coal and oil, 

respectively, but its final cost is cheaper than fossil fuels. Saudi Arabia, Bahrain, Kuwait and the United 

Arab Emirates use very large water desalination plants to desalinate Persian Gulf water, while the water 

desalination plant of the Bushehr nuclear power plant produces 100,000 cubic meters of water per day, 

and Iran plans to build two nuclear power plants to produce 400,000 cubic meters of water per day. It has 
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a thousand cubic meters of water in its program. [7] 

Healthcare 

In the field of nuclear medicine research, the Islamic Republic was ranked seventh among 70 countries  

in 2006 and first among 85 countries in 2010. Domestic production of radiopharmaceuticals covers 90- 

95% of radiopharmaceutical consumption in Iran. 

The latest radiopharmaceutical products of Iran are: 

Strontium 90/Yttrium 90 generator for the treatment of prostate, breast, ovary, liver cell cancers, 

treatment of non-Hodgkin's lymphoma (malignant), joint inflammation and neuro-endocrine tumors. 

Chromic phosphate to treat liver cancer 

Iodine-125 brachytherapy spring for brain cancer treatment 

Brombezin - Gallium 68 for the treatment of prostate, lung and breast tumors 

It is worth mentioning that 95% of radiopharmaceuticals are produced in 5 nuclear reactors in Canada, 

Holland, Belgium, France and South Africa. 

Currently, more than one million people in Iran use nuclear medicine such as radiopharmaceuticals every 

year. Most radiopharmaceuticals cannot be imported due to their short half-life, such as iodine 123, which 

has only 13 hours of life. right now in Iran, about 20 billion tomans of subsidies are allocated to domestic 

radiopharmaceuticals, which in case of import inevitably costs more than 100 billion tomans. Currently, 

radiopharmaceuticals are also produced in the research reactor of Tehran, which, due to the existing 

developments, the potential of exporting radiopharmaceuticals in Iran has been provided. It is expected 

that if the reactor under construction in Arak is started, the main burden of this task as well as the 

development of the nuclear medicine industry will be placed on this reactor. [9] 

. Conclusion 

Considering the extensive applications of nuclear science and technology in non-energy industries, it is 

clear that this technology has significant positive effects in improving people's lives and raising the level 

of development of societies. From nuclear applications in the field of agriculture and food security to 

improving health and medicine, from water and environment purification to industrial use, each of these 

applications bring positive effects in societies. 

Considering that Iran also uses this technology in various fields, this country has many capacities to 

exploit non-energy applications of nuclear science and technology. From great successes in the field of 

agriculture and improving the health of plants and animals to significant advances in the field of medicine 
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and water purification, Iran has shown that it can take advantage of its capacities in this field and add to 

the progress of its society and country. 

Finally, the examination of the non-energy production applications of nuclear science and technology 

shows that this technology can effectively help in solving various problems of modern societies and use 

it as a powerful tool in the direction of progress and development. 
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ABSTRACT 

Electron cyclotron resonance plasma sources (ECRPS) is utilized in different applications such as neutron 

generators, ion implanters, coating devices etc. In this plasma source, when the electron Larmor frequency 

is the same as the microwave frequency (in the resonance zone), the electrons get heated to ionize the 

neutrals in the plasma bulk. In this work, the 48 N52 (NdFeB) permanent magnets with dimension of 2 

cm×1 cm×1 cm are used to design and construct the magnet rings. The magnetic field profile with the 

resonance field value of 875 G is simulated by applying COMSOL Multiphysics and formed in the stainless 

steel plasma chamber with the length of 19.8 cm and the radius of 3.8 cm. The results show a good 

agreement between the simulation and experimental data measured by gauss meter. In addition, the optical 

emission spectra of air is measured by means of optical emission spectroscopy (OES) through the middle 

port on the chamber. 

KEYWORDS: ECRPS, Permanent magnet, Resonance zone, COMSOL, OES 

INTRODUCTION 

ECR plasma source is one of the most useful devices to produce charge ions current for different 

applications in research institute, industries, etc. The main parts of this plasma source are: RF power supply 

(magnetron), RF line, plasma chamber, magnet structure and etc. In this work, The RF frequency and power 

are chosen to be 2.45 GHz and 1 kW, respectively, and RF line consist of directional coupler, circulator, 

wattmeter, water load, three-stub tuner and waveguide [1]. Additionally, stainless steel and quartz are 

selected as non-magnetized material for plasma chamber and pressure window, respectively. Finally, like 

Ref. [2] the permanent magnet rings are placed in the holder around the chamber. The aim of utilizing the 
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magnetic field is confining the electrons and ions around the field lines to ionize the plasma and lead them 

toward the extraction system. In this work, the magnetic field profile is simulated using COMSOL software 

and compared to experimental data measured by a standard gauss meter. In addition, the air spectra is 

obtained by OES method and shows an acceptable result of air atoms recognition. 

RESEARCH THEORIES and EXPERIMENTAL 

In this study the magnetic field profile is simulated by 24 N52 (NdFeB) permanent magnets with dimension 

of 2 cm×1 cm×1 cm and the schematic of structure is shown in Figure 1-a. The rings include 24 magnets 

are arrayed in 12 rows with equal spacing around the plasma chamber. The gauss meter is used or magnetic 

field measurement on the middle axis and the size step is chosen about 5 mm. Figure 1-b shows the setup 

of permanent magnets with their iron holder. 

  

                          (a)                      (b) 

Fig. 1. a) Schematic and b) magnet structure with plasma chamber. 

RESULTS 

The simulated and measured magnetic field profiles is shown in Figure 2-a. As one can see, there is a good 

agreement between both profiles. In addition, ECR plasma formation have been studied in the pressure 

range of 1 × 10−2 − 3.3 × 10−3mbar  for different absorbed power for air gas by a CMOS based OES 

system. Air plasma is shown through a view port in Figure 2-b. 
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                                           (a)                            (b) 

Fig. 2. a) The simulated (blue solid line) and measured (star-dash line) magnetic field profiles and b) magnet 

structure with plasma formation in chamber. 

Figure 3 show the air spectrum for around 300-watt microwave absorbed power in vacuum pressure of 

5 × 10−3mbar. It can be seen that like each conventional air microwave plasma the 1st- and 2nd positive 

series of excited molecular nitrogen are presented in the plasma [3]. More study result of ongoing work will 

be presented in the future publications. 

 

Fig. 3. Optical emission spectra of ECR air plasma source. 

CONCLUSIONS 
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In this work, the magnetic field profile was produced with permanent magnet rings and the simulation 

shows a good agreement with experimental data measured by a standard gauss meter. In addition, the air 

spectra is obtained by OES method shows an acceptable result of air plasma. 

REFERENCES 

[1] Jin, Q. Y., Liu, Y. G., Zhou, Y., Wu, Q., Zhai, Y. J. and Sun, L. T. (2021). RF and Microwave Ion 

Sources Study at Institute of Modern Physics.  

[2] Cho, Y. S., Kim, D., Kwon, H. J., Seol K. T. and Kim H. S. (2011). Microwave Ion Source with a 

Permanent Magnet Solenoid. Journal of the Korean Physical Society. 59(2):586-589. 

[3] Hughes, W. C., Rowland, W. H., Johnson, M. A. L., Fujita, Sh., Cook, J. W. 

and Schetzina, J. F. (1995). Molecular beam epitaxy growth and properties of GaN films on GaN/SiC 

substrates. Journal of Vacuum Science & Technology. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



90 

 

 

Feasibility study on the using of Coded Aperture Mask in SPECT for Boron dose imaging in 
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Abstract 

In this work, the feasibility study on using Coded-Aperture Imaging (CAI) based on Modified Uniformly 

Redundant Array (MURA) coded mask in Single Photon Emission Computed Tomography (SPECT) was 

investigated for boron dose measurement in Boron Neutron Capture Therapy (BNCT). In this preliminary 

study, a MURA rank 13 with a 2×2 mosaic configuration, and a CZT detector array mounted in a single 

mask were investigated using MCNPX2.7 simulations. This is the first investigation on the use of CAI for 

BNCT purposes. Also, Maximum Likelihood-Expectation Maximization (MLEM) was used for boron 

dose image reconstruction. Preliminary results show that SPECT with MURA masks can be an efficient 

and precise tool for boron dose measurement in BNCT. 

Keywords: Boron dose imaging, Single Photon Emission Computed Tomography, Modified Uniformly 

Redundant Array, Boron Neutron Capture Therapy, Maximum Likelihood-Expectation Maximum. 

INTRODUCTION 

Boron Neutron Capture Therapy (BNCT) is one of the promising methods for treatment of Glioblastoma 

Multiform (GBM) tumors, which is based on the energy deposition of produced nucleons in the cell 

dimension due to thermal neutron capture in 10B: 

 

𝐵 
10 + 𝑛𝑡ℎ → 𝛼 + 𝐿𝑖 (94%) + 478 𝑘𝑒𝑉 

7  (1) 

 

Two main keys in successive BNCT are providing 10B drug with optimized deposition in tumor as well as 

appropriate thermal neutron flux in the tumor location. Characteristics of the appropriate therapeutic  
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neutron beam are defined in IAEA-1223 [1]. The appropriate boron dose distribution can be measured by 

real-time methods such as Prompt Gamma Neutron Activation Analysis (PGNAA) [2], and Single Photon 

Emission Computed Tomography (SPECT) [3], based on recording 478 keV gamma emission. SPECT has 

some disadvantages, such as the long time needed for boron dose imaging, and also the reduced intensity 

and spatial resolution due to long collimators between sample and detectors. In this work, a new method 

has been proposed to monitor boron dose distribution with the Modified Uniformly Redundant Array 

(MURA) [4], which has not been used and reported in BNCT yet. This feasibility has been tested for the 

designed therapeutic neutron beam in Tehran Research Reactor (TRR) using Monte Carlo simulation code, 

MCNPX2.7 [5]. 

Materials and methods 

In this work, SPECT using a MURA-based mask for a TRR-based BNCT has been introduced. 

BNCT in TRR 

TRR is a 5 MW pool-type research reactor with low-enrich uranium fuel. Kinds of research related to BNCT 

have been performed in the past years [6-8]. The Thermal column has been selected for providing an 

appropriate neutron beam in the present project, which was shown the potential to be used for BNCT in our 

last project [7]. A therapeutic neutrons beam (Fig. 1) with an epithermal flux of about 6.5E8 n/cm2.s can be 

provided at the BSA exit [7]. 

 

Fig.1. Therapeutic neutron spectrum at the BSA exit [7] 
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SPECT 

In BNCT, the patient is positioned in front of a therapeutic beam for less than an hour. During BNCT, 

neutron capture in 10B will produce 478 keV gammas, which intensities are proportional to boron 

concentration, so measuring and recording emitted gammas can provide some useful information about the 

position of gamma emission or local boron dose. A conventional SPECT array is an assembly of long 

collimators with detectors behind them [9], so the recorded gammas in the detector array can be interpreted 

as boron concentration and used for boron dose imaging [10-11]. A general SPECT array is shown in Fig. 

2. 

As shown, high-Z (such as platinum, gold, lead, or tungsten) collimators with hole diameter in the order of 

4-5 mm and the length of 30-50 cm can be used for SPECT in BNCT. The dimension of the collimator 

(length and hole diameter) is dependent to the desired spatial resolution in the image. Semiconductor 

detectors such as CdZnTe (CZT), or CdTe, with a size as small as collimator hole, are common options. 

With these designs, spatial resolution of about 4-5 mm can be obtained. In addition, 5-9 degree of angular 

rotation is efficient for BNCT [11]. The duration for one complete rotation of SPECT array around the head 

should be less than the determined treatment time of BNCT (less than an hour), so it is different in each 

BNCT setup with dedicated treatment time. As stated before, imaging using conventional SPECT has some 

disadvantages such as low resolution, low S/N, and long-time needed for angular imaging around the head, 

which are important in BNCT due to low intensity 478 keV gammas. 
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SPECT with MURA  

Coded-Aperture Imaging (CAI) using a mask is applied in X-ray cameras and telescopes [4-12-13], and 

also in gamma-ray imagers for medical applications. CAI with MURA is proposed for BNCT for the first 

time in this work [4-14-15].  

A coded-aperture mask can be assumed as a multiplexed pinhole collimator with a particular pattern, which 

allows improved system sensitivity and good spatial resolution, but they suffer from a trade-off between 

sensitivity and data ambiguity [9]. Mathematically, a mask is a binary array of opening and opaque pattern 

in the aperture. Uniformity in an opening distribution is necessary for image reconstruction. Therefore, 

uniformly redundant arrays (URAs) were introduced, and then, by changing URA's encoding algorithm, a 

Modified Uniformly Redundant Array (MURA) was developed [16]. These apertures can provide up to 

50% transparency for the transmission of radiation. MURA masks are different in the arrangement of 

opening and opaque elements, as well as in the number of pixels, so they are classified according to the 

rank. Complete descriptions of new suggested and constructed arrays have been discussed in several 

litterateurs [16]. As mentioned about the number of pixels, and the rank applied in this work, the total 

number of elements for the MURA rank 13 with a 2×2 mosaic configuration are 625, which are arranged 

in a 25×25 matrix. A position-sensitive pixel detector is placed behind each of the open or opaque elements 

of MURA [17].  

Dimension of elements in the mask have been selected according to the considered spatial resolution of 

boron dose imaging. In this work, spatial resolution of 0.8 cm has been determined, which was selected 

according to the aim of this work (feasibility study). It should be applied in a smaller size for further 

investigations. 

  High-Z materials such as tungsten (W) and lead (Pb) can be considered as appropriate candidates for 

gamma shielding, and the opaque part of the mask. In this project, W is selected for opaque parts of the 

mask. The dimension of pixels in mask has been selected equal to 0.8×0.8 cm2, according to the considered 

spatial resolution of boron dose imaging, as stated before. To avoid shadowing in the opening element, the 

appropriate thickness of mask should be selected [9-18-19]. Conventional semiconductor solid-state 

detectors, such as CdTe and CdZnTe can be used in this manner. In this work, CZT has been selected due 

to its appropriate energy resolution in the range of 478 keV, and its separation capability from 511 keV 

[20]. Produced prompt gammas due to neutron capture in 10B in phantom can pass through the opening 

elements of MURA and can be recorded in the position-sensitive CZT array. As mentioned before, neutron 

capture in 10B produces 478 keV gammas with the intensity proportional to boron concentration, so the 
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recorded gammas in the detector array can be converted to the image. In gamma spectra recorded in the 

CZT, the net counting rate of photopeak (478 keV) is based on the integration of the counting rate in the 

Region Of Interest (ROI) in the range of 478± FWHM (keV), which FWHM of CZT detector for 478 keV 

gamma should be calculated. 

 

Implementation in MCNPX2.7 

To simulate the MURA rank according to the gamma energy used in BNCT rank 13 with a 2×2 mosaic 

mask and a block size of 0.8×0.8 cm2 and a thickness of 1.3 cm with a 99.83% probability of not passing 

the beam and also a CZT pixel detector. It is simulated using  

 

MCNPX2.7 with dimensions of 0.8×0.8 cm2 with a thickness of 2 cm. Calculation of the pulse height, F8 

Tally along with the energy, and GEB (Gaussian energy spread) card are used to record the gamma spectrum 

at each pixel of the CZT radiation detector. The GEB parameters in the GEB card can be adjusted using the 

incident gamma energy E as well as the corresponding full width FWHM at half maximum of the CZT 

radiation detector (FWHM of 478 keV in a CZT radiation detector of about 9.3 keV, and a corresponding 

energy resolution of about 1.94% ). The thickness of tungsten (MURA Mask) should be selected to stop a 

significant percentage of 478 keV gammas. Therefore, a simple simulated setup, including a 478 keV beam, 

a box-shape tungsten (W) with various thicknesses, and a CZT detector has  

been considered, then F8 tally within 478 keV ROI in the CZT detector has been calculated. It can be 

inferred from Fig. 3, for a thickness of 1cm (1.3 cm) of tungsten, 478 keV gammas will be attenuated by a 

factor of about 90% (95%). Therefore, the thickness of 1.3 cm has been chosen for the MURA mask.  
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  An extended volumetric gamma source of 478 keV in one voxel of the tumor in a dimension of 1×1×1 

cm3 has been considered in front of the MURA mask, and the recorded gammas in the detector array have 

been considered. that the considered thickness of 1.3 cm for tungsten (MURA mask) is in compliance. 

Figure 4. shows the schematic view, as well as the simulated of a rank 13 with a 2×2 mosaic-MURA mask 

with a CZT detector array. 

Therefore, Figure 5. Shows the MURA mask is positioned 10 cm above the voxelized cubic head phantom 

contained tumor (with 43 ppm 10B) with a dimension of 4×4×4 cm3 (in the middle of the cubic phantom) 

in front of the exit window of a therapeutic neutron beam. In addition, the CZT pixel detector is positioned 

1 cm above the MURA mask, which leads to magnify the subtended solid angle between the CZT pixel 

detector and the MURA mask. Boron concentrations according to the 10B in BPA has been selected 43 ppm 

in tumor and 15 ppm in normal tissue. 

 

 

 

 

 

 

 

 

 

 

 

 

Open (hole) 

Opaque (block) 

Fig.4. simulated MURA rank 13 with a 2×2 mosaic configuration in MCNPX2.7, violet and white blocks demonstrate 

opaque and open MURA elements, respectively – drawings are not in scale. 
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MLEM Method 

 For calculating the boron dose imaging or measurement of 10B concentration in each voxel of head phantom 

(including tumor), the below matrix-equation must be solved for λ: 

 

where, A is the entire detector response matrix, y is the detector response matrix for an unknown 10B 

concentration distribution in a head phantom, and λ is the considered answer, which contains information 

about the presence of 10B in voxels.  

A is usually a big matrix, and mostly its inverse (A−1) cannot be simply calculated using conventional 

techniques, such as  λ = A−1y. Therefore, some advanced mathematical techniques such as Tikhonov 

regularization [21], Moore-Penrose Inverse method [22], and Maximum Likelihood Expectation 

Maximization (MLEM) [23-25] are suggested to solve such kinds of problems.  

The MLEM [23-25] is a very flexible method regarding the sampling conditions based on the iteration 

selected for solving the voxel value matrix of λ as follows:  

λj
n+1 =

λj
n

∑ Aiji
∑Aij (

yi
bi + ∑ λk

n
k Aik

)

 

i

 
(3) 

 As stated before, A is the entire detector response matrix, b is the background radiation and noise 

contribution, y is the detector response matrix for an unknown boron distribution in tumor and/or head 

phantom around the tumor, and λj
n is the probability of 10B presence in a voxel jth in the nth iteration. 

However, the main concern about the MLEM method is its convergence speed, which is not always 

guaranteed.  

Fig.5. MURA mask array positioned above the head phantom (top view) – drawings and dimensions are not scale. 

A λ = y (2) 
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 In this study, the number of CZT detector pixels is 625. Tumor with 64 different distributions in voxels 

have been considered, therefore the A matrix has 625 rows and 64 columns, the b and y vectors have 625 

rows in one column, as well as, the λ vector has 64 rows in one column.  

The number of iterations is completely problem-dependent and usually, 100000 iterations are utterly 

adequate to converge. To construct the A matrix, each different distribution of the head phantom is 

considered with 478keV volumetric gamma-source, in such a way that the entire detector response related 

to each different distribution fills the corresponding column in A.  

Monte Carlo MCNPX2.7 simulated characteristics for a MURA 2×2 mosaic mask Rank 13 as well as the 

CZT pixel detector are shown in Table 1.  

Results 

 As mentioned before, the thicknesses of the MURA mask have been considered 1.3 cm to test the proposed 

method. For this investigation, two evaluations (examinations) are noticeable: case I) the extended 478 keV 

gamma source in one voxel of tumor, and case II) the extended 478 keV gamma source in multiple voxels 

of the tumor in front of the MURA. These multiple voxels can be considered as a closely neighboring 

voxels, or even multiple single-voxels far apart from each other in the tumor. In Fig. 6, the way of 

numbering the tumor voxels is depicted. 

 Case I is some of special situation having only a single voxel of borated-tumor with amount of 10B that is 

rare. for showing the performance of the imaging system. Also, the general case II has been evaluated and 

studied. For example, if 10B in all the tumor voxels have an equal concentration, calculated 10B 

concentrations must be the same using the MLEM method. In Figs.7, 8 and 9, raw and reconstructed (by 

using MLEM) images are depicted which shows the reconstructed image is in good agreement with the 

above description. 

 

Fig.6. Numbering of tumor voxels from 1 to 64. 
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  However, the slight differences between calculated relative 10B percentages in tumor voxels can be seen 

in Fig.7 (left), which are better than the needed accuracy (recognition 1 ppm differences) for boron 

measurement. It should be noticed that these slight differences will also be disappeared by applying more 

iterations in MLEM method. A main reason for the mentioned small fluctuations can be related to different 

flight paths of 478 keV gamma rays from different depths of the tumor up to the CZT pixel detector. Another 

investigation to test the proposed methods is considering the different spatial distributions of 10B in tumor 
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Fig.7. #1.Left) Relative 10B percentages calculated by using MLEM method, Right) 3D illustration of 

reconstructed 10B distribution in tumor voxels – purple color means the centers voxel filled completely with 
10B. 
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voxels. In Table 2, some special 10B distributions are listed, and the accuracy of the proposed MURA mask 

with MLEM method has been tested as follows. 
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Fig.8. #2.left) Relative 10B percentages calculated by using MLEM method, Right) 3D illustration of reconstructed 
10B distribution in tumor voxels – purple color means the upper voxels filled completely with 10B. 

 

 

Fig.9. #3.left) Relative 10B percentages calculated by using MLEM method, Right) 3D illustration of reconstructed 10B 

distribution in tumor voxels – purple color means the total of tumor filled completely with 10B. 
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Table 1.  Characteristics of CZT pixel detector and MURA mask. 

 
 

 

 

 

 

Table 2.  Special 10B distributions in tumor voxels (voxel numbers are listed according to the Fig.6). 
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Conclusion 

In this research, preliminary study was performed to show the potential use of Coded Aperture Mask, 

MURA mask in boron dose distribution during BNCT. 

It is obvious that geometry optimization should be considered for real application, but the advantage of 

MURA is evident in comparison to heavy SPECT systems. In further investigation, details of boron dose 

distribution in TRR-based BNCT will be reported. 
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Abstract 

Spark discharge assisted laser induced breakdown spectroscopy (SD-LIBS) has been investigated in both 

synthetic air and an environment containing radon trace mixed with air (Rn+air). SD-LIBS is realized by 

focusing the laser shots (10-100 mJ/pulse) at 1046 nm on the Pd target. The latter is a noble metal catalyst 

used to enhance the plasma emission. Palladium serves as the metal target in the Q-switched Nd: YAG 

laser-induced plasma. Regarding the synthetic air, the emission lines attributed to the metal species, N and 

O components exhibit significant enhancements. Subsequently various characteristic emissions stemmed 

from oxygen, nitrogen, and Pd species are observed within the controlled chamber. The notable reduction 

in the characteristic lines is consistent with the radon decay. Moreover, the plasma temperature is estimated 

through Boltzmann plot analysis, whereas the electron density is determined based on the Stark 

broadening. It is shown that plasma temperature linearly reduces against Rn specific activity. 

Keywords: Rn monitoring, Spark discharge, Laser induced breakdown spectroscopy. 

INTRODUCTION 

The detection of noble gases in the environment faces several difficulties mainly due to their chemical or 

biological inertness. Most of the noble gases are not regarded as the pollutants while Rn is an exception. 

Radon is a colorless, odorless, tasteless, radioactive noble gas with most abundant isotope 222Rn (half-life 

of 3.8 days). The environmental radon concentration is a function of time and climate conditions. Radon 

concentrations were found to vary from 0.1 Bq/m3 above oceans or in Antarctica to 1 MBq/m3 in 

unventilated uranium mines. The radon detection attracts significant attention because it is a naturally 

radioactive gas from uranium or thorium decay chain used as an indicator in mine explorations and 

earthquake predictions. It is well understood that the majority of radon gas from various cascade 

radioactive decays are trapped in the underground reservoirs, voids, and pits. Radon diffuses to the 

atmospheres via macro cracks especially after seismic events. It may be subsequently trapped inside the 

tunnels and underground channels at shallow depths. If inhaled by human, the hazardous radiation affects  
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the lung. In many countries, radon is the second cause of lung cancer after smoking. The proportion of  

the cancers linked to radon is estimated to be up to 14%, and varies due to local concentrations and the 

method of calculation. Since no safe level of exposure is established, even low concentrations of radon 

are risky for the cancer accurance. Furthermore, the radon daughters are solid and can stick to the air 

dust particles. If contaminated dust is inhaled, these particles can adhere to the airways of the lung and 

elevating the health risks[1,2]. 

The nuclear techniques for detection and measurement of Rn in air can be subdivided into active/passive 

methods. The former requires electric power and vacuum pump to collect the sample whereas the latter 

does not require complicated equipment. Nuclear track detectors are taken into account as the passive 

techniques vastly used for the diversity of applications such as alpha and neutron dosimetry, measurement 

of ultraviolet solar radiation (UVSR), and recently for the beam profile recording of UV excimer laser. 

The polymeric-solid state nuclear track detectors (SSNTDs) are also widely exploited for the radon 

measurements. Among the versatile SSNTDs, Lexan and CR-39 are well known alpha dosimeters. Those 

determine the radon concentrations by counting the developed latent tracks from the incident alpha 

particles. It is essential to obtain the track density, the exposure time and the calibration factor that 

converts the track density the radon concentration. Although the advantages include low cost and 

insensitivity to humidity and temperature as well as the background beta/gamma radiations, this technique 

suffers from sluggish collection time, taking several weeks of exposure and few days for developing and 

track counting[1,2]. 

SD-LIBS technique has found widespread applications for the elemental identification[3,4]. Unlike the 

other spectroscopic methods, it requires no preparation and a small amount of material is sufficient for 

sampling and analysis. In situ remote sensing via optical fiber is carried out allowing the measurements in 

hostile environments. Analytical findings of LIBS on solids are frequently reported similar to 

investigations on liquids and gaseous samples. Unambiguous identifications of gases are restricted to the 

monatomic species such as noble gases used as buffer gas in LIBS investigations. Among them, argon is 

a very popular buffer gas in laser ablation whose effect has been studied, as well as neon and helium. The 

detection of trace concentrations of helium and argon in the control chamber assisted with Q-switched 

Nd:YAG lasers has been previously reported. 

We acknowledge there are a number of current articles investigating the potential of LIBS method on  
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various radioactive targets, but to our knowledge there is no report of study on spark discharge assisted 

laser induced plasma (SD-LIBS) in (Rn+air) environment using Pd catalyst. Here, the effects of heavy 

Rn species on the metal (and air) characteristic emission spectra were investigated. This work has focused 

on the enhancement of metal target and air characteristic lines rather than that of radon, which at its natural 

trace levels are not detectable by LIBS, where the (Rn+air) undergoes a smaller breakdown voltage against 

that of air. 

 

EXPERIMENTAL 

The experimental setup consists of an infrared coherent source, conducting and focusing optics, detector,  

 

spectrometer, a processor, a pressure gauge and vacuum and gas dosing system, all shown in Fig. 1(a). A 

Q-switched Nd:YAG laser, 100 mJ/pulse, 10 ns duration, 5 Hz pulse repetition rate, has been exploited as 

the coherent source with the fundamental wavelength of 1064 nm, to generate the micro-plasma on 

 the metal target inside the control chamber. A Balzer vacuum valve was connected to the chamber in order 

to maintain high vacuum within the chamber and block the atmospheric pressure. The vacuum and gas-

dosing system consists of a Leybold D30A high vacuum pump (10−3 mbar, 10 m3/hr) and a digital 

manometer (0.1 mbar precision). A BK7 lens (f = 150 mm) is situated in front of the beam in order to 

enhance the power density at the focal area on the target surface. The plasma light emission was collected by 

an optical fiber bundle. The fiber output was coupled to the entrance slit of a compact wide-range 

spectrometer 200–1100 nm, model Avantes, the AvaSpec-2048 fiber optic spectrometer, with 1.1 ms 

integration time, 0.4 nm resolution, and 2 μs delay time. A home-made six-outlet cross type irradiation 

chamber was constructed of stainless steel and three BK7 windows were installed; one for traversing the IR 

laser beam into the chamber, and a pair for viewing the plasma plume. A MgF2 window was fixed on top 

for the collection of the plasma emissions, particularly in the UV–visible spectral range. One outlet was 

exploited to manipulate the orientation of the target holder, whereas another one was allocated for gas 

dosing. 

The radon source consists of the synthetic dry radium in soil inside a closed container while a ventilator 

was installed to discharge radon in the safe atmosphere as seen in Fig. 1(b). In order to fill the control 

chamber with radon, it was first fully evacuated to 10−3 mbar using a rotary vacuum pump, then the air 
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and the Rn trace was allowed to flow into the chamber at atmospheric pressure. The Pd target was inserted 

inside the chamber and examined separately. Using metal assisted SD-LIBS, the laser energy required for 

the breakdown is significantly reduced due to higher electron density and electron mobility of metallic 

targets. Fig. 1(c) demonstrates the instantaneous optical and electrical signals, temporal voltage, and 

current waveforms during a typical SD-LIBS experiment. 

To prepare the various radon concentrations, the (Rn+air) medium was partly discharged from the control 

chamber. According to Rn dilution method at constant pressure, the gas residual was compensated with 

the premixed synthetic air, maintaining the atmospheric pressure. Utilizing the ideal gas approximation, 

the corresponding concentration is determined from the proportion of the pressure after/before evacuation, 

multiplied by the initial concentration. 
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Fig. 1. (a) SD-LIBS arrangement for radon identification within a control chamber, and(b) Rn extraction and trapping process in 

the controlled chamber using Rn generator. (c) Instantaneous optical and electrical signals, temporal voltage, and current 

waveforms during a typical SD-LIBS experiment. 
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RESULTS AND DISCUSSION 

Emission spectra 

In this case, the required energy for the formation of each ion pair is ∼35.5 eV. The alpha particles due to 

Rn decay easily supply adequate energy for the generation of many electron-ion pairs along their 

trajectory. The number of the ion pairs is determined based on the production rate of emitted alpha 

particles. Therefore, typically more than 4000 electrons are available per cm3.sec in air due to 27 kBqm−3 

Rn trace in the air. 

We note that this initial excess electron density from alpha radiation rises several orders of magnitude 

larger in the controlled atmosphere (Rn+air) compared to that in the synthetic air. This is the major 

difference for enhancing the inelastic collisions due to electron impact excitations to populate the 

transitions leading to the enhancement of characteristic emissions. This further population of the excited 

states leads to stronger characteristic lines when compared to plasma emissions taken in air particularly 

during SD-LIBS. 

Radon with 5.48 MeV alpha energy generates a great number of electron-ion pairs within the control 

volume. This increases the initial electrons to facilitate the plasma generation. The laser induced plasma 

emission is predominantly based on the thermal electron impact excitations of atoms while the photo- 

excitation process causes a minor contribution. 

SD-LIBS 

The preparation of various radon concentrations is performed in several stages. Part of the (Rn+air) was 

discharged from the control chamber using a vacuum pump, and the remaining gas was supplemented 

with a premixed synthetic air until atmospheric pressure was regained. According to the ideal gas 

approximation, the new concentration is determined based on the pressure ratio after and before 

evacuation, multiplied by the initial concentration. 

This re-emphasizes the role of Rn trace in plasma as a magnifying agent of the characteristic emissions. 

There is a large gap to reach the synthetic air by reducing the Rn trace, however here Rn concentration as 

low as 0.5 kBq/m3 was easily achieved. The sensitivity is defined as the ratio of the signal amplitude over 

the Rn concentration. It depends on laser pulse to pulse stability, the sensitivity of detector array as well as 

the measurement accuracy of the pressure gauge during the preparation process of Rn trace in synthetic 

air using the barometric methods. 
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A better precision as low as 0.1 kBq/m3 may be achievable by means of more stable laser and high sensitive 

detector arrays. The barometric method of preparation process of Rn trace in synthetic air may be improved 

using the pressure gauge with 0.1 mbar accuracy rather than 1 mbar in the current measurements. 

Furthermore, Fig. 2(a) illustrate the emission spectra at atmospheric pressure for two cases of SD and SD-

LIBS. Fig. 2(b) depicts the plasma temperature versus Rn activity in case of Pd target. The 

significant difference between (Rn+air) and synthetic air medium is in accordance with the previous 

measurements. In fact, the plasma temperature in (Rn+air) linearly decreases with the Rn activity. This is 

consistent with our previous results. Fig. 2 (c) illustrates the characteristic emission spectra at 510.554 and 

521.820 nm in various sub-atmospheric pressures in the case (Rn+air). 
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Fig. 2. (a) SD-LIBS and SD spectra in the attendance of Pd catalyst, (b) plasma temperature versus various Rn 

activities in atmospheric air, and (c) typical emission intensity at 510.554 and 521.82 nm in the various sub-

atmospheric pressures in case of (Rn+air). 

 

 

 

 

 

 

200 400 600 800 1000 
(b) 

 

Hβ 
SD-LIBS 

SD 

C2 

 

 

Hγ 

 

  

Pd  Hδ 

 
(c) 

C2 
C

 
 Pd Pd Pd Pd  

CH bands C2 Swan bands  

Hβ 

 

C2 

 
 
 

  

Hγ 

 

Pd C2 C2 Pd Pd Pd Pd  

CH bands C2 Swan bands 

200 400 600 

 

800 1000 

In
te

n
s
it
y
[a

.u
.]

 
In

te
n

s
it
y
[a

.u
.]

 



111 

 

 

SSNTD 

The radon activity (concentration) is determined via the Lexan detectors through the following 

expression: 

 

(1) 

where, k, C, D and t denote the calibration factor (track.cm−2 per Bq.m−3.d), standard radon concentration 

(Bq.m−3), track density (tracks.cm−2), and exposure time (d, day) respectively. Radon concentrations in 

air are seldom given in the ppm unit or lower. However, it can be calculated with those precisions using 

some assumption. In case of 222Rn in air, a concentration of 27m−3 is carefully determined to be 0.5 ppq 

(parts per quadrillion, 10−15). Evidently, no current optical spectrometer is able to detect such a low dose 

of radon trace in air; otherwise the inexpensive track detector could help by collecting the latent tracks of 

alpha particles on its surface over a long exposure time.  

A number of Lexan pieces were utilized to detect the alpha emissions. At first, the background was 

counted and the net number of tracks was obtained after the alpha exposure. Fig. 3 illustrates the 

developed tracks on the Lexan surface due to 27 kBq/m3 activity. The track densities are proportional to 

the Rn activity. By counting the corresponding tracks in several optical desired fields and taking the 

average, the mean track density is determined. One of the drawbacks of this detector is the sensitivity 

variation which may be different from sheet to sheet in the same batch supplied by the manufacturer. To 

remedy this, the calibration curve is obtained using various activities accompanying the good statistics. 

 

  
 

Fig. 3. Alpha tracks in Lexan due to Rn trace in air. a) 27 kBq.m−3 of Rn in the chamber at 1 atm., b) Background 

tracks (due to cosmic ray and other radionuclide traces). 
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Fig. 4 displays the calibration curve (track density versus the product of specific activity multiplied 

by exposure time) of Lexan whose calibration factor is obtained using Eq. (1). The calibration 

factor depends on the active volume of alpha monitoring device, the type of track detector, and the 

etching conditions. In practice, the alpha track density “D” was found to be a linear function of the 

products of “C.t”. 

 

 
 
 

Fig. 4. Alpha track density “D” in terms of “C.t”. 

 

CONCLUSIONS 

Several characteristic emission lines from the metal Pd target were investigated in trace presence 

of radon gas in the atmospheric air, using Q-SW Nd:YAG laser induced plasma inside a control 

chamber assisted by spark discharge. The emission lines of metal species are noticeably enhanced in 

(Rn+air), where smaller breakdown voltage is required to ignite the laser induced plasma relative to 

those in the synthetic air alone. Similar spectra were also taken in various sub-atmospheric 

environments in order to determine the optimum pressure for enhancement. Solid-state nuclear track 

detectors were also employed to count the tracks due to alpha particles for the activity assessment. 

The mean concentration of radon in atmosphere with specific activity of kBq/m3 is too low to detect 

by LIBS however it can be discerned by SD-LIBS. In this work, we have shown that the characteristic 

emissions of metal species and air components increase in (Rn+air) compared to that in the atmospheric 

air. Although, the exact mechanisms are not well understood, it may arise from the fact that small 

amount of heavy species alter the plasma properties. In general, the increase of signal to noise ratio 

(SNR) originates from the plasma heating, which in turn leads to higher plasma temperatures. 
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Conversely, this work emphasizes that the rise of  

 

signal amplitude is correlated with the radon activity in air leading to the corresponding increase of 

initial electrons. In fact, radioactive decays give out alpha particles with energy of 5.48 MeV, which 

create a noticeable number of electron-ion pairs in the control chamber. 

The ionization of air by energetic alpha particles enhances the electron density in the chamber before 

plasma ignition. The plasma temperature and electron density of the (Rn+air) are estimated from the 

Boltzmann plot and Stark broadening respectively, which were given to be lower than those in pure 

air. Because of relatively high initial density of free electrons, the signal enhancement is therefore 

attributed to increase of the number of excited species in plasma and the volume of plasma itself, 

leading to subsequent decrease in electron density and temperature.  
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Abstract  

Radionuclide pollutants, released into the atmosphere are hazardous for human health. Thus, those 

must be identified and well protected. For this purpose, the activity and the radiation dose on the local 

area should be assessed carefully. Here, an efficient remote sensing system is designed and modeled 

for remote monitoring of the radioactive effluent from the nuclear sites into the atmosphere. It is based 

on the combination of DIAL-phoswich array system, using the phoswich detector to identify the 

characteristic hard X-ray emissions of the transuranium radionuclides to determine the radionuclides 

of interest. Then a differential absorption lidar (DIAL) coupled with a tunable UV/Vis laser, measures 

the plume location and the concentration/activity of the radionuclides. An interactive library is 

provided to interconnect the atomic/nuclear features of radionuclides accordingly. Here, the ability of 

the hybrid system for the prompt identification/quantification of the radiative effluents are verified, 

regarding the species  energy of X-ray emission alongside the absorption cross-section as well as the 

corresponding spectral absorbance of trace elements. Subsequently, the atomic/nuclear characteristics 

of radionuclides of interest released from a typical reactor or precessing plant are obtained and the 

tunable laser is tuned for proper performance of DIAL.     

Keywords: Differential Absorption Lidar (DIAL), Phoswich Detector, UltraViolate/Visible Tunable 

Laser   

 INTRODUCTION  

The Chernobyl core meltdown accident showed that the scale of impact can be very large and the risk 

of remote nuclear sites should also be of considerable concern for the area. Thus, it is important to 

obtain the geographic distribution of the nuclear risk based on the external dose. Nuclear power plants 

usually release various gaseous and liquid effluents as well as highly radioactive mixture of fission 

products components in structural and cladding materials due to neutron activation as well as small 

amounts of long-lived transuranium elements (Z > 92) during their normal operation. The 

radionuclides discharge to atmosphere is evaluated to be ~1 TBq/GW. In both pressurized-water 
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reactors (PWR) and boiling-water reactors (BWR), the condenser steam-jet air ejectors and the turbine 

gland-seal system are two important sources that release gaseous radioactive products to the 

atmosphere through the stack. The individual dose is determined to be 0.2 μSv/yr, which is less than 

0.1% of the background level radiation. They may emanate considerably more radioactivity higher 

than background level during the course of an accident, where especially radioactive gases are first 

released into the containment building and may leak to the atmosphere. It is well known that 

particulates in airborne dust which contain 238U and its daughters and sometimes 232Th and its 

daughters are hazardous to human health. Release from mining and milling facilities as well as 

effluents from fuel fabrication sites are estimated to be ~0.01–0.1 ppb. Comparably, the abundance of 

uranium in the earth crust is ~3–4 ppm, while ~1 ppb can be found in the human body[1].  

The radioactivity from the ground is strongly varying, dependent on the living places. The radioactivity 

originates from long lived isotopes with lifetime of order 109 years, particularly for 232Th, 235U and 

238U. Predominant gaseous effluent from active uranium mine is 222Rn in the ventilation from 

underground mine or released into the pits from surface mine. Release rate of radon per unit mass of 

ore were estimated to be ~1 GBq/ton in underground mine and about 0.1 GBq/ton from surface mine 

while natural radon density is reported to be of ~7 Bq/m3 (107 ppm). In general, the average human 

being from those natural sources receives a dose equivalent of approximately 2 mSv/yr. Furthermore, 

cosmic rays act on nuclei in the atmosphere to produce other radionuclides, including 3H, 7Be, 10Be, 

14C, 22Na, 32P, 39Cl, and 33P. The cosmic radiation from the space, including the radiation from the sun, 

consists mainly the highly energetic protons, alpha particles and to some extent of heavier charge 

particles to give a dose of about 10 μSv/y on the ground[2].   

Here, the DIAL–phoswich hybrid system is introduced, which is potentially an advantageous 

technique to investigate the dynamic effluent parameters of a radioactive plume such as uranium. It 

consists of both passive nuclear and active atomic detection units. It is based on a phoswich detector 

array to trace species due to their characteristic hard X- and 𝛾-ray emissions accompanying a 

differential absorption lidar coupled with a tunable UV/Vis laser. It is mainly useful for rapid 

identification of the unknown radioactive elements within the plume as well as the corresponding 

concentration, the exact location and external dose rate. We have shown that the application of the 

combined technique noticeably enhances the system efficiency. Indeed, the hybrid system is proposed 

here in order to act as a novel technique for the remote sensing of the radioactive plume, as to an 

efficient instrument for element tracing, uranium mine exploration and the health physics applications. 
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Consequently, the spacecraft equipped with the hybrid system enables the scientists to explore the 

radioactive sources in the solar system, such that a portable hybrid instrument mounted on a rover 

makes Mars mission more attractive.  

RESEARCH THEORIES  

Apparatus  

The hybrid system includes a transmitter, a receiver, phoswich scintillators coupled with 

photomultiplier tubes (PMTs) array, pulse shape analyzer (PSA), anticoincidence unit, multichannel 

analyzer (MCA) and the data processor equipped with interactive software for real time control and 

data acquisition with the access to atomic/nuclear data libraries. The transmitter employs the pulsed 

tunable UV/Vis laser and the receiver consists of a Cassegrain telescope, a Lyot tunable birefringent 

filter or a Fabry-Perot interference filter and a PMT detector. The latter is generally used as a low noise 

and sensitive detector for UV and visible spectral region. It offers fast response and high gain as well 

as good quantum efficiency.  

Phoswich detector array (PDA)  

A phoswich detector is a combination of two dissimilar scintillators optically coupled to a single PMT, 

employing pulse shape analyzer (PSA) to suppress background in the counting X-ray. It consists of a 

typical thin Na I(Tl) and a thick Cs I(Tl) within different decay times, 0.25 μs and 1 μs, respectively, 

so that, the shape of the output pulse from the PMT is dependent on the relative contribution of 

scintillation light from the two scintillators. The Na I(Tl) and Cs I(Tl) crystals are designed to be ~3 

and ~20 mm thick. Lightly penetrating radiations in spectral range ~30–300 keV, are stopped fully in 

the first scintillator, but more penetrating MeV photons may generate light in the thick one. PSA and 

pulse shape discriminator (PSD) unites identify the signals due to each scintillator. Those distinguish 

that the energy deposition in which scintillator occurs. The events generating light in both scintillators 

are denied to suppress the noise for X-ray counting.  
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EXPERIMENTAL  

  
Fig. 1. Performance of phoswich dual energy analyzer.  

Fig. 1 shows the performance of a typical PDA, including about 80 standard phoswich detectors each 

one having ~100 cm2 area subtended together to constitute an array of 1 m diameter with the same 

area of telescope in DIAL unit. PSA unit discriminates between Na I events (left) and Cs I events 

(right) using an MCA. Events resulting in scintillations from both volumes can be recognized by their 

pulse shape and can thus be rejected for X-ray detection, whereas those scintillate simply in Cs I are 

accepted to detect γ photons. The electronics using PSA is capable of discriminating events in 30–300 

keV X-ray energies and up to several MeV gamma photons. It is characterized by a couple of peaks, 

one due to Na I(Tl) and the other due to Cs I(Tl) events. The scale in abscissa is correlated with the 

decay time of the scintillation pulses. The selection of X-ray events is performed through PSD unit 

using the choice of lower and upper thresholds in the electronic unit.  

Differential absorption lidar (DIAL)  

High sensitivity with good spatial resolution for long-range dynamic monitoring of the plume 

constituents can be achieved by the combination of differential absorption and scattering. DIAL 

includes high degree of sensitivity per probe energy and the capability of wavelength scanning over a 

wide variety of molecules and atoms having absorption characteristic in the spectral range as well as 

the quantitative evaluation of desired species. A typical DIAL system often sends a pair of pulsed laser 

wavelengths into the atmosphere. Those are close to each other with a large absorption coefficient 

difference, one at the tuned line, 𝜆𝑜𝑛, where the species under investigation absorb and the other at a 

nonabsorbing detuned line, 𝜆𝑜𝑓𝑓. A couple of such wavelengths, rather than a single one, are needed 
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in order to strongly reduce the effect of the extinction in the atmosphere, mostly due to the scattering, 

and to correct the instrument calibration constant. When laser wavelength is much greater than the 

scatter size which is valid for the gaseous plumes, the Rayleigh scattering occurs with the backscatter 

cross-section proportional to 𝜆−4. Conversely, for water drops, clusters, dust, volcanic ashes, smokes 

or the aerosols under the condition that the scatter size is being greater than laser wavelength, the Mie 

scattering becomes dominant. The corresponding cross-section is more complex than Rayleigh 

scattering with wavelength dependence proportional to 𝜆−𝑥 where 0.4 < x < 0.5. The lidar equation is 

written as below[1]:  

𝑷𝒔(𝝀, 𝑹) = 𝑷𝟎 𝑹 𝑨𝟐 𝝃(𝝀)𝜷(𝝀, 𝑹)𝝃(𝑹) (𝒄 𝟐𝝉𝟏) 𝐞𝐱𝐩 (−𝟐 ∫𝟎𝑹 𝜶(𝝀, 𝑹)𝒅𝑹)                                              

(1)  

where Ps is instantaneous power received by the detector from the range R. P0, 𝜏1, β, α, and A are the 

transmitted power, pulse duration, volume backscattering coefficient, extinction coefficient and 

telescope area, respectively. ξ(λ) and ξ(R) are defined to be the spectral gain coefficient of the receiver 

and the geometrical factor of the telescope, respectively. Usually, β and α consist of contribution from 

both air molecules and aerosols. By dividing the received power at 𝜆𝑜𝑛 over that of 𝜆𝑜𝑓𝑓 based on Eq.  

(2), the species concentration, N(R), can be simplified as[1]:  

𝑵(𝑹) ≈ 𝟏 𝒅 (𝐥𝐧 𝑷𝒔(𝝀𝒐𝒇𝒇,𝑹))                                                                                                           

(2) 𝟐𝜟𝝈 𝒅𝑹 𝑷𝒔(𝝀𝒐𝒏,𝑹) 

This equation is known as the DIAL equation. In the atomic remote sensing of uranium element, the 

absorptive and nonabsorptive wavelength are tuned at 𝜆𝑜𝑛= 351.46107 nm and 𝜆𝑜𝑓𝑓 = 352.26107 nm.  

Thus, we can neglect the noise caused by ozone compared to the uranium concentration above stacks 

of the nuclear site which is reported to be ~ 0.01–0.1 ppb. In addition, the probe lines 𝜆𝑜𝑛 and 𝜆𝑜𝑓𝑓 are 

close together such that their difference is slightly greater that Doppler-limited linewidth (𝜆𝑜𝑓𝑓 = 𝜆𝑜𝑛 

± 

2𝛿𝜆𝐷), where 𝛿𝜆𝐷 ≈ 0.75 pm. By definition, 𝜆𝑜𝑓𝑓 lies in the tail of absorption spectrum and 𝜆𝑜𝑛 

represents the peak.  
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Broadband tunable UV laser  

In atomic absorption remote sensing, a laser should be reliable and possesses characteristics such as 

wide wavelength tuning range from the visible to the deep UV, narrow spectral linewidth, high 

repetition rate, compactness, and a relatively low price. Various coherent sources, such as dye, diode 

and Ti:Al2O3 lasers as well as the optical parametric oscillator (OPO) have been employed. Among 

those lasers, OPO does not fit wide application in high resolution atomic spectroscopy mostly due to 

the lack of frequency and linewidth stability in order of atomic linewidth ~0.01 cm-1. In addition, the 

excimer and the higher harmonic Nd:YAG lasers are taken into account as the alternatives to monitor 

some of radionuclides. For long-range remote sensing, the multistage amplifiers of dye or Ti:Al2O3 

lasers can be exploited to scale up the pulse energy of the laser probe.  

Broadband dye and Ti:Al2O3 gain media are often desirable to tune a specific wavelength over the 

bandwidth without changing the cavity mirrors. The dye laser pumped by SHG of Nd:YAG laser offers 

a wide tunability mainly by changing the dye solutions such as Coumarin and Rhodamine with the 

spectral emission at 400– 500 nm and 570–610 nm, respectively. The higher harmonic of those lasers 

covers the spectral range of 200–400 nm. The Ti:Al2O3 laser, pumped by a frequency stable SHG 

Nd:YAG laser at 532 nm, is mostly used as a tunable NIR laser with very broad emission bandwidth 

660–1180 nm to generate ns short pulses. The higher harmonic generations of those lasers lie within 

the attractive UV spectrum of the atomic absorption. For instance, the corresponding UV absorption 

lines (𝜆𝑜𝑛) of 238U are 351.46107, 356.18038, and 358.48774 nm, which lie on the SHG spectrum of 

Ti:Al2O3 laser. Similarly, the remote sensing of 230Th is performed at 371.94347 nm using SHG of 

that laser and 234Pa from uranium chain may be traced at the corresponding absorptive lines of 

398.223. XeF laser at 351 nm is also the other choice for uranium remote sensing. During emergency 

conditions of an operating reactor, the leakage of Samarium drastically increases due to LOCA. The 

strong samarium absorption line at 463.2320 nm can be matched well with the fundamental harmonic 

of coumarin laser as well.  

It is understood that the narrow linewidth of the absorption spectra of atoms is Doppler-limited which 

is about 0.01 cm-1or about 1 pm at 300 nm with a corresponding isotope shift is in order of 0.1 cm-1. In 

addition, the hyperfine structure due to the presence of nuclear spin is much smaller than the splitting 

caused by electron spin. Various arrangements, such as Hansch array, DoubleQuartet prism method 

and Littman setup are available to perform tuning the emission of tunable lasers. Littman setup is 

chosen mainly because of easy alignment to achieve single mode with spectral width as narrow as 0.01 
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cm-1. For the additional linewidth narrowing, intracavity Fabry-Perot etalons or birefringent crystal 

waveplates can be utilized. The diffraction grating used in Littman arrangement operates as a beam 

expander and a dispersion element simultaneously, so that the dispersion power becomes two times 

higher than that of the Littrow mount.  

RESULTS AND DISCUSSION  

Radioactive pollutants which are released from the waste or the probable explosion of nuclear site 

during the accident are known to be extremely hazardous for human health, therefore those must be 

quickly identified and well protected. Here, a new method is investigated for remote sensing of an 

unknown radioactive plume having gamma or X emitter radionuclides including uranium chain or 

transuranium elements to help ensure that nuclear power plants operate safely to be non-detrimental 

to human and environmental well-being. Hybrid system can be used for continuous, atmospheric 

mapping and systematic monitoring of radioactive plume constituents based on the optical remote 

sensing DIAL and phoswich detector arrangements.  

In a reactor accident, the radionuclides such as fission products are first released into the containment 

building and subsequently may leak to the atmosphere. The activity of the resulting effluent depends 

on the rate at which this leakage occurs. In addition to the released gaseous products such as I, Xe, Kr 

and, Sm which easily escape the nuclear power plant containment, the other radionuclides, such as U 

and Pu can also be released, because of the fuel evaporation due to high temperature.  

In general, interaction of laser with plume released above the stack at reactor normal operation could 

be Rayleigh scattering. However, the concentration of the effluents increases to become noticeable 

above background level when an accident such as LOCA occurs. Power excursion is categorized as 

another major accident in the reactors, when steam explosion of the pressure vessel leads to the release 

of heavy plume including various nuclides with a dense cloud to such an extent that Mie scattering 

becomes dominant. The tuned laser probe can be used for the prompt identification and quantification 

of the accidental radioactive leakage to the atmosphere as well as normally radionuclide release in ppb 

(or less) around the stacks of nuclear power plant or radioisotope labs, reprocessing plant and the 

conversion facilities.  

The interactive performance of the hybrid system is shown in Fig. 2. The arrangement includes two 

main sections of phoswich detector array and DIAL system which interact with each other through a 

processor unit to operate simultaneously. Field of view of phoswich array is aligned to the top of the 

reactor stack to determine the radioactive plume. The processor unit commands to phoswich detector 
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array to integrate the signal in the definite time interval along plume direction. The process carries out 

by detecting γ/Xray photopeaks, using nuclear library, then the radionuclide species and their half-life 

can be determined. If there is more than one radionuclide, those can be identified by searching 

photopeak energies on MCA. In the stage of X/γ detection, using phoswich, the photopeaks of the 

characteristic hard X-ray of transuranium (30–300 keV) elements can be identified, if available within 

the radioactive plume. For instance, the typical photopeaks of 241Am, 239Pu and 235U denote to be 

59.5, 38.7 and 11.5 keV, respectively.   

  

Fig. 2. Performance of phoswich–DIAL hybrid system. 

Fig. 3 illustrates DIAL range in the clean atmosphere that is achievable up to several km using the 

oscillator–amplifier array. However, the effective range of interactive hybrid system is limited to the 

phoswich performance to a few km.  
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Fig. 3. Minimum laser peak power versus absorption coefficient, Nσ, in order to detect the released uranium into the 

atmosphere. Solid line and dashed line represent lon ¼ 351.46107 and 591.5385 nm, respectively.  

CONCLUSIONS  

Radioactive pollutants which are released into the atmosphere are known to present a hazard to human 

health; therefore, they must be identified and well protected. Here, an improved remote sensing system 

is investigated for monitoring radioactive plumes released into the atmosphere from nuclear sites. It is 

based on the combination of DIAL technique with a phoswich detector array. The DIAL, using a 

tunable UV/Vis laser, measures the concentration of the radionuclide and the plume distance, whereas 

the phoswich detects characteristic hard X/𝛾 ray emissions. Here, we have shown the ability of a hybrid 

system for the prompt identification and quantification of the effluents containing the uranium 

radionuclide, using the parameters of uranium such as absorption cross-section, absorption spectrum 

and density.  

In this work, the feasibility of hybrid system to sense a remote uranium plume was investigated, using 

the uranium absorption spectrum with hyperfine structure, the corresponding absorption cross-section 

as well as the nominal concentrations above the stack in the normal and accidental conditions. 

Moreover, the serious incapability of phoswich for pointing and identification of an unknown 

radioactive plume in the atmosphere, as depicted, has been strongly improved using DIAL–phoswich 

combination, and the graphical representation. The hybrid system functions as an interactive process 

including a slow response, time integrated phoswich array and a fast, real time DIAL. A certain 

phoswich counting, at a chosen integration time, may be due to a high active source with low γ energy 

emission or oppositely a dilute radioactive plume emitting high energy photons. Moreover, it may be 

due to a dense plume afar or a weak effluent nearby for the identical X/γ energy emissions. 
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Alternatively, the hybrid system exhibits a linear correlation between the counts and the concentration 

of the species. It indicates a unique counting corresponding to a certain activity owning the potential 

to resolve X/γ energies effectively at longer ranges. Finally, despite phoswich is unable to determine 

the external dose, however, the hybrid system does.  
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Abstract 

The natural uranium foils have been examined using laser-induced breakdown spectroscopy (LIBS) and 

then by means of spark discharge (SD) assisted LIBS in order to analyze the samples of interest. 

Regarding the strict health physics and safety regulations of radiation protection, the natural uranium 

specimens are placed in a control chamber and the experiments are carried out. A Q-switched Nd:YAG 

laser, 100 mJ/shot, 10 ns duration with 1-5 HZ PRR is employed for the target ablation and the subsequent 

plasma emission carrying out in the controlled irradiation chamber at atmospheric pressure. Afterward, 

the significant characteristic emission fingerprints of U235/ U238 have been revealed in favor of U I at 

424.41 nm/ 424.44 nm, respectively. Furthermore, a Geiger detector is coupled with the chamber to 

measure the number of counts in the course of the laser ablation and the subsequence-induced plasma 

emission. In fact, the characteristic lines and the corresponding amplitude of plasma emission are 

employed to assess the plasma parameters in favor of the uranium contents of the ore in the ambient 

atmosphere. Eventually, we have proposed that the SD-LIBS benefits larger signals against the traditional 

LIBS in various uranium ores, to emphasize the ability to detect the minimum ppb limit of detection 

(LOD). 

Keywords: Uranium ore, Spark discharge, Laser-induced breakdown spectroscopy. 

INTRODUCTION 

The development of compact laser-induced breakdown spectroscopy (LIBS) and high-resolution 

spectrometers enable us to screen nuclear facilities in the context of health physics. The presence of 

uranium and plutonium as well as the radiological materials can be determined by monitoring the 

elemental emission spectra using relatively low-resolution spectrometers. In addition, uranium 

compounds in nuclear fuel processing can be identified by applying chemometric analysis to the laser- 

induced breakdown (LIB) spectra recorded by the spectrometers[1–3]. For nuclear applications, however, 

U and Pu isotopes and other elements, require higher resolution spectrometers given the narrow magnitude 

of isotope shifts for some of these elements. High-resolution spectrometers are preferred for several 
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reasons but these must be realized at first[4,5]. 

The hand-held LIBS instrumentation probe combined with a couple of relatively high-resolution 

spectrometers with typical resolving power of 45000-75000, give us the potential to meet the field-band 

analysis needs. Here, an evaluation of the SD-LIBS probe combined with a high-resolution spectrometer 

proposed the rapid detection of uranium isotopes in the ore, and is also capable to use after some 

processing. 

EXPERIMENTAL 

 

Fig. 1. SD-LIBS arrangement for the detection of 235U/238U isotopes using a high resolution. Etchellon spectrometer 

(40000-70000) 

 

An etchellon spectrometer is employed with an ICCD detection system having a resolution of 6 pm with 

a 1-10 µs delay time. Note that both high-resolution, Czerny-Turner and etchellon spectrometers are able 

to resolve the isotope shift of interest. The Czerny-Turner one may achieve up to 40000 resolving power, 

however, it is better to employ the etchellon spectrometer with 75000 resolving power using large 

diffraction order. Furthermore, its optimal spectral resolution (6pm) can be easily achieved by means of 
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the mentioned spectrometer. Samples of different natural isotope enrichments can be prepared by using  

 

a mixture of U3O8 where the natural abundance of U235 is ~0.7%. Note that the homogeneity of the 

samples suggests to be good using visual inspection. The U3O8 samples are placed in an irradiation 

chamber with a 7.5 mm diameter, ~2mm thick made of quartz window which is sealed using silicon 

sealant. The strongest reproducible U signals are determined by monitoring the uranium peak intensity 

from replicate measurements. The detection limits for trace elements Al, Ca, Cr, Cu, Mg, Na, and V in 

U3O8 were determined using standard certified references. Linear calibration curve was prepared and 

detection limits were determined. The natural uranium foils (0.7% U235 and 99.3 U238) are used as the 

target samples. The U3O8 samples are fixed in a stable matrix having a 2 cm diameter disk and 3 mm 

thick to evaluate uranium isotope detection using LIBS. The samples were prepared in the health physics 

facility of AEOI and the initial set of test samples are delivered to us to carry out a series of LIBS. The 

visual coupling of the laser pulse into the sample targets and the strength of the emission signal is 

proportional with U3O8 concentration. The emission signals are useful to monitor the uranium spices as 

low as ppm level. Fig. 1 illustrates the SD-LIBS arrangement for isotope shift measurement of uranium 

species. 

RESULTS AND DISCUSSION 

 

The etchellon spectrometer is able to discern both isotopes taken from laser-induced plasma emission. 

The typical laser energy shot of 100 mJ/pulse at 1064 nm of Nd-YAG Q-switched laser is employed to 

ignite the plasma emission. An etchellon spectrometer coupled with ICCD succeeds in fulfilling the real- 

time spectroscopy of uranium isotopes. The higher harmonics of the Nd:YAG laser are also examined to 

verify the findings, however, there is no significant discrepancy between the fundamental laser beam 

(1064 nm) and SHG at 532 nm for this purpose. The detection limits are computed using the absolute 

areas of the element emission line by rationing the element line area to the area of a nearby uranium line. 

The resolution of a couple of Ar I lines from a low-pressure Ar discharge lamp is also inspected. 
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Fig. 2. U235/ U238 emission spectra and corresponding isotope shift using (a) traditional LIBS and (b) SD-LIBS. 

Note that SD-LIBS enhances the spectral emission of the characteristic line up to 3 folds due to the more 

energetic plasma during spark discharge to elevate the plasma emissions consequently. 

 

The comparison of the U235/ U238 lines at 424.41 nm and 424.44 nm are determined as a function of time 

delays 0 and 5 µsec. The U 235 isotope shift is ~ 25 pm to the blue whereas this takes place ~ 6 pm to the 

red in favor of U238 isotopes. With the normalized line intensity, Fig. 2 shows the isotope shifts varying 

with time delay. As the delay time increases to 5 µsec, the width of the line changes from 6-11 pm for 

the samples of interest. 

The Geiger counter (Noro 2511) is employed to detect the relative counting of radionuclides of interest. 

The alpha radiation was counted to be 2324±58 and 371±25 when the distances between the probe and 

the U foils is set 1 and 30 mm, and the background radiation was measured to be 35 ± 6. Note that plasma 

temperature (Te) is determined using the Boltzmann equation and the electron density (Ne) is estimated 

according to Stark broadening [6]. Here, the traditional LIBS gives out typical Te=11.3 kK and 

Ne=1.7×1017 cm-3, whereas those of SD-LIBS notably elevate as high as 12.8 kK and 2.4×1017 cm-3, 

respectively. 

Consequently, LIBS and SD-LIBS have been carried out to highlight a notable enhancement of uranium 

characteristic lines due to the spark discharge events. Fig. 2 illustrates U235 and U238 spectra at 424.2 nm 

as well as a certain isotope shift of ~0.251 𝐴° is determined that is resolved with a high-resolution 

spectrometer with 75000 resolving power. 
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CONCLUSIONS 

Here, the isotope ratio in U235/U238 uranium samples in the air at atmospheric pressure using 

a high- resolution spectrometer has been demonstrated. A 100 mJ/shot energy of laser can 

induce sufficient excitation of the target uranium samples. We have highlighted that SD-

LIBS enhances the characteristic emission against traditional LIBS, which allows to 

detection of LOD as low as possible. Moreover, the isotope shifts between U235/U238 slightly 

change as a function of time delay ~25 pm to ~31 pm. The present proposal will be further 

developed in the near future to realize a hand-held high-resolution probe for the prompt 

detection of the radionuclides of interest. 
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Abstract 

Porous glass is a material that contains pores in the nano/micro metre range. Porous glasses 

can be synthesized by different methods; conventional method such as foaming, phase 

separation and leaching process, sol-gel method and alteration process of volcanic materials 

such as allophones.  

In this paper we will discuss different features of porous glasses related to their properties and 

possible applications with emphasis on nuclear applications such as biomaterials, host matrices 

for nuclear wastes, precursors for special glasses, bioglass and glass for hydrogen storage. 

One of the most famous methods for preparation of porous glasses can be achieved through 

phase separation of alkali borosilicate glasses. In this method, porous glass can be prepared by 

an acid or alkaline leaching treatment of phase-separated alkali borosilicate glasses. The 

interconnected structure of the alkali-rich borate phase in the pure SiO2 phase is an important 

precondition for mechanically stable of porous glasses. 

In this way, our work reports preparation of porous silica glass via phase separation of an alkali 

borosilicate glass composition with addition of ZrO2 and TiO2. Results showed that tendency 

of crystallization decreased with increasing the amount of ZrO2 due to increase in viscosity. 

By increasing the amount of TiO2 in the mother glass, phase separation was achieved. In the 

next step, the acid leaching process of phase separated glasses was performed. Porosity 

analyzes and measurement of specific surface area of BET were performed on acid leached 

samples. 

Keywords: Nuclear Materials- Porous Glass- Phase Separation- Vycor Glass 
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Introduction 

A porous material is defined by IUPACi as “Any solid material which contains cavities and 

channels may be regarded as porous[1]. The physical properties of a solid material, such as 

density, thermal conductivity, strength and chemical durability depend largely on pore 

structure. Therefore controlling the porosity is of great importance in managing the properties 

of a solid material. in recent years, due to the influence of pores on controlling properties of 

solids and physical interaction with gasses and liquids, porous materials has great interest in 

research and industry.[2,3,4]  

Pores can be classified according to their availability to an external fluid. Using this approach, 

pores can be categorised in two types; open pores and closed pores. According to Fig.1 Closed 

pores are shown as region (a) and open pores in regions (b), (c),(d), (e) and (f). 

 

 

 

 

Fig 1: Schematic cross-section of porous solid[5] 

Glass and its products have played an important role in materials science. Porous glass has 

gained new interest in recent years because of its importance in nuclear, chemical, 

pharmaceutical, and biological applications. For the first time in 1944, Nordberg introduced 

porous glass. Porous glass is a porous material with SiO2 as its skeleton and a nano-connected 

structure. This material can be classified in different ways. According to the pore size, porous 

glass can be divided into microporous glass, mesoporous glass and macroporous glass. Table 

1 shows  classification of pore according to the pore-width. 

Table 1: Classification of pore according to their pore-width[5] 
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Porous glass can be produced by different methods such as using foam agents to glass powder, 

conventional leaching phase separated alkali borosilicate glass, sol-gel process and alteration 

process of volcanic materials such as allophones. Porous glass prepared with silica exhibits 

high resistance to chemicals and solvents. This properties combined with their high mechanical 

and thermal stability, makes it suitable to a wide variety of applications. In general porous silica 

can be used for the following nuclear applications:[5] 

1- Material for the encapsulation of nuclear waste 

2- Gas separation membranes 

3- Catalyst supports 

4- Nanoporous silica based bioactive glass for drug delivery systems 

5- Hydrogen storage 

This present work was performed to investigate the phase separation of an alkali borosilicate 

glass composition containing TiO2 and ZrO2 to produce nanoporous silica glass. In this respect, 

a glass composition was chosen to examine how its microstructure is modified by adding 

different TiO2 and ZrO2 oxides. Studying the effect of these well-known phase seperation 

agents will be a helpful and suitable approach to understand the devitrification behavior of an 

alkali borosilicate glass composition in the SiO2-B2O3-Al2O3-CaO-Na2O system used for 

nuclear applications. 

Experimental 

Glass specimens were prepared using conventional melt quenching method in the SiO2-B2O3-

Al2O3-CaO-Na2O system. Raw materials used were reagent pure chemicals Belgium 99.9% 

SiO2 powder, H3BO3, Al2O3, CaCO3, Mg (NO3)2.6H2O and K2CO3. Amounts of 0.5, 1.5, 2.5 

and 3.5% mole of TiO2 (Merck 8557502) and ZrSiO4 (Aldrich 383287) were added to the base 

glass named as CZ and CT. Table 2 shows the chemical compositions of the investigated 

glasses. 
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Table 2: Chemical compositions of the investigated glasses 

 

Fifty grams of a dry mixture of raw materials were melted in a high alumina crucible at 1400°C 

for 3 hours and cast in a stainsteel mold. The obtained glasses were melted, heat-treated at 

580°C for 2 h, and then cooled naturally to room temperature. The glass heat treatment of glass 

samples was performed inspecified intervals of 620, 650, 680, 710 ° C. The phase analysis and 

microstructure of the glasss pecimens was characterized by X-ray diffraction and scanning 

electron microscope (SEM) analyzer. In the next step, acid leaching was carried out in two 

steps: 0.5M HCl, 15h and 0.1M NaOH, 0.5 h for removing soluble-acid phases and colloidal 

silica. Brunauer–Emmett–Teller (BET) analysis was performed for pore size and specific 

surface area of phase separated glasses. Figure3 

shows a schematic diagram of the typical process for making porous borosilicate 

glass.   
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Fig 3: Schematic preparation procedure of porous glass 

Results and discussion 

Fig. 4 shows the XRD pattern of the base glass. It is seen that the base glass has an amorphous 

structure, no crystalline phase appeared in this sample and the homogeneous glass was prepared 

successfully. 

 

 

 

 

 

 

 

 

Fig 3: XRD pattern of glass sample 

Using DSC technique, temperature range of heat treatment was determined. DSC was 

performed both for bulk and powder forms, Tg was detected only in the powder state. Fig 4 

show the results of DSC analysis of glass samples (powder and bulk form). 
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Fig 4: Differential Thermal Analysis of glass sample 

 

Fig 5 shows SEM analysis of glass sample containing different amounts of ZrO2 and TiO2 heat 

treated at different temperatures. 

 

 

 

 

 

 

 

 

 

 

Figure 5(A). SEM images (a) C0.5T-680HT, (b) C1.5T-680HT, (c) C2.5T-680HT, (d) C3.5T-680HT 

(B). SEM images (a) C0.5Z-710HT, (b) C1.5Z-710HT, (c) C2.5Z-710HT, (d) C3.5Z-710HT 

As it can be seen, with increasing of titanium oxide percent, the microstructure becomes finer. 

In cases of sample 0.5 mol% of titanium oxide, increasing the activation energy cause to the 

rate of nucleation and growth is low, so these glasses need more energy for phase separation. 

In the glass samples containing ZrO2, two phases of the structure are evident, and according to 

the uniformity of the structure it seems that this separation is of the spinodal type.[5] 

 

A B 



 

 136 

Conclusions 

Porous glasses have been applied in many different fields, such as adsorption, ion exchange, 

membrane technology, drug delivery, solid phase biochemistry, catalysis. But for more than 

60 years, porous glasses on the basis of phase-separated alkali–borosilicate glasses have been 

prepared. However, this does not mean that all problems concerning the preparation, 

modification and characterization of porous glasses are solved. In recent years, the special 

properties of porous glasses have led to new applications as components of optical 

chemosensors, as host materials for immobilization of nuclear waste,  Hydrogen storage, 

porous-wall hollow glass microspheres for drug delivery.[3]Furthermore,  porous glassware as 

a host of luminescent materials for environmental and biological sensors. It seems that the 

interest of science and industry in porous glasses will continue in the next century. 
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Abstract 

The radioisotope 141Ce, with a half-life of 508.32 days, undergoes beta decay with maximum 

and average energies of 580.8 keV and 145.22 keV, respectively. The radioisotope 141Ce, with 

a half-life of 9.284 days, exhibits beta decay energies of 318.7 keV (maximum) and 82.25 keV 

(average). These radionuclides hold promise for various medical and industrial applications. In 

this study, an extraction chromatography process using α-HIBA solvent is reported for the 

separation of Ce144/Ce141 from fission products. Based on MCNPX calculations, an 

equivalent solution was experimentally prepared to mimic the waste solution from the 99-Mo 

production process via the fission method. Suitable radioisotope tracers were added to the 

simulated waste solution for radiochemical process analysis.The results demonstrated a 

radionuclidic purity of 97% and a radiochemical purity exceeding 99% for radiocerium. 

Keywords: Ce144/Ce141, chromatographic process, fission products, α-HIBA 

 
INTRODUCTION 

Most fission products and their daughters find valuable applications in medicine, industry, and 

nuclear analysis. Additionally, radiochemical separation of fission products has been of interest 

for long-term nuclear waste management resulting from the fission of 235U. This separation 

aims to reduce the radioactivity of waste and measure various fission products with lower 

yields. Notably, when the infrastructure for separating a fission product, such as 99Mo, already 

exists, the separation of other fission products becomes simpler, more attractive, and 

achievable. This article investigates the extraction chromatography process using α-

hydroxyisobutyric acid (α-HIBA) solvent for the recovery of Ce-144/Ce-141 radioisotopes as 

byproducts in the production of 99Mo. The Ce-144/Ce-141 radioisotopes are relatively high-

yield products in nuclear fission. Their radioactivity data are presented in Table 1. 
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Table 1.  Radioactive data of 141Ce and 144Ce* 

NO Radioisotope half 

life 

(day) 

Decay 

mode 

Beta Spectrum Discrete gamma 

ray with 

maximum 

intensity 

Cumulativ

e fission 

yield  (For 

thermal 

neutron 

incident 

with 235U) 

End 

point 

Energy 

(keV) 

Mean Energy 

per 

disintegratio

n (keV) E(keV) I(%) 

1 141Ce 32.51 β- 580.8 145.22 145.44 48.29 0.05847 

2 143Ce 1.38 β- 1461.5 404.9 293.27 42.8 0.05956 

3 144Ce 284.9 β- 318.7 82.25 133.52 11.09 0.055 

*The data provided from: [ref: Janis-ENDF/B-VIII.0 library] 

The radioisotope Ce144 has several practical applications, including: Standard Sources: It is 

used for calibrating detectors, Burn-Up Monitoring: Ce144 serves as a monitor for determining 

the burn-up of nuclear fuel, Decontaminability Evaluation: It helps evaluate the 

decontaminability of materials used to cover surfaces exposed to radioactive substances. 

Moreover, 144Ce finds attractive medical applications, such as the preparation of plaques for 

eye-cancer radiotherapy. 

The choice of separation method depends on the required purity, which is specified by the 

intended use of the radioisotope. Cerium radioisotope separation has been the focus of 

numerous studies. The most widely used methods include solvent extraction, extraction 

chromatography, and electrochemical separation [1-10].In this study, we first calculated the 

isotopes/radioisotopes produced through irradiation of Low-Enriched Uranium (LEU) targets 

in the Tehran Research Reactor (TRR) for 99Mo production. We employed the MCNPX Monte 

Carlo code for this purpose. Subsequently, a simple MATLAB code was used to apply 

separation coefficients to alumina adsorbent. This allowed us to determine the isotopic content 

of the liquid waste resulting from the separation step in 99Mo production, where an alumina 

column captures 99Mo. The waste solution is a rich, valuable source of radio-lanthanides, and 

its content is directly affected by irradiation time, cooling duration, storage time, and separation 

coefficients. Stable isotopes and radioisotopes of each element were added by the code to 

obtain the elemental inventory of the liquid waste. Based on the results, we prepared a 1:100 

scale-down equivalent waste solution using suitable salts. The appropriate amount of simulated 

element composition was then irradiated in TRR to produce corresponding radiotracers via the 
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neutron activation method. Considering the different isotopes of an element, further 

investigations are warranted. 

2.Materials and methods 

Natural isotopes in forms of oxide or salt were prepared from analytical grade from 

Sigma/Aldrich and were used without any further purification. To perform chromatographic 

separations, a Peristaltic pump (Langer basic series model BT100-2J, China), a Dowex 1X8 

anionic resin (Sigma Aldrich Canada), a Dowex 50WX8 resin (Dow Chemical Company, 

Midland, Michigan), Merck nitric acid 65% and hydrochloric acid 35%, α-HIBA (α-

Hydroxyisobutyric acid, Sigma-Aldrich Chemie GmbH Eschenstrasse). Gamma-ray 

spectroscopy was performed using a p-type coaxial high-purity germaniumdetector125 (HPGe, 

EGPC 80-200R) coupled with a multichannel analyzer and Gamma 2000 software126 (Silena).  

In order to provide the simulated 99Mo production waste solution, the stock solution of the 

related tracers was first prepared using natural salts and oxides according to Table 2, See result 

and discussion section. 

Table 2.   Element inventory of considered waste solution 

Element m (gr) 
 

Element m (gr) 
 

Element m (gr)  Element m (gr) 

Al 391.2 
 

Ti 0.2995 
 

Sr 5.61E-03  Se 2.91E-04 

Mg 3.40401 
 

Zr 0.019781 
 

Pr 5.55E-03  Eu 1.98E-04 

Si 2.043189 
 

Nd 0.017816 
 

Y 2.89E-03  Nb 1.79E-04 

Fe 1.392055 
 

Ce 0.013819 
 

Sm 2.30E-03  Sn 1.25E-04 

Cu 0.936 
 

Br 1.11E-04 
 

Rh 2.12E-03    

Cr 0.6637 
 

Ru 7.99E-03 
 

Rb 2.08E-03    

Zn 0.4969 
 

Ba 6.49E-03 
 

Te 1.92E-03    

Mn 0.2995 
 

La 6.05E-03 
 

Pd 9.82E-04    

 

The contents of stable isotopes and radioisotopes in the considered waste solution were calculated using 

the MCNPX Monte Carlo code and a custom MATLAB code. Precise determination of parameters 

such as the characteristics of local Low-Enriched Uranium (LEU) targets, reactor operational power, 

irradiation and cooling times, geometrical details of the irradiation position in the Tehran Research 

Reactor (TRR) core, radiochemical process properties for 99Mo separation, and storage duration of the 

waste solution is essential for estimating the element inventory. The isotope inventory of irradiated 

LEU targets can be calculated using the BURN card in MCNPX. The waste solution’s inventory 
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depends on the properties of the selected radiochemical process for 99Mo production. Additionally, 

during the decay-delay time (including cooling time, 99Mo separation duration, and storage period), the 

waste solution’s inventory evolves. Considering the radioisotope half-lives and their decay chains, we 

determine the point at which the radioisotope of interest (RIOI) reaches its highest content, and the 

separation of RIOI is performed accordingly. As previously mentioned, our goal in this study is to 

separate 144Ce as a byproduct of the Fission-Molly process (the process of 99Mo production 

via 235U fission). In Iran’s Fission-Molly process, irradiated U3O8Alx is dissolved in 6 M HNO3 and 

loaded onto an alumina column to retain 99Mo. The remaining acidic waste solution serves as a rich 

source of radioisotopes, including 144Ce. Based on previous calculations and simulations, it is necessary 

to have 24 domestically manufactured targets (containing a total of 27 g of uranium-235) in the 

channel to produce the desired radioisotopes. To meet Iran’s medical demand for 99Mo, which amounts 

to 100 Ci (6 days) per week, we considered the following parameters:Irradiation Channel: D6 channel, 

Operational Power of TRR: 4 MW, Irradiation Time: 100 hours. A simple MATLAB code was 

developed to apply the separation coefficients of the alumina column used in the radiochemical process 

of 99Mo production to the isotope inventory calculated by MCNPX. The radioactivity variations of 

three comparable radioisotopes (141Ce, 144Ce, and 147Pm) existing in the acidic waste of the alumina 

column were studied for storage periods of 70, 180, 300, and 400 days (as illustrated in Fig. 1). 

 
 

 Fig. 1. 141Ce, 144Ce, and 147Pm radioactivity variations in acidic alumina waste 

solution up to 400 d cooling period [11] 

Radioactivity Trends: Initially, 141/144Ce and 147Pm radioactivity levels are low, followed 

by a peak after approximately 70 days of decay-delay time. 

• Subsequently, 141Ce radioactivity decreases with a steeper slope than 144Ce and 147Pm, 

primarily due to its lower half-life. 



 

 141 

• Consequently, the waste solution with 300 days of decay-delay time could serve as a suitable 

source for 144Ce separation. 

3.Experimental 

3.1. Preparation of equivalent waste solution. The estimated volume of 99Mo production 

waste was approximately eight liters. Due to limitations related to handling high radioactivity 

materials and the potential gamma emission peak overlaps from fission products, 

separating 144Ce from such a volume on a laboratory scale was not feasible. A solution 

containing uranium/aluminum in a 1:100 ratios was prepared. Then, 2 mL of the prepared 

tracer solution (see “Waste Solution Inventory Calculation” section) was added to create a 

simulated fission-molly-waste solution. By scaling down to a 1:100 ratios. Specifically, one-

hundredth of the element inventory of the considered waste was mixed with salt composition 

and dissolved in 80 mL 6 M HNO3. This solution served as the basic solution for Ce separation 

and purification processes. 

3.2.The preparation of radiotracer solution. A small amount of equivalent salt composition 

from the considered waste was poured into quartz glass and placed in a suitable aluminum can. 

After conducting a leakage test, the can was irradiated in the Tehran Research Reactor (TRR) 

for 24 hours. Following a 10-day cooling period, the hot salt composition was dissolved in 6 

M HNO3. This resulting solution is referred to as the radiotracer solution. For each experiment, 

a portion of this composition was added to the basic solution to create the feed solution. 

Sampling was performed at different process steps. The gamma rays emitted from each sample 

were recorded using a high-purity germanium (HPGe) detector. The analysis was conducted 

by identifying the suitable radiotracer based on the recorded gamma spectrum of the samples. 

in the analyzed sample, radioisotopes of lanthanides such as La140, Ce141, and others, as well 

as impurities like Cs137 and Se75, have been reported.  

This process is utilized to separate 144Ce from the simulated waste solution. Subsequently, we 

outline an approach that leverages two-step extraction chromatography as a modified 

separation method. After preparing the dissolution solution containing fission products (a 

simulated waste solution mimicking the waste from the 99Mo separation process), which 

contains radio-lanthanides in the form of neutral nitrate complexes, we follow the process flow 

shown in Figure 3 to convert it from the nitrate form to the chloride form. This transformation 

allows the removal of impurities such as uranium, aluminum, tellurium, and ruthenium, which 
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form anionic complexes and are adsorbed onto the Dowex 1-X8 anion exchange resin column. 

The lanthanides, which remain in their cationic form, pass through the column. Subsequently, 

the evaporated solution is dried, and the residue is washed with 100 mL of 10 M hydrochloric 

acid. The solution is initially passed through a polyethylene column (10 cm in height) 

containing Dowex 1-X8 anion exchange resin using a peristaltic pump at varying flow rates (1, 

1.5, and 3 mL/min). The output solution from this column must be converted from the chloride 

form back to the nitrate form. To achieve this, the process is repeated by evaporating the output 

solution from the anion exchange column, followed by washing the residue with 50 mL of 0.5 

M hydrochloric acid. The remaining radioisotopes, including radio-lanthanides, are then 

converted from the chloride form to the nitrate form. This conversion occurs using a peristaltic 

pump at different flow rates (1, 1.5, and 3 mL/min) through a polyethylene 

column containing Dowex 50W-X8 cation exchange resin. For the specific separation 

of Ce141 from other impurities, the eluted solutions from the cation exchange column (which 

contain the highest amount of Ce141) are dissolved in 10 M hydrochloric acid to break down 

the α-HIBA complex. The resulting solution is subsequently converted to a chloride salt in the 

aqueous phase by passing it through a column containing DGA resin (at flow rates of 1, 1.5, 

and 3 mL/min). This process allows cerium to be absorbed while potential impurities 

like promethium pass through the column. To ensure the successful separation of cerium, the 

procedure for separating Ce141 from the mentioned column involves washing it several times 

(specifically, four times) with M05/0HCl ml20. Important Note: For lanthanide group analysis 

(specifically Ce141), the samples are diluted at a ratio of 1:10 using an HPGe system, and the 

experiments are repeated three times. 

Table 3.  Chromatographic conditions in Dowex50W-X8 cation exchange column 

Important parameters in chromatography column Chromatography conditions 

Amount of resin 9 gr 

Polyethylene column dimensions 0.9*10 Cm 

The volume of input feed to the column 100 ml 

pH of input feed to the column 3M 

of input feed to the column  flow rate   

 (Flow from top to bottom) 
1.5 ml/min 
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Volume of solution removed from column 100 ml 

Type and volume of washing solution 0.5M 3HNO50 mL  

Type and volume of elushion solution 
α-HIBA mL 180 

 (0.1-0.9 M ) 

pH of  elushion solution 4 – 4.5 M 

Type and volume of resin DGA -containing column 

washing solution 
80 mL HCL (0.05 M) 

The temperature of the experiments C025  

 

4. Results and discussion 

Figure 2 compares the spectra recorded by the HPGe detector for the feed solution (a simulated 

waste solution resembling the waste from the 99Mo production process) and the optimal eluent 

solution (0.8 M α-HIBA). Despite removing certain impurities present in the initial feed using 

α-HIBA, lanthanides such as Ce141 and other impurities like Cs137 are also detected in 

the extraction chromatography product. Continuing, to create a Ce141 salt solution and liberate 

it from the complex, we added concentrated solutions of α-HIBA (ranging from 0.7 M to 0.9 

M) and concentrated HCl (10 M). Subsequently, the solution was passed through a column 

containing DGA resin, followed by four washing steps with dilute HCl (0.5 M) on the same 

column. The results indicate that the highest 141Ce separation percentage is achieved in the first 

elution step at different loading rates (1, 1.5, and 3 mL/min). The separation percentages for 

all mentioned stages align with those in Tables 4 . 

Table 4. Conditions and Results of Cerium-141 Separation using Extraction Chromatography (First 

Method) - Loading rate: 1 milliliter per minute (Gamma radiation energy of Cerium-141 is 

approximately 145 KeV 

washing solution 

Washing 

volume 

(ml) 

 

CPS 

 

Percentage 

separation 141Ce 

 

Column input Dowex 1-X8 100 198.18 100 

column output Dowex 1-X8 100 157.08 99.01 

Column input Dowex 50W-X8 100 143.99 90.83 

column output Dowex 50W-X8 100 0 0 

0.5 M - 3HNO Wash with 50 20.01 6.30 

elushion with 0.1M α-HIBA  20 27.87 0.35 

elushion with 0.2 M α-HIBA  20 0 0 

elushion with 0.3 M α-HIBA 0 20 0 0 

elushion with 0.4 M α-HIBA  20 0 0 

elushion with 0.5 M α-HIBA  20 0 0 
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0.5M α-HIBA elushion with 20 0 0 

elushion with  0.7 M α-HIBA  20 907.85 11.45 

elushion with 0.8 M α-HIBA  20 1590.01 20.05 

elushion with 0.9 M α-HIBA  20 1155.96 14.58 

DGA resin column input 20 42.96 43.36 

DGA resin column output 20 0 0 

First washing with 0.05 M HCl 20 1772.09 22.35 

Second washing with 0.05 M HCl 20 0 0 

Third washing with 0.05 M HCl 20 0 0 

Fourth washing with 0.05 M HCl 20 0 0 

 

 

 

Fig. 2. Comparison of gamma emission spectrum for the feed solution and the isolated 

product 

 

4. Conclusion 

In this method, a simulated solution of the waste from the production process of molybdenum-99, 

containing radionuclides, passes through an anion exchange column and is then passed through a cation 

exchange resin bed in the ammonium form. The lanthanides will be absorbed by the cation exchange 

resin. To separate each of the lanthanide radioisotopes, their various affinities with a complexing agent 

are utilized in the solution. Exchange agents in ion exchange chromatography have lower selectivity 

and higher capacity, whereas in extraction chromatography, they exhibit greater selectivity and lower 

capacity. In extraction chromatography, free electron pairs and ligand atoms in the solvent containing 

the complexing agent form a dative bond with the vacant orbitals of 3-valent lanthanides. Passing the 

solution containing the complexing agent through the column, the lanthanides form stable complexes 

with it. A competitive interaction between the aqueous phase and the resin begins, resulting in 

continuous exchange of lanthanide ions between the complexing agent and the resin. Due to differences 
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in complex formation constants, lanthanides with higher formation constants move more rapidly 

downward through the column (and separate earlier). In various studies on lanthanide separation, the 

solution containing the complexing agent used in this method is α-Hydroxyisobutyric Acid (α-

HIBA) with an approximate concentration of 2.1 molar (48.12 grams of α-HIBA in 100 milliliters of 

water) at a pH of 5.4 

The findings indicate that Ce-141 can be separated from nuclear fission products using the solvent α-

Hydroxyisobutyric Acid (α-HIBA) in the extraction chromatography method, particularly at 

high concentrations of the mentioned solvent. Additionally, apart from lanthanides, the cation 

exchange column also absorbs other impurities (such as cesium-134), which compete during 

the separation process with Ce-141 using α-HIBA. However, despite the successful separation 

of Ce-141 by the extraction chromatography method using α-HIBA and its purification relative 

to other impurities, the efficiency of this method is not very desirable. Therefore, I recommend 

that future research explore alternatives, such as replacing the cation exchange column with an 

Ln-resin column in extraction chromatography, and consider using different solvent solutions 

for this method. 
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Abstract.  

In process industries such as petrochemical plants, the timely identifition of the problem for 

remedial action and optimization of the plant performance bring great benefits through 

reducing operational downtime, maintaining operational efficiency, ensuring safety and 

prevent environmental disasters. Over decades of application, the radioisotope based 

techniques such as radiotracers and sealed radiation sources have proven themselves to be the 

effective diagnostic tools in troubleshooting and optimization of industrial processes thus 

leading to high economic benefits. The most obvious advantage of radioisotope techniques is 

based on the penetrating properties of radiation, which allows observing the structure and fluids 

inside the process equipment with measuring devices placed outside the wall while the 

equipment is operating. Radiotracer techniques are used to identify the malfunction or the leak 

in process equipment by injection of the suitable radioisotope tracer into the inlet and detection 

of tracer transport through the system by detectors placed at the outlets.  Gamma scanning 

techniques are also the unique tool to determine the internal structure of fluids distribution in 

the process equipment or to identify the corrosion and deposit in the pipeline. Neutron 

backscattering is the useful method to determine moisture in the insulation and 

hydrocarbon/water liquid levels. 

Because practical applications are so numerous, this overview presents typical examples to 

illustrate the application of radiotracer techniques and sealed radiation sources in industrial 

process diagnostics. The benefit of the such applications is also illustrated by examples of 

solved problems.  

I. Introduction 

In the large scale process industry such as petrochemical plants, the successful operation 

depends on the timely identifition of the problem for remedial action and optimization of the 

mailto:nhquang.dalat@gmail.com
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plant performance.  Over decades of application, the radioisotope based techniques such as 

radiotracers and sealed radiation sources have proven themselves to be the effective diagnostic 

tools in troubleshooting and optimization of industrial processes thus leading to high economic 

benefits. The most obvious advantage of radioisotope techniques is based on the penetrating 

properties of radiation, which allows observing the structure and fluids inside the process 

equipment with measuring devices placed outside the wall while the facility is operating.  

The principles and practical applications of radioisotope techniques for diagnostics in 

troubleshooting and industrial process optimization can be found in a number of IAEA 

publications and related journals. Some popular documents are listed in the References section. 

Radioisotope based techniques used for industrial inspection may also include 

Radiographic Testing as in Nondestructive Testing (NDT) and Nucleonic Gauge but those 

techniques are not used for diagnostics of system in operation. Therefore, in this paper we focus 

on the in-situ techniques including radiotracer, gamma scan and neutron backscattering which 

are used frequently in diagnostics for troubleshooting and optimization of the system. 

II. Principles of radioisotope based technique applications 

2.1. Tracer technique [1,2,3] 

The principle of tracer application in process diagnostics is illustrated in Figure 1. Tracer 

material is injected at the inlet of the system as the pulse and tracer movement through the 

system is detected by using detector placed outside the wall and at the outlet. Tracer data are 

radioactivity counts versus time elapsed since injection. 
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Figure 1. The principle of tracer application in process diagnostics. 

Most application of tracer in process investigation works on the principle of 

phase tracing. In practice, by selection of the appropriate tracer for a particular 

application the criteria for suitable phase tracing is can be met by radiotracers as 

clarified below: 

- The tracer behaves in the same way as the material under investigation. 

For example, tracers can be a compound soluble in water, organic or gas 

phase which is tagged with the radioisotope.  

- Tracer movement in the system can be easily detected at low 

concentrations without disturbing the system. By using the appropriate 

specific radioactivity, the mass of tracter used in application is quite small 

to disturb the tracing fluid. On the other hand, the radioisotope is 

selected as gamma emitter, for example Br-82 in Dibromobenzene, 

which is detected by using out wall gamma detector. 

- The residual tracer radioactivity in the product from the system should 

be 

minimal in radiation safety consideration; This criteria can be achieved by 
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using short half-live radioisotope and let the tracer stay enough long 

time in the system for decaying and dilution. 

- No significant absorption on the wall and thermal/chemical inert.  

In general, the factors which are important in the selection of the tracer are 

half-life, specific activity, type of radiation, radiation energy and physical and 

chemical form. The commonly used radiotracers for process investigation are 

listed in the Table 1. Tracer materials are usually prepared in two ways: direct 

irradiation in a nuclear reactor or synthesis of radioactive tracer compounds by a 

tagging procedure. For example, Methyl Bromide (Br-82) is synthesized from 

Potasium Bromide (Br-82) after activation in a neutron flux; Argon-41 is produced 

directly by neutron activation of Argon gas. 

Table 1. Commonly used radiotracers in process investigation 

Isotope Half-

life 

Gamma 

radiation 

energy, MeV 

Chemical form Tracing phase 

Sodium-24 15 h 1.37 (100%) 

2.75 (100%) 

Sodium Chloride, 

Iodide Chloride 

NaCl, NaI 

Aqueous 

Bromine-82 36 h 0.55 (70%) 

1.32 (27%) 

Dibromobenzene 

Ammonium 

bromide 

Methyl Bromide 

Aqueous 

Organic 

Gas 

Lanthanium-

40 

40 h 1.16 (95%) 

0.92 (10%) 

0.82 (27%) 

2.54 (4%) 

Lanthanium 

Chloride 

Solid 

(absorbed) 
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Activated 

intrinsic tracer 

such as catalyst 

Gold-198 2,7 

days 

0.41 (100%) Chloauric acid  Solid 

(absorbed) 

Organic 

(colloidal) 

Iodine-131 8.04 

days 

0.36 (80%) 

0.64 (9%) 

Potasium or 

Sodium Iodide 

Iodobenzene 

Aqueous 

 

Organic 

Krypton-79 35 h 0.51 (15%) Krypton Gas 

Argon-41 110 

min 

1.29 (99%) Argon Gas 

 

Tracer radioactivity amount A (Bq or milicurie) for injection into the system 

is estimated based on specific activity which detector can detect and on flow rate 

as described in the following formula: 

𝐴 = 𝑄.𝐾−1∫ 𝑟(𝑡)𝑑𝑡
∞

0

 

where, Q (m3/s) is flow rate at detector position, r(t) is count rate at time t 

(counts/s), K is detection efficiency (counts.m3/Bq.s) determined by laboratory 

experiment. 

Because the amount of tracer material is very small, the tracer solution is 

prepared by diluting it with a non-radioactive carrier before injecting it into the 

system which mixes well the tracer solution with bulk fluids.  
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The tracer is injected into the system in pulse mode, meaning that the time 

of injection is very short compared to the traveling time in the system. 

Residence Time Distribution [2] 

Continuously processing systems are designed to have either plug flow or 

well mixed flow patterns. In case of malfunction, the deviation from designed 

patterns is considerable and of a direct bearing on the process efficiency and 

product quality. The formation of damage, leakage, blockage, deposit… inside the 

equipment are the factors create the malfunctions such as fouling, channeling, 

by-passing, maldistribution etc.  The malfunction of the real system can be 

assessed by analysis of RTD for interpretation of the actual flow pattern. 

With assumption that tracer following consistently with tracing fluid, the 

actual RTD of a flow system can be obtained from the normalized tracer response 

to an impulse injection of tracer stimulant. If an impulse of tracer is injected at the 

inlet of the system at time t=0 and its radioactivity is measured as a function of 

time at the outlet C(t), then Residence Time Distribution E(t) is determined as: 

𝐸(𝑡)  =  
𝐶(𝑡)

∫ 𝐶(𝑡)𝑑𝑡
∞

0

 

E(t)dt represents the fraction of the tracer having residence time between 

time interval (t, t+dt) or probability for a tracer element to have a residence time 

in the system between interval (t, t+dt). Thus: 

∫ 𝐸(𝑡)𝑑𝑡 = 1
∞

0
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 In principle, any flow system can be described by composing the ideal 

elementary models – the perfect mixers (or perfect mixing tank) in series model. 

The RTD function can be expressed in tank number j and time domain as bellows. 

Perfect mixers (j=1):  𝐸(𝑡) =
1

𝜏
exp (−

𝑡

𝜏
)  

Perfect mixers in series (j>1):  𝐸(𝑡) = (
𝐽

𝜏
)
𝐽 𝑡𝐽−1exp (−𝐽𝑡 𝜏)⁄

(𝐽−1)!
 

Different perfect mixers in series models and plot of according E(t) are 

illustrated in Figure 2.  

 

 

 

 

 

 

   

Figure 2. Perfect mixers in series models and their RTD curves. (a) – Perfect 

mixer, (b) – Three perfect mixers in series and (c) – RTD curves of perfect mixers in 

series as function of mixer (tank) number J. When the number of mixers is large 

(>20), the flow is almost plug flow. 



 

 154 

Examples of description of a real flow system by composing elementary 

models is given in Figure 3. During diagnostics, the tracer response curve 

provides the experimental RTD and the actual flow pattern of the system is 

approached by fitting the calculated RTD to the experimental RTD curve. 

 

 

 

 

 

 

 

 

 

 

 

2.2. Gamma scanning techniques [3]  

The intensity of gamma radiation absorbed in the material between the 

radioactive source and detector is described by the transmission law. 

I = Io.exp(-µ.p.x) 

where: I: the intensity of radiation transmitted through the material 

I0: the intensity of incident radiation 

 

 

Q Q Q Q 

V/K V/K V/K V/K 

Figure 3. 

Examples of 

description of the 

real system by 

composing the 
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μ: the mass absorption coefficient of the test material 

ρ: the density of material 

x: thickness of material  

This basic equation is used for experimental design, measurment, data 

processing 

and interpretation of gamma-ray absorption scans in column, vessels and pipes. 

In principle, backscatter gamma scanning can also be used. However, the wall 

thickness and large size of industrial facilities are obstacles to the practical 

application of this method. 

Column scan is the most common application of transmission gamma 

scanning technique. With a collimated symmetric source and detector 

configuration moving along the column body, the count attenuation profile gives 

information about the internal structural condition as well as the fluid distribution 

of the distillation or adsorption columns. Figure 3 introduces principle of column 

gamma scan. In fact, gamma scan gives quick results on the site about the 

malfunction such as tray collapse, clogging, flooding, fooling, foaming in 

distillation towers or liquid maldistribution, channeling, pack material loss in 

packed column. The gamma scanning findings are very useful in provision of the 

fact for diagnostics in troubleshooting and treatment that brings a great benefit 

from minimizing downtime, optimizing operation optimization and avoiding 

accident.  
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Figure 3. Principle of column gamma scanning technique. 

 

2.3. Neutron backscattering technique [3] 

In addition to the gamma scan, the neutron scattering measurement 

technique can be applied in determining water, hydrocarbon liquid levels and 

deposit, blockage by the hydrocarbon material. The principle of neutron 

scattering measurement is based on the slowing down (moderation) of fast 

neutrons emitted from the source into thermal neutrons that are sensitive to the 

hydrogen concentration in the material. The equipment consists of a neutron 
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source and neutron counter (He-3 or BF3) placed next to each other. Since 

detector counts only thermal neutron backscattering from the material of 

hydrogen composition due to moderation of the fast neutron, the counting rate 

will reflect content of hydrogen in material. Hydrocarbon materials have higher 

hydrogen content than water, so they give a higher counting rate than water. 

Figure 4 describes the principles of neutron backscattering gauge in level 

measurement. 

 

 

 

 

 

 

 

 

Figure 4. Principle of neutron backscattering measurement in level 

detection. 

2.4. Industrial Computed Tomography [4] 

The gamma scanning technique has the advantage of being simple and 

quick giving results of surveying the condition of process equipment on site. 

However, gamma scanning results based on the attenuation of the transmitted 

gamma ray beam only provide information about the total density of material 

along the scanning path. That in some cases is not enough to understand the 
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detailed condition of the fluid or defect inside the tower. Computed Tomography 

is a solution that can provide cross-sectional images of the process equipment. 

Using the image reconstruction algorithm, the data of the gamma scanning lines 

around the object are processed to give a cross-sectional reconstructed image of 

the internal density distribution. The Industrial CT device can be installed on site 

to survey the damage, cracking state of refractory inside column, blockages or 

corrosion inside pipes. Figure 4 depicts the configuration of different generations 

of CT and photos of Industrial CT equipments designed and fabricated in the 

Centre for Applications of Nuclear Technique in Industry (CANTI, Viet Nam) [5]. 

 
Figure 4a. Configuration of different generations of Computed 

Tomography 
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Figure 4b. Photos of different industrial CT equipments. G-COMET – the 3rd 

generation CT equipment for flow model study (a); g-OCTOPUS – the improved 

3rd generation portable CT system for large scale scanning (b); g-SPIDER – the 

portable CT equipment combined 1st and 3rd generation (c); GORBIT – the 1st 

generation portable CT equipment (d) and photos of CT application on the site 

for detection of pipe corrosion (e, f) – CANTI’s photos [5]. 

III. Industrial applications 

3.1. Radiotracers for study of catalyst distribution and flow pattern in 

Fluidized Catalytic Cracking Unit in a Refinery 

In cracking unit using catalyst, the axial catalyst distribution and flow pattern 

in FCCU riser are of great concern of operator to ensure the process efficiency. 

Radiotracer was applied to investigation of the flow dynamics of catalyst in the 

Riser of FCCU. The following case study was reported in the IAEA/RCA Project 

a b 

c d 

e 

f 



 

 160 

RAS/08/107/9002/01- Technical Meeting on New Developments in Radiotracers 

and Sealed Source Applications [6]. 

Radioisotopic tracer La-140 for solid catalyst tracing is prepared by neutron 

activation of catalyst powder. The experiment arrangement is showed in Figure 

5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Arrangement of 

experiment.  

D1 – D9: detector position 

S, W, N, E: location in the 

direction around the system  
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Tracer injection point was located at the catalyst inlet of the riser. Detector 

D7 is to detect the tracer input. Detectors were placed in three section of the riser 

where, D1 and D2 are to observe tracer movement in the East and West, D3, D4 

in the South and North and D5, D6 in the East and West of the riser. All detectors 

are NaI 2”x2” collimated by lead shield. Radioactivity counts were collected by 

the Data Acquisition System with 0.1s reading. The obtained experimental RTD 

curves were fitted with the model RTDs for interpretation of flow pattern (Figure 

6). 

The experiment results of Mean Residence Time, velocity, Peclet number and 

flow pattern in each section of riser are summaried in Table 2. 

The obtained RTD curves of each couple of detectors are almost concided 

to each other that shows good radial distribution in all three sections of riser. RTD 

analysis also shows flow pattern in each section that the catalyst flow in form of 

near plug flow from the inlet (D7-D1D2) and the next section (D1D2-D3D4) to the 

intermediate mixing (D5D6) and to the near well mixing in the last section. That 

means the riser operated well in the condition at the experiment carried out. 

However, the experiment should be continued with different conditions to 

optimize the operations of the riser. 
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Figure 6. Experimental RTD and modeled RTD curves of catalyst tracer at 

observation locations. 

 

Table 2. Results of catalyst tracer measurement in Riser 

Parameters Between detector locations 

D7-

D1D2 

D1D2-D3D4 D3D4-

D5D6 

D5D6-

D8 

D8-D9 D7-D9 

Radial 

distribution 

Good Good Good    

Expt MRT(s) 3.65 1.4 2.6 96 50 132 

Velocity U(m/s) 2.4 8.25 5.0    

Model MRT(s) 3.7 1.55 2.5 81.5 41 123 

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0 100 200 300 400 500 600

Time (s)

E
(t

)

Detector D9

Axial Dispersion Model
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Peclet Number 9.5 7.12 10 2.95 5.7 5.7 

Flow pattern Plug 

flow 

Intermediate 

mixing flow 

Plug 

flow 

Near 

well 

mixing 

flow 

Intermediate 

mixing flow 

Intermediate 

mixing flow 

 
 

3.2. Column scan for monitoring heavy foaming in absorption column 

The impurity of the product was found in absorption column in DQ Refinery. The gamma 

scans were carried out to investigate the inside column status. The gamma scanning diagram 

is depicted in Figure 7 in which the gamma source is located in the Northeast and the detector 

is in the Southwest.  

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Gamma scanning application for monitoring heavy foaming in the absorption 

column of DQ Refinery. 

Scan results (Scan Line #1) show that all trays are in good condition, however low 

gamma counts indicate high liquid density in all trays with the potential for heavy foaming. 
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After receiving the scan results, the operator adjusted the operating parameters and requested 

a re-scan. The second scan results (Scan Line #2) showed that there was no thick foam 

phenomenon, and the liquid inside was likely in vapor form as usual. The product obtained is 

of good quality. The investigation was completed in just 2 days. The cost of the investigation 

was not high, but the benefits from restoring the process are huge because the cost of downtime 

runs into millions of US dollars per day. 

3.3. Investigation of malfunction in the condensate stabilizer of NCS Plant by using 

Radiotracers, Gamma Scan and Neutron Backscattering Techniques [8] 

NCS condensate stabilizer was found to be malfunctioning. Column pressure increases 

as production increases, causing a suspected blockage problem in Bed #3 or from the trap out 

tray to the product drainage pipe. Condensate flow blockages can be detected with a gamma 

scan, but the cause of the blockage may be from Bed #3 that should be investigated with tracers.  

The diagram of Stabilizer and gamma scan, tracer application is shown in Figure 8.  

 
Figure 8. Diagram of NCS Condensate Stabilizer and gamm scan, tracer application. 

Gamma scans were applied for Bed #3, Trap out Tray and the Pipe connect to Trap out 

Tray at 3 operation regimes 40 m3/h, 20 m3/h and 0 m3/h. Bidirectional scanning results 

showed no abnormalities detected in Bed No. 3 (Figure 9, left). However, the scan results in 

the Trap out Tray show different condensation levels depending on the operating flow of 40 
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m3/h, 20 m3/h and 0 m3/h respectively, very high levels even upto the chimney, medium level 

and no condensate. Additionally, scanning in the Trap out Tray and pipe scanning detected an 

area of build up in the Tray with material of higher density than the condensate extending from 

the elevation of 120 cm down to the pipe connected to the Tray (Figure 9, left). This finding 

was confirmed by cross checking with neutron scan. 

With the assumption that the material accumulating in the tray could be from Bed #3, the 

tracer in form of organic colloid Au-198 was injected into the system to investigate the 

condensate distribution across the bed. Monitoring results showed an uneven distribution of 

condensate in the zone of detector D3, towards the Downcomer, where the condensate amount 

was 1.5 times higher than in other zones, which is believed to have less packing material 

(Figure 10). 

 
Figure 9. Scanning results in Bed #3 (left) and Trap out Tray (right). 

 

 

 

 

Figure 10. Radial tracer 

distribution in Bed #3. 
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IV. Concluding remarks 

Over decades of application, the radioisotope based techniques such as 

radiotracers and sealed radiation sources have proven themselves to be the 

effective diagnostic tools in troubleshooting and optimization of industrial 

processes thus leading to high economic benefits [9]. Thanks to the unique ability 

to "look inside the system", in the context of increasing competition from modern 

technologies, radiation techniques such as gamma scanning, neutron scanning 

and tracer are still being applied in diagnostics investigation of industrial 

processes. Research to improve methods, modernize measuring equipment, and 

use new technologies such as wireless transmission and artificial intelligence in 

result interpretation is still continuing in many laboratories.  
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Abstract 

In this study, the PANI/SnO2 nanocomposite was synthesized using the combination of 

hydrothermal and chemical polymerization methods. SnO2 nanoparticles, with 30% of the 

weight, were dispersed in polyaniline. The samples were then exposed to gamma irradiation at 
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three different doses of 10, 20, and 30 kGy. The morphology, structure, and optical 

characteristics of the samples were analyzed using the X-ray diffraction (XRD), UV-vis 

absorption spectroscopy, photoluminescence (PL) emission spectroscopy, energy dispersive 

X-ray analysis (EDX) and scanning electron microscopy (SEM). Photoluminescence 

spectroscopy and UV-vis absorption spectrum were utilized to examine the electron transitions 

and optical properties, respectively. It was observed that gamma radiation is increasing the 

uniformity and density of the particles, significantly impacting the structure and morphology 

of the sample surface without altering the phases. Optical absorption and photoluminescence 

peak intensities increased at higher gamma irradiation doses. For 30 kGy irradiation dose, the 

photoluminescence peak shifted from 420 nm to 416 nm in comparison of the non-irradiated 

sample (blue shift). The direct band gap decreased from 2.58 eV to 2.47 eV as the gamma dose 

increased from 0 to 30 kGy. 

Keywords: Polyaniline-tin oxide nanocomposite, Chemical polymerization, Nanocomposite, 

Gamma rays 

INTRODUCTION 

In recent decades, advancements in modern science have led to the emergence of new studies 

in the field of nanotechnology, sparking a revolution in device manufacturing and material 

property examination at the nanoscale. The rules of nanotechnology have also highlighted the 

interest in the physical properties of materials. Therefore, it is crucial to find a cost-effective, 

convenient and rapid method for producing nanoparticles. Nanoscale materials display optical 

and electrical behaviors that differ from those of the same materials in lager structural 

dimensions. Conductive polymers are particularly noteworthy for their potential applications 

in chemical and biological sensors, solar cells and other areas, thanks to their affordability, 

flexibility and capabilities. 

Easy and fast processing has garnered a lot of attention [1]. The flexibility and environmental 

stability of polyaniline are considered advantageous [2], as well as the use of nanoparticles due 

to their high surface-to-volume ratio and modification of optical, electrical and other properties 

related to conductive polymers. Additionally, polyaniline holds a special position due to its 

lower price. One of the most important metal oxides is SnO2. Pure tin dioxide SnO2 is a crucial 

n-type wide band semiconductor with a wide band gap (3.6 eV) [3]. Dispersion of nanoparticles 

in a suitable environment is a new technique for preparation, resulting in a nanocomposite [4]. 



 

 169 

Nanocomposites can be prepared by combining SnO2 nanocrystalline particles in the form of 

a colloidal suspension [5]. 

It is widely understood that exposure of any solid material to ionizing radiation (such as X-

rays, gamma rays, etc.) causes a change in the materials microstructural properties, 

subsequently affecting its overall properties. This change depends on two factors: the 

irradiation dose and the thickness of the layers. The higher doses and the thinner layers, the 

more intense the destruction will be. 

Previous research has explored the effects of gamma radiation with different doses on the 

electrical, optical, and structural properties of hybrid PANI/ZnO and tellurium dioxide, 

investigating its applicability in gamma dosimetry. This research focuses on the investigation 

of a polyaniline-tin oxide nanocomposite and the study of the effect of gamma radiation on the 

properties of the composition. In this study, a PANI/SnO2 hybrid nanocomposite was prepared 

using the combination of chemical and hydrothermal polymerization methods and its properties 

were examined for the first time under gamma radiation, showcasing its potential as a new 

material in dosimetry. 

EXPERIMENTAL 

Synthesis of SnO2 nanomaterials by hydrothermal method 

For the synthesis of SnO2, the hydrothermal method was utilized with chemicals of 99% purity. 

A 981.68 mg of tin chloride was dissolved in 70 ml of deionized water and 8 g of glucose was 

added. The solution was stirred until clear. Next, 104.24 ml of phosphoric acid was added drop 

by drop, and the mixture was stirred with a magnetic stirrer for 20 minutes. The solution was 

then transferred to a Teflon autoclave and placed in an oven at 140 degrees for 24 hours. The 

settled powder was centrifuged, dried in an oven at 80 degrees for 12 hours, and then placed in 

a furnace at 550 degrees Celsius for 3 hours to enhance crystalline conditions. 

Synthesis of PANI-SnO2 nanocomposite 

PANI-SnO2 nanocomposite films were synthesized using the chemical polymerization method. 

The synthesis involved two separate vessels, A and B. In vessel A, a mixture of 0.5 mmol of 

ammonium persulfate and 30 ml of dilute hydrochloric acid was stirred for 30 minutes. In 

vessel B, tin dioxide nanoparticles (30% by weight) and 30 ml of dilute hydrochloric acid were 

combined and stirred with an ultrasonic device for 10 minutes. Then, 0.5 mmol of aniline was 
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added and mixed thoroughly. The contents of vessel A were added drop by drop to vessel B 

and placed in an ice bath for 2 hours. The sediment was allowed to settle for 30-40 minutes, 

then washed multiple times with distilled water to remove impurities. The sediment was then 

dried and ground with a mortar to obtain the PANI-SnO2 nanocomposite sample with 30% tin 

oxide by weight. The resulting nanocomposites were characterized using spectroscopic devices 

[6]. 

Results and discussion 

Figure 1 shows the XRD diffraction patterns of the composite sample of polyaniline with 30% 

tin oxide (PANI/SnO2 (30%)) under different doses of gamma radiation. From bottom to top, 

the patterns represent the sample without gamma radiation, the sample irradiated with a dose 

of 10 kGy, the sample irradiated with a dose of 20 kGy, and finally the sample with a radiation 

dose of 30 kGy. It is evident that the application of radiation doses did not alter the phases of 

the sample which is consistent with previously published results [7]. In all cases, the sample 

exhibited two main phases: PANI and SnO2 in their pure forms. The polyaniline phase 

possesses a monoclinic crystal system with an index peak at a diffraction angle of 25.52º, 

categorized as plates with the Miller index (200). The tin oxide phase, on the other hand, 

features a tetragonal crystal system with an index peak at a diffraction angle of 26.54º, 

categorized as plates with the Miller index (110). Upon comparison of the diffraction patterns, 

it is apparent that the sample without gamma radiation shows the sharpest SnO2 peaks with the 

highest intensity. With the application of gamma radiation and an increase in dose from 10 to 

30 kGy, the intensity of the SnO2 phase peaks gradually diminishes. 
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Fig.1. XRD pattern of the nanocomposite (30%) PANI/SnO2 under gamma radiation at doses of 10, 

20 and 30 kGy 

As shown in Table 1, the size of crystals in PANI/SnO2 (30%) increased as the radiation dose 

of gamma rays increased from 10 kGy to 20 kGy. However, when the radiation dose was 

increased to 30 kGy, the size of the crystals decreased. Figure 2 depicts the non-irradiated 

(30%) PANI/SnO2 nanocomposite, irradiated under gamma rays at doses of 10, 20 and 30 kGy. 

The nanocomposite film (30%) of PANI/SnO2 demonstrates that SnO2 nanoparticles are evenly 

dispersed in the polyaniline matrix [8] and PANI interacts with tin oxide crystals [9]. By 

analyzing the shape and calculating the particle size using Scherer's formula, it is evident that 

the particle size of PANI/SnO2 increases with the radiation dose reaching 20 kGy, resulting in 

enhanced uniformity and density of the particles. However, when the radiation dose is 

increased to 30 kGy, both the density and size of the particles decrease, corroborating the 

findings of X-ray diffraction. The crystals tend to aggregate after gamma irradiation, leading 

to the formation of larger crystals, which is in good agreement with previously reported results 

[10]. 

Table 1. Particle size of PANI/SnO2 (30%) in XRD spectrum after gamma ray irradiation at different 

doses 

Gamma 

dose 

Phase name 
λ ( ) K  obsβ

(degree) 

 stdβ

(degree) 

2θ 

(degree) 

 struct.β

(degree)     
)  (D  
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Fig.2. SEM images of 30% PANI/SnO2 before and after irradiation at different doses: (a) before 

irradiation (b) after 10 kGy (c) after 20 kGy and (d) after 30 kGy  

Figure 3, shows the EDX spectrum of the PANI/SnO2(30%) nanocomposite. The weight and 

atomic percentage of elements are listed in the inset of figure. 

kGy  30 2SnO 1.5406 0.9 2.100 0.020 34.100 2.080 40        

kGy  20 2SnO 1.5406 0.9 1.030 0.020 51.630 1.010 87        

kGy  10 2SnO 1.5406 0.9 1.190 0.020 33.940 1.170 71        
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Fig.3. EDX of PANI/SnO2 nanocomposite (30%). The inset shows the atomic and weight percentage 

of the elements. 

 

Fig.4. Photoluminescence spectrum of PANI/SnO2 nanocomposite (30%) with different dosages 

Figure 4 shows the photoluminescence spectrum of PANI/SnO2 under varying doses of gamma 

rays. The intensity of the PL peak changed after exposure to gamma radiation, with the peak 

intensity increasing as the radiation dose increased. This increase in intensity is likely a result 

of the filled cavities increasing with the gamma dose, causing the release of charge carriers 

through thermal excitation and subsequent recombination with their counterparts. At a dose of 

30 kGy, the photoluminescence spectrum underwent significant changes, shifting towards 

shorter wavelengths [7]. The peak of the spectrum shifted from 420 nm to 416 nm, indicating 
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a blue shift.  Figure 5(a) and (b) show the values of absorption edge and band gap energy for 

the synthesized compounds after gamma irradiation. As the radiation dose increased, so did the 

absorption and absorption edge shift. This shift and increase in absorption after gamma 

radiation can be attributed to the increase in grain size [11, 12].  

 

 

 

Fig. 5. Absorption spectrum (a) and band gap (b) of nanocomposite with 30% PANI/SnO2 

It can be observed that prior to gamma radiation, the energy gap increased by adding SnO2 to 

PANI. After irradiation, a trend of decreasing energy gap with increasing radiation dose is 

evident. This means that as the radiation dose increases, the energy gap decreases, aligning 

with results from the nanocomposite (PANI/ZnO). The decrease in energy gap after gamma 

radiation can be explained by the simple charge transfer model. According to this model, the 

Fermi levels in the samples after irradiation have increased compared to pre irradiation 

samples, resulting in a reduction of the optical energy gap. Additionally, absorption peaks 

broaden with higher gamma doses, likely due to the creation of defects such as organic 

components, radicals or radiation-induced color centers that form new energy levels. Table 2 

shows the band gap values of the PANI/SnO2 nanocomposite sample (30%) before irradiation 

and after various doses of gamma radiation. 

Table 2 Measured band gap energies (eV) of PANI/SnO2 sample (30%) at different doses  

Sample 0 kGy 10 kGy 20 kGy 30 kGy 

(30%)2PANI/SnO 2.58 2.50 2.49 2.47 
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Conclusions 

The PANI/SnO2 nanocomposite was synthesized using a combination of hydrothermal and 

chemical polymerization methods. SnO2 nanoparticles, accounting for 30% of the weight, were 

dispersed in polyaniline. The prepared samples were exposed to gamma irradiation at three 

different doses of 10, 20, and 30 kGy. The morphology, structure, and optical characteristics 

of the samples were investigated using XRD, UV–vis absorption spectroscopy, PL, EDX, and 

SEM. It was observed that gamma radiation increased the uniformity and density of the 

particles and significantly affected the structure and morphology of the sample's surface, 

without changing the phases. The intensity of the optical absorption spectrum and 

photoluminescence peak intensity increased with increasing gamma irradiation doses.  

The particle size of the PANI/SnO2 nanocomposite increased from 71 to 87 angstroms by 

increasing the radiation dose from 10 to 20 kGy. However, at 30 kGy irradiation dose, it 

decreased to 40 angstroms. Additionally, the band gap decreased from 2.58 to 2.47 as the 

gamma dose increased from 0 to 30 kGy. 

This proves that gamma radiation can be an effective tool for adjusting the characteristics of 

the surface. 
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Effect of gamma irradiation on the physical properties of CdS/PVA 
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Abstract  

Polymer nanocomposites are considered promising candidates for device applications in 

various fields. The physical properties of polyvinyl alcohol (PVA) are the subject of active 

research, as it is a distinguished base material with natural properties that make it a good host 

matrix for embedding nanoparticles. CdS/PVA nanocomposites have garnered significant 

attention due to the wide direct band gap of 2.42 eV of CdS, coupled with the good mechanical, 

acoustic, and elastic properties of PVA. We present the preparation of CdS/PVA 

nanocomposite thin films on a glass substrate using the chemical bath deposition (CBD) 

method. The temperature, deposition time, and pH value of the bath were 80˚C, 1 hour, and 11, 

respectively. The resulting films were uniformly homogeneous, smooth, and firmly adhered to 

the substrate. Subsequently, the samples underwent gamma irradiation at five different doses: 

10, 40, 70, 100, and 150 kGy. Characterization was conducted using scanning electron 

microscopy (SEM) and energy dispersive X-ray spectroscopy (EDS). The I-V characteristics 

of the samples were also examined. It was noted that gamma radiation increased the grain size 

and had a significant impact on the I-V characteristics. The I-V plots before and after gamma 

irradiation displayed linearity, with an increase in current post-irradiation.  

Keywords: Thin films, CdS/PVA nanocomposite, Chemical bath deposition, Electrical 

properties, Gamma rays. 

INTRODUCTION 

Recently, much attention has been given to the physics of the semiconductor-polymer 

nanocomposites materials that are very attractive owing to their potential applications in 

various fields such as optoelectronic applications, transistors, and biological imaging. Due to 

interactions between polymer molecules and nanoparticles surfaces, both the characteristics of 

nanoparticles and the host polymeric matrix can be considerably changed. The polymer as a 

host material exhibits high stability, flexibility, and processability combined with the 
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functional tenability and also can be used to control the growth of nanoparticles during the 

synthesis of the nanocomposites [1]. Among inorganic semiconductors, cadmium sulfide 

(CdS) nanoparticles are a technologically important material, with a direct wide band gap 

semiconductor (Eg=2.42 at 300 K). In the past several years, synthesis and characterization of 

nanocrystalline cadmium sulfide (CdS) thin films have been attracting wide attention due to 

their unique size dependent properties and great potential in several applications such as 

semiconductor nonlinear optical devices, semiconductor lasers, gas sensors, thin film 

transistors, light emitting diodes, solar cells and photo detectors [2, 3]. Besides, polyvinyl 

alcohol (PVA) is one of the most common everyday life polymers that are characterized by 

their widespread applications due to its interesting chemical and physical properties, excellent 

thermal stability, high chemical resistance, high mechanical strength, and water solubility. It is 

a semicrystalline material exhibits certain physical properties resulting from the crystal-

amorphous interfacial effect. Its structure reveals a carbon backbone with hydroxyl groups 

attached to methane carbons. These hydroxyl groups can be a source of hydrogen bonding. 

PVA is a distinguished base material that has natural properties providing a good host matrix 

for the embedding of nanoparticles. PVA has gained attention due to its nontoxicity and its 

reduction ability [4]. 

CdS-PVA nanocomposites were studied extensively by various researchers due to the CdS 

wide band gap, with excellent elastic mechanical properties of PVA. The various deposition 

methods such as spin coating, thermal evaporation, spray pyrolysis, electro deposition, dip 

coding and chemical bath deposition (CBD) were proposed to prepare CdS/PVA thin films. 

Among these various thin film deposition methods, the  chemical bath deposition process is a 

simple, easy to handle and cost effective method. Additionally, it is a very interesting chemical 

technique because it can be used easily at low temperatures with inexpensive processes for 

large-area depositions. By using of CBD method, the surface density and dimensions of 

nanoparticles can be tuned. Therefore, it can be employed to prepare high-performance 

nanocrystalline films. In this method, for the preparation of thin films with special applications, 

it is necessary to control the deposition parameters such as materials concentration, pH and 

temperature of the bath, reaction time, stirring duration and the amounts of introduced dopants 

and complexing agents [5]. 

It is shown that ionizing radiation (like γ-ray) changes the microstructural features of thin film 

materials and then varies their electrical, optical and physical properties. The changes strongly 
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depend on the internal structure of the exposed films as well as the energy and dose of ionized 

radiation. Electron excitation or ionization, structure transformation and displacement of atoms 

inside the lattice are among the changes. Due to this, some new electronic states may be formed 

and dramatically change the physical properties of the materials under irradiation. Ionizing 

radiations have numerous applications in many areas, such as nuclear power plants, industry, 

military, medicine, particle accelerators and scientific research. Knowledge of the physical 

modifications of the sample under radiation is important in designing gamma dosimeters based 

on thin film structures. Thin films as a new generation of radiation sensors are of particular 

interest in recent years. Many studies have been conducted to enhance the performance of the 

thin film-based radiation sensors by improving both the properties of the materials and the 

manufacturing technology. The threshold dose at which radiation is harmful, depends on some 

factors including the coating technique, structure and thickness of thin films. A more intense 

degradation occurs when the doses are higher and films are thinner [6]. 

There are multi studies for the effect of ionizing radiation that have proceeded via the polymeric 

materials. Ionizing radiation appears to be the appropriate technique for modifying natural 

polymers as well as biodegradable artificial polymers. Ionizing radiation might be applied to 

induce degradation, cross-linking or grafting in the systems containing polysaccharide or PVA. 

Benthami et al. [7] have investigated the effect of gamma radiation on optical and color 

properties of polyvinyl alcohol-Sodium lignosulfonate-Cadmium sulfide (PVA-LS/CdS) 

nanocomposite films. Abdel-Galil et al. [1] have investigated the gamma radiation effect on 

conductivities (DC/AC) and dielectric properties of cadmium sulfide/polyvinyl alcohol 

(CdS/PVA) nanocomposites films prepared by a solution casting method. Nouh et al. [4] have 

prepared the ZnS/PVA Nanocomposite films by casting method. The effect of gamma radiation 

on the structural and optical properties of ZnS/PVA have investigated using XRD and UV–vis 

spectroscopy.  

This research focused on preparation CdS/PVA nanostructure thin films on a glass substrate 

using chemical bath deposition. The study aimed to investigate the impact of gamma radiation 

on electrical properties. This method allows for the preparation of smooth, compact films with 

linear I-V characteristics, making them suitable for dosimetry applications. 
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Experimental details 

To have uniform films and effective deposition the substrate must be cleaned carefully.  

Contamination on the surface of the substrate, creates unwanted nucleation sites, leading to 

nonuniform growth of films. The glass slides with dimensions of 25×75×1 mm3 were washed 

by a liquid detergent. Next, they were immersed in dilute nitric acid over 24 hours. Then, 

distilled water was used to clean them. Subsequently, ultrasonic agitation was used to treat the 

substrates in acetone. After that, isopropyl alcohol was used to rinse the substrates and finally, 

they were dried in oven at 70-80 °C for 15 min. 

All reagents were of analytical grade and used as received without further purification. Double 

distilled water was used throughout the experiments. CdS/PVA nanocomposite thin films were 

deposited on glass substrates by CBD technique using cadmium chloride [CdCl2] as Cd2+ ion 

source and thiourea [CS(NH2)2] as S2− ion source. Polyvinyl alcohol (PVA) was used as a basic 

polymer controller matrix. The preparation details of the CdS/PVA nanocomposite thin films 

are as follows: 

Add 5.3 × 10-5 mol of PVA and 0.0011 mol of cadmium chloride to 200 ml of double distilled 

water. Bring the temperature of the resulting solution to 70-80 ˚C and stir for 3 hours using a 

stirrer. Remove the solution from the heater stirrer and let it sit for 24 hours to allow the aging 

process to occur. Take 50 ml of the solution and pour it into a beaker in a bathroom at 80 ˚C. 

Dissolve 0.013 mol of ammonium chloride in 1.3 mol of NH4OH solution and add it to the 

solution in the beaker. Lastly, dissolve 0.0132 moles of thiourea in a few cc of water and add 

it to the solution as well. The solution was brought to a final volume of 100 ml by adding 

distilled water. Place the slides in the beaker and allow the deposition process to take place. 

The surface morphology of deposited films was characterized using the EVD 18 SEM (Carl 

Zeiss). KEITHLEY 6485 Picoammeter was used to measure electric current. 

Results and discussion 

The SEM micrographs of the prepared samples are presented in Figure 1, showing the surface 

morphology of the CdS/PVA nanocomposite thin film before and after irradiation at different 

doses. The results show the formation of spherical nanoparticles in shape with relatively 

homogenous distribution. These figures indicate that the spherical nanoparticles have a mean 

grain size in the range of 121 nm for the nonirradiated sample and 136 nm, 288 nm, 156 nm, 
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157 nm, and 145 nm for the irradiated samples, respectively, as shown in Table 1. The increase 

in the grain size of CdS/PVA films after gamma irradiation is related to the large amounts of 

energy transferred to the structure within a short time interval. These results indicate that 

gamma irradiation can be an effective tool for tailoring surface characteristics. 

 

Fig.1. SEM images of CdS/PVA nanocomposite (a) before irradiation and after irradiation (b) 10 

kGy, (c) 40 kGy, (d) 70 kGy, (e) 100 kGy, (f) 150 kGy 

Table 1. Mean grain size of samples before and after irradiation 

Sample 0 kGy 10 kGy 40 kGy 70 kGy 100 kGy 150 kGy 

Mean grain size (nm) 121 137 288 156 157 145 

Figure 2 showes its cross-sectional view of CdS/PVA before irradiation. According to the 

figure, it can be seen that the thickness of the thin film is about 170 nm and it has a uniform 

and smooth surface. 
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Fig.2. Cross section of CdS/PVA nanocomposite 

Figure 3, shows the EDX spectrum of the CdS/PVA nanocomposite. The weight and atomic 

percentages of elements are listed in the inset of the figure, including C, Cd and S elements. 

Other peaks are related to the substrate. 
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Fig.3. EDX of CdS/PVA nanocomposite. The inset shows the atomic and weight percentage of the 

elements 

Figure 4a depicts the current-voltage curve for CdS/PVA thin film before and after irradiation 

at doses of 10, 40, 70, 100 and 150 kGy. It can be obsorved that the electric current increases 

linearly with the voltage for irradiated and unirradiated samples.  A comparison of the curves 

reveals that radiation dose impacts the current of the samples. Figure 4b shows the current 

versus dose at constant voltages of 10 V, 20 V, 30 V, and 40 V. As shown in these figures, the 

current increases after gamma irradiation for CdS/PVA nanocomposite film. Based on Figure 

4b, it can be seen that the relationship between electric current and dose is non monotonic, but  

linear within certain ranges (for example 0-10 kGy).  

This effect may be due to the cross-link process and the increase of the CdS grain size as a 

result of gamma irradiation. In addition, the gamma irradiation can enhance the incorporation 

between PVA and CdS nanoparticles and hence increase of the electrical conduction of 

CdS/PVA nanocomposites films [1]. Also, this phenomenon can be attributed to the creation 

of inherent crystalline defects during thin film deposition. When gamma radiation interacts 

with the film, additional defects are introduced, altering the film's structure. The number of 

defects post-irradiation (induced and residual intrinsic) is lower than the initial intrinsic defects 

due to recombination. Recombination of crystalline defects reduces film resistance, leading to 

increased current [8]. 

 

Fig.4. The I-V characteristics of CdS/PVA before and after irradiation in different doses. 
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Conclusions 

A CdS-PVA nanocomposite film was deposited using the simple CBD method. The prepared 

sample was exposed to gamma irradiation at five different doses: 10, 40, 70, 100 and 150 kGy. 

The effects of gamma rays on its morphology and electrical properties were investigated. SEM 

images showed that the size of the particles increased after irradiation and ranged from 122 to 

290 nm.  The results indicated that gamma ray irradiation at different doses altered the electrical 

properties of the sample, resulting in an increase in current value after gamma radiation. 
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Abstract 

State Scientific Centre Research Institute of Nuclear Reactors (RIAR) produces 

radiochemicals and radioactive sources for more than 40 years. The production capabilities are 

based on RIAR’s unique reactors allowing for accumulation of a wide range of radionuclides 

with high specific activity. Radionuclides are accumulated in five research reactors, including 

reactor SM, one of the world’s highest flux reactors. The SM core was refurbished in 2020, 

and the number of irradiation cells with ultra-high thermal neutron flux density (≥ 1·1015 cm-

2с-1) has been twice increased: from 27 to 57. Extraction of accumulated radionuclides from 

irradiated targets, their purification and production of sealed radioactive sources and 

radiochemicals are performed in radiochemical laboratories in hot cells and shielded boxes. 

Today, RIAR produces more than 30 different radionuclides. Some of them are supplied as 

sealed radioactive sources, like 60Co used for contact and intracavitary therapy and gamma 

knife installations, and 252Cf used for brachytherapy of radioresistant malignant neoplasms. 

The majority of medical radionuclides is supplied as radiochemicals. 89Sr, 99Мо, 106Ru, 125I, 

131I, 131Cs, 177Lu and 188W are produced on a regular basis. 

In 2022-2023, a new area was arranged to produce medical short-lived alpha emitters 

223Ra, 227Th and 225Ac from generators based on long-lived parent isotopes 227Ac and 229Th. 

Test supplies of long-lived radionuclide 228Th are made to organizations which produce short-

lived daughter products 224Ra and 212Pb. Special attention is paid to quality control of products. 

The analysis methods developed for the certification make it possible to determine the content 

of radioactive impurities (especially long-lived isotopes) at a level of 10-3 – 10-4% of the total 

activity.  

Key words: Reactor produced radioisotopes, radionuclide generators, quality control 

Sources production  

RIAR produces the unique 252Cf based sealed neutron sources, which are used for 

contact and intracavitary therapy of radioresistant malignant neoplasms. Production process of 
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252Cf is long and multi-staged. A full cycle takes 7–8 years and involves manufacture and 

irradiation of targets from 240Pu, mixtures of heavy isotopes of Pu, Cm and its mixtures with 

Am, heavy isotopes of Cm as well as several radiochemical reprocessing when transuranium 

elements are purified from fission fragments. A technological process has recently been 

developed  to obtain additional quantities of 252Cf from 249Bk which was previuosly considered 

as a by-product during Cf production. 

RIAR also produces 60Co based sources for intracavitary brachytherapy and gamma 

knife installations (Fig. 1, Table 1). High-flux channels used for 60Co accumulation enable to 

obtain cores with high specific activity (more than  200 Ci/g). 

 

Fig. 1. Outer capsule (top) and inner capsule (bottom) of GC60Т0 source model 

Table 1.  Specification of Co-60 sealed radioactive sources 

Тип источника Application Equivalent activity, Bq Size, mm 

min max diameter length 

GC60M11,  

GC60M12 

Interstitial 

brachytherapy 

7.5·107 1.15·108 1.0 25; 

35 

GC60М41 Intracavitary 

brachytherapy 

2.0·108 3.5·108 2.0 16 

GC60T01÷ 

GC60T06 

Teletherapy 1.27·1014 5.55·1014 13.65÷23.6 22.5;  

33; 36.9  

GC60T1÷ 

GC60T7 

Gamma knife 1.11·1012 1.94·1014 6.8÷27.8 26÷57.5 

Radiochemicals production  

The radiochemicals based on 89Sr, 99Мо, 106Ru, 131I, 131Cs, 177Lu and 188W are extracted 

from the irradiated targets and supplied on a regular basis. Not only neutron capture reactions 
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of the thermal spectrum are used to accumulate target radionuclides, but also threshold 

reactions on fast neutrons and extraction from fission products. For example, RIAR performs 

extraction of fissile 99Mo from the irradiated U-Al targets and 106Ru from the irradiated Pu and 

Cm targets. Here 106Ru is an additional product extracted from fission products fraction after 

separation of the target isotopes (Am, Cm and Cf). Due to asymmetry of charge-mass 

distribution of light fragments, the yields of 106Ru during the fission of Pu and Cm isotopes are 

more than one order higher than the corresponding values for U isotopes (Fig. 2) [1]. 

 

Fig. 2. The isotopic composition of reactor produced ruthenium 

Irradiation of targets with TeO2, which processing is much easier than irradiated 

uranium, is used for 131I production instead of fission products extraction. The radioactive 

isotope 125I is produced using the loop installation, stationary mounted in SM reactor reflector 

channel. This method enables signifciantly to reduce the content of 126I impurity due to sorption 

on special filters. As a result, radionuclide 125I is produced only by decey of purified 125Xe in 

special cryogenic traps.  

Two technological processes were devepoled for 89Sr production: from irradiated 

88SrCO3 with thermal neutrons and from Y2O3 irradiated in the fast BOR-60 reactor. In the 

second case, 89Sr is produced by the reaction 89Y(n,p)89Sr and the manufactured chemical has 

a specific activity close to a theoretical possible one. Now 89Sr is mainly produced from 88Sr 

due to economic reasons. 



 

 189 

Not only direct methods are used for radionuclide production. Radioisotope 131Cs 

successfully uses in brachytherapy to treat prostate cancer is produced via irradiation of barium 

carbonate enriched 130Ba in SM reactor. Due to 131Ba /131Cs  half-lives ratio (11.5 and 9.7 days) 

more than one 131Cs separation is pefrormed form each barium batch (Fig. 3). 

In 2022-2023 regular production of medical short-lived alpha emitters 223Ra and 225Ac 

was started. These isotopes are obtained from generators based on long-lived parent isotopes 

227Ac and 229Th. The scheme for 223Ra manufacture from 227Ac includes 227Th isolation and 

purification (Fig. 4). That makes possible supplies of  227Th test batches for preclinical trials. 

Also test batches of long-lived radionuclide 228Th are supplied to organizations producing its 

short-lived daughter products 224Ra and 212Pb. 

 
Fig. 3. 131Cs production from 131Ba 

The quality control is an important part of all technological processes. It may includes 

alpha- and gamma-spectrometry, liquid scintillation spectrometry, mass-spectrometry, spectral 

analysis and others analytical methods. Special attention is made to determination of 

radionuclidic impurities.  Content of long-lived radionuclides (such as 227Ас or 228Th) in some 

medical radiochemicals shouldn't' exceed 10-3 – 10-4% of the total activity (table 2). In some 

cases, it is possible only after the chemical extraction of trace amounts of impurity radionuclide 

from the radiochemical aliquot [2].  



 

 190 

  
Fig. 4. Generation  227Th and 223Ra from 227Ac 

Table 2.  Specification of short-lived alpha emitters for medical use 

227Th 223Ra 225Ас 

Parameter Value Parameter Value Parameter Value 

Chemical form 227Th(NO3)4 Chemical form  223RaCl2 Chemical form  225AcCl3 

Solvent 

Activity conc.  

4 M HNO3 

≥ 1 mCi/mL 

Solvent 

Activity conc.   

0.1 М HCl 

≥ 1 mCi/mL 

Solvent 

Activity conc.   

0.1 М HCl 

≥ 2 mCi/mL 

Impurities  Impurities  Impurities  

 227Ас 

other 

radioactive 

≤ 0.0001% 

 

≤ 0.01% 

227Th  
227Ас 

 

≤ 0.01% 

≤ 0.001% 

 

224Ra  
225Ra 
228,229Th 

≤ 0.002% 

≤ 0.02% 

≤ 0.0007% 

non-

radioactive 

 

≤5 μg/mCi 

 

non-

radioactive 

 

≤20 μg/mL 

 

non-

radioactive 

 

≤10 μg/mL 

 

Conclusions 

JSC «SSC RIAR» is one Russia’s largest manufacturer of radionuclides, which are 

widely used in various areas, including diagnostic and effective medical treatment. Nowadays 

RIAR develops new radioisotopes production technologies and expands its product line. The 

current work is to increase our production capabilities for 177Lu and medical alpha emitters. 
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