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Accurate power measurement in dielectric barrier discharge in argon and a radio 

frequency power supply of 13.56 MHz (Paper ID: 1030) 

Bashiry.S*1, Zahednia.N 1, Bakhshzad Mahmoudi.M 1 

1Plasma and Fusion Research School 

Nuclear Science and Technology Research Institute, AEOI 

Tehran, Iran 

Abstract 

Dielectric Barrier Discharge at atmospheric pressure is a major source of cold plasma generation. This 

system has various uses in business, and it has lately attracted a great deal of research interest. Accurate 

power consumption measurement in a dielectric barrier discharge plasma actuator is crucial for 

comparing devices. Power measurement in plasma is difficult owing to the presence of transient current 

peaks with high amplitude and frequency. This article analyzes the benefits and drawbacks of several 

ways for determining power consumption in plasma and introduces the most appropriate method, the 

electric charge method, as an accurate method of power measurement. One of the most difficult aspects 

of power computation is determining the appropriate monitor capacitor, as detailed in this article. The 

essential considerations for a more precise power measurement are discussed below, as well as the power 

consumption in the discharge plasma of the dielectric barrier with argon and a 13.56 MHz radio 

frequency power source, which is measured and estimated with the Q-V diagram. 

Keywords: Power consumption, Electric charge method, The monitor capacitor, Lissajous curve 

 

Introduction 

The calculation of electricity consumption for dielectric barrier discharge (DBD) plasma actuators has 

become a popular research issue in the last decade. A DBD is an actuator that has two electrodes 

separated by a dielectric. One electrode is exposed to current, while the other is surrounded by dielectric. 

An alternating current voltage (AC) in the kilovolt range is applied to the electrodes, resulting in a 

discharge plasma. There are typically two ways of functioning. A standard DBD operation uses voltage 

waveforms in the kHz frequency band, whereas the second mode uses pulse waveforms [1]. Fig.1 depicts 

the schematic of the DBD plasma device with argon and radiofrequency power supply. 

Manley [2] was the first person to develop the loading technique for calculating power in discharge 

between parallel plates. Wagner et al. [3] and Borcia et al. [4] explain this approach in their work on 
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plasma-based material processing. Thomas et al. [5] attempted to measure both the power and impedance 

of the actuator. In 2017, Ashpis and colleagues [1] utilized the shunt resistance procedure and the 

capacitor monitor method to assess the actuator's power usage. The measurements were taken 

simultaneously and compared immediately. 

 

 

 

 

 

 

 

Power is typically determined using measurements of voltage and current waveforms. The current 

waveform in DBD actuators is not smooth, even though the signal voltage is. Fast and dynamic sparks 

characterize the current chart, making them more challenging to collect and solve accurately. As a result, 

power measurement is not nearly as easy as it appears and necessitates extra attention to the measuring 

method and data-gathering equipment [1]. This article discusses challenges relating to reliable power 

measurement and, eventually, power measurement in DBD with argon and 13.56 MHz radio frequency 

power source, with an emphasis on the charge-voltage (Q-V) measuring technique. 

In general, there are two ways to measure the consumption of power. There are two methods: electric 

current and electric charge. Current-based approaches record voltage and current data in the time domain. 

Instantaneous power is calculated by multiplying two signals. A current can be measured using a shunt 

resistor or a Rogowski coil [1].  

The electric charge technique measures the load using a capacitor with a specific capacity, known as a 

monitor capacitor, that is connected in series between the covered actuator electrode and the ground. In 

general, the so-called "capacitor method" is the most accurate way to measure plasma power and allows 

for more precise electrical identification of reactor characteristics. For example, by combining electrical 

Fig. 1.  schematic of a DBD with an electrode covered by dielectric. 
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characteristics with an appropriate equivalent circuit model, the average voltage of the gas gap where the 

DBD plasma ignites may be estimated with high precision. This is a constant voltage known as the 

"ignition voltage" or Ub. The ignition voltage Ub operates as a scale for measuring the electric field in 

the DBD plasma and is ideal for analyzing plasma chemistry within the reactor [6,7]. 

Power Measurement in Dbd Actuator 

When the monitor capacitor's instantaneous charge Qm and the actuator's instantaneous voltage Vin are 

drawn about each other, a Lissajous curve is formed on the Qm-Vin plane. The Qm-Vin diagram is most 

used to calculate power loss during discharge using the area covered by the hysteresis loop [1]. In several 

current papers, the resulting equations for estimating the power are based on the geometric properties of 

the Qm-Vin diagram, assuming a perfect parallelogram [2, 8], which seldom occurs. The following 

relationship between area and average power applies to any form of the Qm-Vin diagram [9]. 

 

(1) 𝐼𝑚(𝑡) = 𝐶𝑚
𝑑𝑉𝑚(𝑡)

𝑑𝑡
 

 

The instantaneous power P(t) in DBD may be calculated using the equation below: 

 

(2) 𝑃(𝑡) = 𝑉𝑖𝑛(𝑡). 𝐼𝑖𝑛(𝑡) = 𝑉𝑖𝑛(𝑡). 𝐶𝑚
𝑑𝑉𝑚(𝑡)

𝑑𝑡
 

 

To compute average power P, integrate equation (2) concerning time and replace the load relation in 

the equation: 

 

(3) 

P̅ =
1

T
∫ Vin(t)
T

0

. Cm
dVm(t)

dt
dt 

=
1

T
∮ Vin

1

one
cycle

dQm 

 

𝑸𝒎 denotes the immediate capacitor charge, while 𝑽𝒊𝒏 represents the instantaneous actuator voltage. 

This demonstrates how to compute the average power consumption in a discharge cycle by multiplying 

the area surrounded by the 𝑸𝒎 − 𝑽𝒊𝒏 diagram by the discharge cycle frequency. It is vital to verify that 

the integral of the received data is conducted on the correct multiple of the discharge time (T), and that 

the reactive power in the capacitive components of the circuit does not average to zero, When utilizing 

numerical methods to compute this integral [9]. 
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Selecting the Appropriate Monitor Capacitor 

Fig.2 depicts the corresponding electrical circuit for the DBD system. In the parallel plane DBD, 

according to Fig.3, there are two "off plasma" and two "on plasma" phases during a complete cycle of 

the applied voltage. The reactor functions like two capacitors in series, when it is in the "off plasma" or 

capacitor phase,. These capacitors can store charge from the dielectric layer, Cdiel, and gas gap discharge, 

Cgap, via an applied voltage or accumulated charges via plasma discharge. Kirchhoff's principles are used 

to calculate the total capacitance of the "DBD cell," Ccell, comprised of these two components [9]. 

(4) 
1

CCell
=

1

 Cdiel
+

1

 Cgap
 

 

For simple geometries like ours, approximate Cdiel and Cgap values can be calculated. For a parallel plate 

capacitor, 𝐶 =  𝜀𝑟𝜀0𝐴 / 𝑑, where ε0 is the dielectric constant of free space, which is equal to 

1 36𝜋 × 109⁄ , εr is the relative dielectric constant of the dielectric, which in our system Quartz is used 

and it is equal to 4.5, A is the area, which according to the circular structure of the electrodes is equal to 

𝜋𝑟2, the radius of the electrodes is 4 mm, and d is the dielectric thickness, which is 2 mm for quartz and 

the air gap is equal 5mm. In principle, this relationship should express an acceptable value for reactor 

capacitors. This technique ignores edge effects, which can be substantial in speci reactor geometries. 

According to the given values and formula (4), 𝐶𝑐𝑒𝑙𝑙 = 144𝑝𝐹. 
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To apply the Q-V technique, an appropriate capacitor must be chosen. The amount of monitor capacitor 

required is determined by the Ccell reactor's capacity. The monitor capacitor's capacitance should be 

significantly more significant than the reactor's capacitor capacity (𝐶𝑚  ≫  𝐶𝑐𝑒𝑙𝑙). In general, a ratio of 

𝐶𝑚  𝐶𝑐𝑒𝑙𝑙⁄  between 100 1⁄   to 10000 1⁄   is appropriate [9]. This capacitor has an average value of 220nF, 

based on the value of the reactor capacitor 𝐶𝑐𝑒𝑙𝑙 = 144𝑝𝐹. 

 

 

 

 

 

 

 

 

Fig.2. Equivalent circuit of DBD system 

(a)                                                                                            (b) 

Fig. 4. (a) The experimental design of the DBD actuator with the monitor capacitor, (b) An 

SMD monitor capacitor coupled to a copper strip. 

 

Fig.3. An ideal Q-V diagram with a distinctive parallelogram form. 'Plasma off' 

elements are red, whereas 'plasma on' elements s are green. The green elements' 

arrows show the path of time [9]. 
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If 𝑪𝒎  ≫  𝑪𝒄𝒆𝒍𝒍, nearly all the voltage delivered to the reactor and monitor capacitor drops across DBD 

and the corresponding circuit in Fig. 2. is valid, However, the monitor capacitor is not exposed to high 

voltages. A voltage across a parallel resistor or a Rogowski inductor can be used in place of a monitor 

capacitor. Instead of integrating the current in a capacitor, this approach measures it directly from the 

DBD to the ground. Q(t) can be obtained using the temporal accumulation of i(t) in post-processing. 

Because string discharges occur concurrently with currents whose amplitudes rapidly grow in the sub-

nanosecond range, this method ideally requires a measurement device with a wide bandwidth and a fast 

sample rate to prevent measurement mistakes. The accumulation on a capacitor has the advantage that 

no load inside the reactor is disregarded, allowing for more precise power measurements despite the 

probe and oscilloscope's low bandwidth (and sampling speed) [9]. 

And finally, some reactor geometries feature a weak ground electrode, making it difficult the monitor 

capacitor, shunt resistor, or coil to connect. For example, the "ground" electrode may be electrically 

floating, or the current could pass via a variety of potential paths, such as plasma jets impacting the 

surface, before reaching the ground. In such situation, utilize the Rogowski coil to measure the direct 

current, between the voltage generator and the actuator, on the high voltage line. However, because 

unwanted discharge or inadvertent occurrence of high voltages in measuring instruments must be 

avoided, this method introduces additional engineering and safety issues. These issues can be resolved 

with diligence. Corona discharge should be avoided on sharp metal edges, whereas arc discharge should 

be avoided in the air gaps between the high-voltage line and coil. By covering and filling any sharp edges 

and air holes with materials with increased breakdown strength, such as paraffin, as described in [6], the 

issue can be resolved. 

Experimental Structure 

Fig.4 shows the experimental structure of the DBD actuator with the monitor capacitor. The electrodes 

are steel tablets with an 8-centimeter diameter. The distance between the electrodes is 5 millimeters. The 

dielectric is composed of quartz with a thickness of 1 mm. Fig.5 depicts an experimental schematic of 

the circuit used to calculate the monitor's voltage and load. In contrast, this project makes use of 350 

watts of power. Time variations in voltage were monitored using the Tektronix P6015A high voltage. 
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Results and Discussion 

The nature of the current signal, which is made up of huge spikes superimposed on a low-amplitude 

current, compels the data-gathering equipment to become an inescapable source of mistakes in current-

based DBD actuator power measurements. The problem might be fixed by employing data-collecting 

equipment with greater bit resolution combined with higher-quality analog hardware capable of 

performing with appropriate SNR but High-speed equipment is uncommon in the market. on the other 

hand, for correct time comparisons, contemporaneous measurements are required rather than statistical 

comparisons between the current technique and the monitor capacitor, increasing the project's 

technological complexity. It is difficult to replicate the same operating circumstances using one 

configuration for the current approach and another for the capacitor method [1]. As a result, the monitor 

capacitor technique was used to assess the selection power, and the results were compared to those from 

previous studies. 

(a)                                                                                     (b) 

 

Fig. 5. (a) Schematic of the test structure to detect the voltage, and then the charge of the 

monitor capacitor, (b) Test structure 
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To perform measurements with greater accuracy, multiple steps are required to minimize the parasitic 

inductor, parasitic capacitor, conduction interference, radiation interference, and transmission line effects 

[1]. 

A giant copper sheet should serve as the ground plate. The copper sheet has only one connection to the 

ground (via a separate laboratory ground line). All components are arranged on the copper sheet. Ground 

lines from components or probes (high voltage probe, monitor circuit ground, etc.) are connected to the 

ground plane. These measures aim to prevent ground loops and carried noise while establishing the 

reference ground potential to the greatest extent practicable. The foil protector is also attached to the 

ground plane and exposed to the usage of foil on all sensitive monitor circuits, and the probe tip to reduce 

noise generated by plasma discharges on the actuator. 

To minimize parasitic induction, use flat conductors and copper rather than round conductors. 

To study high-frequency sparks, data was collected using high-speed oscilloscopes. 

We chose a monitor capacitor with low inductance and minimal load leakage. The ceramic chip capacitor 

(SMD 1206) is used in this project. This capacitor has the benefit of being compact and having no 

conduction channels (Fig. 4(b)). It is preferable to use an LCR meter to measure the capacity of the 

monitor capacitor and the completed monitor circuit, as measured values may differ from those provided 

by the manufacturer. Furthermore, the monitor circuit can exhibit excess capacity, resulting in 

inaccuracies in estimating the absolute value of Q (t) [9]. 

The findings obtained for monitor capacitor voltage and load, and the Lissajous plot are presented below. 
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Equation (3) calculates plasma power consumption by computing the area under the Lissajour curve in 

Fig.8, which is 33 watts for the tested system. This figure is consistent with prior estimates of the 

dielectric barrier discharge plasma's power consumption (for example, [10]). 
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Conclusions 

Atmospheric pressure is one of the most essential sources of plasma sources, so understanding its power 

consumption is critical. The fundamental issue with power measurement in dielectric barrier discharge 

plasma drive is the current signal, which has a short width but a high amplitude. The capacitor monitor 

methodology is one of the most effective approaches for calculating plasma power. In this article, the 

capacitor monitor method is used to quantify the driving power of a dielectric barrier discharge plasma 

at atmospheric pressure using argon gas and a 13.56 MHz radio frequency power source. The previous 

methods' power measurements reveal that the monitor capacitor method is highly accurate and reliable. 
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Abstract  

Tungsten is one of the main candidates for making the first wall of fusion reactors. By implanting carbon 

in tungsten, its resistance and hardness increases. In this research, the 115 kJ dense plasma focus device 

(DPF) is used to plant carbon ions in the tungsten substrates. This device emits high-energy ions of 10 

keV-1 MeV and with a flux of 1016 ions/cm2 in each shot in the direction of the device axis to the tungsten 

target so it is a suitable option for ion implantation. Five tungsten substrates in 2cm×2cm dimensions 

with 1mm thickness were located at a distance of 20cm from the place where the pinch is formed. The 

experiments are carried out in 2 mbar of the methane gas pressure and 15 kV of the charging voltage. 

Graphite disc was installed on the anode head for increasing the flux of carbon ions. X-ray diffraction 

(XRD), scanning electron microscopy (SEM) and Vickers hardness test are used to study the surface of 

treated samples. SEM analysis indicates 28% of carbon in the tungsten sample. XRD analysis shows the 

formation of tungsten-carbide phases. Micro Vickers Tester demonstrates an increase of 6.7 MHV in 

hardness after carbon implanting.  

Key Words: Ion Implantation, Plasma Focus Device, Tungsten Hardness, XRD Analysis, Micro Vickers 

Tester, SEM Analysis  

Introduction 

Dense plasma focus device can be used as a source of high energy and high intensity of ions. Ion 

implantation can be carried out for various ion beams and various targets using this device [1-8]. N. 

Ziveh and M. Habibi implanted carbon in tungsten using the 4.5 kJ plasma focus device and XRD and 

SEM analysis demonstrated the formation of nanocarbon on the tungsten [9]. In their research, atomic 

force microscopy (AFM), the surface morphology of the deposited films at various numbers of focus 

shots at the zero-degree angular position were tested. The AFM results showed by increasing the number 

mailto:araeisdana@aeoi.org.ir
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of focus shots, the crystal defects of carbon structures are reduced [9]. Shaista Zeb et al was employed 

the dense plasma focus device with neon filling gas at 1 mbar of pressure for the deposition of amorphous 

DLC films. The high purity graphite was inserted at the tip of the tapered anode which served as a carbon 

source. The EDX results and SEM cross-sectional views of samples showed that the substrates placed 

closer to the anode axis have higher carbon content as compared to those  placed away from anode axis 

whereas carbon content decreases with increasing axial distances from anode tip [10].  

Experimental setup 

The IR-MPF-100 dense plasma focus device (144µF, 40kV, 115kJ) was used for the experiments. 24 

capacitors (each one has 6 µF of capacitance) are placed in parallel that leads to 144 µF of capacitance. 

Figure 1 shows the experimental setup. Anode, cathode and the vacuum vessel are located in the 

downward direction. The graphite disc in the diameter of 5cm and the thickness of 3mm is installed on 

the anode head that increases the rate of carbon ions (see Figure 2). Five tungsten substrates in 2cm×2cm 

dimensions with 1mm thickness were located at a distance of 20 cm from the anode tip. Figure 3 shows 

the tungsten samples before and after of carbon implantation. The location of the tungsten target, the 

graphite disc and the diagnostic systems are seen in the Figure 1 schematically.  

90 shots were carried out by the 115kJ dense plasma focus device by using the methane gas. Experiments 

were carried out in the working condition of V=15 kV (E=16.2 kJ) and p=2 mbar. After each 5 shots, the 

chamber is vacuumed and the fresh methane gas is injected. After ending the experiments, samples were 

sent for three important analyses contains: XRD, SEM and hardness analysis. Useful analyses are listed 

in Table 1.  
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Figure 1. Experimental setup for carbon implantation on the tungsten substrate 

 
Table 1. List of useful analysis after the carbon implantation and deposition on the tungsten  

Analyze 

Name 

Results 

XRD Atomic and molecular structure of a crystal  

SEM Surface topography and composition of the sample 

AFM Mechanical properties of the sample, stiffness or adhesion strength and electrical properties 

such as conductivity or surface potential 

RBS  Composition and depth measurement  
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Figure 2. Graphite disc was installed on the anode head for increasing the dose of carbon ions implantation  

 
Figure 3. Five tungsten substrates were located on the feedthrough at 20cm distance from anode head. Left: 

before irradiation and right: after irradiation.  

 

Results and Discussion  

XRD spectra indicates the formation of the tungsten carbide (WC) compound in the sample (Figure 4). 

Regarding to the sputtering of Cu and Zn from the anode head, copper zinc composite is seen in the XRD 

Anode 

Graphite 

Cathode 

Rods 
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spectra. Table 2 shows the visible compounds and their reference codes in the sample. Next analysis is 

the Vickers hardness testing. Vickers analysis was done for three points of samples after and before of 

carbon irradiation. The results indicate the average increasing of 6.4 MHV in the hardness of tungsten 

after the carbon implantation (Table 3).  

 
Figure 4. XRD spectra of the tungestan substrate after carbon ions implantation 

 

 

 
Table 2. XRD analysis indicates WC and CuZn composites in the sample 

Visible Ref. Code Score Compound Name Chemical Formula 

* 00-001-1203 41 Tungsten W 

* 00-020-1316 16 Tungsten Carbide W C1-x 

* 00-006-0657 Unmatched Strong Copper Zinc Cu Zn 

* 00-026-1079 4 Carbon C 

Table 3. Hardness comparison between irradiated substrate and reference sample for three points and their 

average  

 
point 1 hardness 

(MHV) 

point 2 hardness 

(MHV) 

point 3 hardness 

(MHV) 

average hardness 

(MHV) 

Reference 

Sample 
516.6 513.8 513.8 514.8 

Irradiated 

Sample 
517.4 525.4 521.7 521.5 

Position [°2Theta] (Copper (Cu))

20 30 40 50 60 70 80 90

Counts

0

400

1600

3600

 I02-1677-001-W

Tungsten

Tungsten Carbide

Copper Zinc

Graphite-3\ITR\RG, syn
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SEM analysis is used to examine the surface morphology, particle size and size distribution of the carbon 

grains deposited on the surface of the substrate. The obtained micrographs are shown in Figure 5. The 

Figure 5-a indicates the surface morphology in the resolution of 100 µm. This Figure shows the uniform 

distribution of the carbon bulks. Figures 5-d and 5-c show the surface morphology in the resolution of 

10 µm and 20 µm respectively. Figure 5-b shows the carbon particle dimensions. The largest carbon 

particle is seen in the size of 1.5 µm. The detected elements by using SEM analysis are indicated in 
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Figure 6. C, Cu, Zn and W peaks are seen in the 

 

Figure 6. The weight percent and atomic percent of the detected elements are listed in Table 4. The SEM 

analysis demonstrates the carbon atomic percent of 67% and the carbon weight percent of 26% in the 

tungsten substrate.   
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Figure 5. The SEM analysis shows a) the uniform distribution of carbon bulks on the tungsten substrate, 

b) The bulks size is seen in the figure, c) picture in 20µm of resolution and d) picture in 10µm of 

resolution  
 
 
 
 
 
 
 
 
 

a 

d 

c 
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Figure 6. Carbon peak is seen in the SEM analysis  

 
Table 4. Weight percent and atomic percent of carbon, copper and tin on the tungsten substrate from 

SEM analysis 

Element  Atomic % Weight % 

C 67.89 26.57 

Cu 25.63 53.05 

Zn 4.77 10.16 

W 1.71 10.23 

Conclusion  

The method of carbon implantation and carbon deposition on the tungsten substrate is presented 

by using the dense plasma focus device. The graphite disc was installed on the anode head. The 

90 DPF shots by using methane gas are done. The XRD analysis and SEM analysis indicate that 

carbon was successfully planted on the tungsten substrates. The SEM analysis results 67% of 

carbon in atomic percent and 26% of carbon in the weight percent. The XRD spectra shows the 

formation of WC composites in the sample. The Vickers hardness test demonstrates increasing of 

hardness equal to 6.7 MHV after carbon implantation on the tungsten substrates.  

 



 

32 

References 

[1] Jamil Siddiqui et al, “Effect of deposition parameters on structural and mechanical properties of niobium 

nitride synthesized by plasma focus device”, Chin. Phys. B Vol. 24, No. 6 (2015) 

[2] M. Shafiq et al, “Pulsed ion beam-assisted carburizing of titanium in methane discharge”, Chin. Phys. 

B Vol. 19, No. 1 (2010) 

[3] Ali Hussnain et al, “Study of Structural and Mechanical Properties of WN/a-Si3N4 Hard Coatings 

Grown by Plasma Focus”, J Fusion Energ  34:435–442 , (2015) 

[4] Z. A. Umar et al, “Hard TiCx/SiC/a-C:H nanocomposite thin films using pulsed high energy density 

plasma focus device”, Nuclear Instruments and Methods in Physics Research B, Volume 301 pages 53–61, 

(2013) 

[5] I. A. Khan, “Role of charge particles irradiation on the deposition of AlN films using plasma focus 

device”, Journal of Crystal Growth, volume 317, pages  98–103, (2011) 

[6] Tousif Hussain et al, “Synthesis of nanostructured multiphase (Ti,Al)N/a-Si3N4 thin films using dense 

plasma focus device”, Nuclear Instruments and Methods in Physics Research B, volume 269 pages 1951–

1955, (2011) 

[7] A. Guldamashvili et al, “Mechanical Properties of Tungsten Implanted with Boron and Carbon Ions” 

Journal of Materials Science and Engineering A 7 (3-4) 82-88, (2017) 

[8] Ming Xu et al, “Mechanical properties of tungsten doped amorphous hydrogenated carbon films 

prepared by tungsten plasma immersion ion implantation” Surface & Coatings Technology, Volume 203 , 

Pages 2612–2616, (2009) 

[9] N. Ziveh, M. Habibi “The impact of carbon shot number on the morphology of deposited carbons on 

tungsten” 27th Iranian Nuclear Conference, Pages 1-7, (2021)  

[10] Shaista Zeb et al, “Deposition of Diamond-like Carbon Films using Graphite Sputtering in Neon Dense 

Plasma”, Plasma Chem Plasma Process, Volume 27, Pages 127–139(2007) 



 

33 

The effect of rotation on the growth rate management of magneto-Rayleigh-Taylor 

instability of stratified plasma in the Cartesian coordinate (Paper ID: 1068) 

Masoumparast Katek-Lahijani M-A.*, Khoshbinfar S. 

Physics Department, Faculty of Sciences, University of Guilan, 41335-1914, Rasht, Iran 

 

Abstract 

The effect of applying plasma rotation and static external magnetic field in plasma with power 

density dependence on the growth rate of Rayleigh-Taylor instability (RTI) was studied 

analytically. The plasma is assumed to be an incompressible layer enclosed between two parallel 

planes located at z=0 and z=h. According to the linear perturbation theory, the dispersion relation 

for ideal MHD equations was derived with the rotation effect under suitable boundary conditions. 

In the rotating case (Ω≠0), the final dispersion relation shows the effect of the simultaneous 

combination of the horizontal magnetic field (ωfx
* ) and the constant angular velocity (Ω) of the 

plasma on the growth rate of the RTI. Here, the growth rate of the instability depends on the 

horizontal component of the magnetic field (ωfx
* ), plasma rotation (Ω), and dimensionless 

parameter *

DL  (where λ is constant and LD is the density-scale length). The maximum 

instability occurs at the value of λ*=-0.5. Compared with the corresponding non-rotating case 

results, the latter shows that the simultaneous combination of rotation and a static external 

magnetic field improves the management of the instability growth rate. 

Keywords: plasma rotation, magneto-Rayleigh-Taylor instability, stratified plasma, power law 

density gradient, axial magnetic field 

 

1. Introduction 

Rayleigh-Taylor instability (RTI) has attracted the attention of researchers because of its decisive 

role in space and astrophysical phenomena such as solar corona heating, supernova explosion, and 

crab nebula explosion, as well as its key role in inertial confinement fusion (ICF), and laser-plasma 

interaction[1-2]. This instability usually occurs due to the constant acceleration of gravity at the 

interface of two fluids with different densities that are on top of each other or in contact with each 
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other in the gravitational field. The direction of this acceleration, whose value is constant, is always 

from the lighter fluid to the heavier fluid or from top to bottom  a g  . Specifically, RTI occurs 

when the density gradient and pressure gradient have opposite signs; therefore, the general 

condition of instability will be as 
0 0 0p    [3-4]. 

Using appropriate, innovative techniques, researchers try to mitigate the RTI growth rate in ICF 

[5-6]. Several physical mechanisms can affect the growth rate of RTI, such as density gradient 

effects and ablative stabilization. The magnetic field also accelerates the stabilization of the RTI, 

and the presence of an applied external magnetic field may relax the plasma parameters [7]. In this 

way, the ions experience a large rotational force with a constant angular velocity and move along 

the direction of E B [8]. The compression of plasma by self-magnetic fields, known as the pinch 

effect, makes it possible to study high-density and high-temperature plasma under laboratory 

conditions. To produce such plasmas, Z-pinches are widely used as powerful sources of soft X-

rays and suitable drivers for magnetized targets in ICF. Due to the high energy densities typical of 

the final stage of compression, the studies on Z-pinches are in the mainstream of the research on 

ICF. A key challenge in magneto-inertial fusion as well as Z-pinch devices is achieving stable 

compression of the pinched plasma. It determines the maximum achievable final values for plasma 

density and temperature [9-10]. The main issue with stable implosion is magneto-hydrodynamic 

(MHD) instability, the most dangerous type of which is the magneto-Rayleigh-Taylor (MRT) 

instability. 

RTI may be suppressed by applying the external magnetic field or by tuning the plasma density 

profile [11]. In the first case, the stabilization process is such that the magnetic shear between the 

axial magnetic field inside the Z-pinch and the azimuthal magnetic field outside increases the 

stability of the implosive plasma shell and suppresses the growth of MRT instability [11]. The 

mitigation of the MRT instability may be considered by the linear MHD theory, and it is shown 

that the compression is effectively stabilized by a relatively weak initial axial magnetic field 

  0.4zB T [12]. The appropriate applied magnetic field may prevent the radial energy loss by 

electron thermal conductivity which improves the quality of the ignition and burn stages [12]. This 
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was first observed in the Omega laser facility, where an axial magnetic field as large as 8 Tesla 

increased the hot spot temperature and the target efficiency from 15% to 30% [13]. It is estimated 

that strong seed magnetic fields improve ignition performance through proper magnetic thermal 

conduction [14]. They can also effectively trap DT ions and alpha particles and increase the 

collision frequency and finally fusion efficiency. In addition to improving the overall performance 

of the target, the presence of a suitable magnetic field causes a change in the perturbation growth 

process, so that the magnetic tension through the Lorentz force can suppress the RTI [14]. In the 

second method, MRT instabilities can grow or decrease depending on the initial plasma density. 

For plasma a power-law density profile, the growth rate of perturbations is predicted to be 

relatively slow and non-exponential [15]. The power density characteristic provides conditions 

under which the boundary between the magnetic field and the plasma does not accelerate toward 

the pinch axis as the density gradient increases, and exponentially growing MRT instabilities are 

suppressed. Considering the initial density in a stratified plasma as a function of the radial 

coordinate (ρ(r)∝r-n; n≥1), it is observed that close to the stagnation moment, the changes in density 

decrease rapidly with an increase in the aspect ratio. For 1n  , we see a slight decrease in 

acceleration, which has a low stability effect. For 2n  , we will have zero accelerations, where the 

growth of the perturbation is reduced but still noticeable. Finally, for 3n  the reverse acceleration, 

we have almost no linear mass change near the stagnation, which is about a five-fold reduction in 

the amplitude of the perturbation compared to the uniform case n=0. For a limited total plasma 

mass, the parameter n is considered to be greater than 2 [15-16]. Suppression of RTI by inverse 

acceleration is a strong and purely hydrodynamic effect. According to numerical simulations by 

Velikovich et al., stable compression of a pinch plasma may be established when the plasma 

density increases faster than 
3r
[10]. Reduction of RTI using axial power density was first 

reported in 1996 by the Sandia National Laboratory (SNL)[14]. Unlike the radial power-law 

density profile, in the axial case, the RTI may reduce or even suppress, at the cost of reducing the 

hydrodynamic efficiency. Applying the power-law density of the fuel strongly affects the quality 

of the final fusion and changes the target ignition, and burn stages completely, which is far away 

from the standard method in ICF. The increase in the exponent, n, of the nonlinear density profile 
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leads to the control of the acceleration rate and the continuous improvement of the target energy 

gain [15-17]. 

In addition to static external magnetic fields and initial plasma density dependence, theoretical 

studies of rotating fluids show that rotation about an axis perpendicular to the direction of 

acceleration can suppress the growth rate of the RTI [18]. The RTI impact on the performance of 

inertial fusion energy has prompted new research about the effect of plasma rotation on the growth 

rate of instability. The rotation imposes a restoring force on fluid elements that move perpendicular 

to the axis of rotation which follows a curved path (Coriolis force). The presence of the Coriolis 

force allows the fluid to support inertial wave motions (similar to rotational, internal gravity waves 

supported by the density gradient). Therefore, it has a stabilizing effect on unsteady fluid flows by 

suppressing the velocity gradients parallel to the axis of rotation [18-22]. In this regard, many 

studies have been conducted based on analytical calculations and simulations, so that the effect of 

horizontal and vertical magnetic fields separately or simultaneously, considering the effect of 

rotation or without it, on the RTI of non-uniform plasma assuming different physical conditions 

such as compressibility, viscosity, density dependence, etc., were investigated for plasma in planar 

and cylindrical geometry [19]. In most of these studies, plasma density dependence was considered 

constant, linear, and exponential [22-24]. In recent years, by applying a static external magnetic 

field and also considering a nonlinear distribution function of the fuel density, researchers have 

achieved new approaches to improve the quality of inertial fusion [9]. In the most recent 

experimental studies, the effect of self-generated rotation on plasma in a Z-pinch implosion was 

investigated by applying an axial magnetic field [25]. In this study, self-generated plasma rotation 

using a cylindrical implosion with the application of a pre-embedded axial magnetic field was 

demonstrated for the first time using precise spectroscopic measurements that are highly resolved 

in both time and space. The direction of rotation depends on the direction of the axial magnetic 

field. Its velocity is comparable to the maximum implosion velocity, which significantly affects 

the force and energy balance throughout the implosion stage. If the rotation speed is comparable 

to the implosion velocity, the centrifugal forces will have a significant effect on the force and 

energy balance. In addition, the large rotation shear can exert a stabilizing effect on the plasma 

instabilities. This effect is consistent with observations in other rotating plasma experiments. These 
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observations are of particular importance for understanding the implosion dynamics in magnetic 

Z-pinch configurations designed for fusion purposes in the Mag-LIF approach or for radiation 

sources [25]. In another study that deals with the stabilization of RTI on the inner surface of an 

imploding shell with the help of rotation, it was shown that such rotation significantly affects the 

dynamics of the implosion through centrifugal force and reduces the instability. This result could 

be essential for magnetic plasma compression in general and specifically for the Mag-LIF 

approach in ICF [26]. 

The above-mentioned features on the dynamics of RTI instability motivate us to investigate the 

combined effect of a static external magnetic field with exponential dependence as well as the 

initial power density distribution function with power 3 on the linear growth rate of RTI. In this 

research, which was carried out in the form of analytical calculations in the framework of linear 

perturbation theory by considering the basic ideal MHD equations for incompressible, rotating, 

and non-viscous stratified fluid in planar geometry and by linearizing this set of equations, we 

derive perturbation equations. Then, by solving the perturbation equations in the Cartesian 

coordinate system, we obtain the general dispersion relation. This equation shows the effect of a 

static external magnetic field on the linear growth rate of the RTI. In general, the equations 

developed in planar geometry are easier to proceed with and analyze problems, and at the same 

time, they apply to many physical scenarios; therefore, in the current research, we used planar 

geometry. 

The rest of the paper is organized as follows. Section 2, is devoted to the detailed description of 

the theoretical framework of the present paper for the rotating case. An ordinary differential 

equation (ODE) for the RTI, including the rotation effect, with an initial power density profile, in 

a uniform external magnetic field, is obtained in Sec. 2. In Sec. 3, the effect of magnetic field 

gradient and initial power density, on the linear growth rate in the RTI for rotating case, is studied. 

Finally, some conclusions and remarks are given in Sec. 4. 
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2. Theoretical Framework 

In this section, an ideal incompressible magnetized plasma fluid including electrons and singly 

charged ions is considered. For mathematical simplicity, the dissipation effects arising from 

resistance and viscosity are ignored in our study. 

     In this research, the strata of incompressible and inviscid plasma with a certain thickness 

enclosed between two fixed parallel planes with coordinates z=0 and z=h are considered as a fluid 

of electrons and immobile ions, and the plasma is immersed in a static external magnetic field. 

Incompressible fluids in a magnetic field are considered regardless of viscosity, surface tension, 

and heat transfer, these fluids are described by ideal MHD equations. In the Cartesian coordinate 

system, the ideal MHD equations with the additional term describing the plasma rotation are 

written as follows: 
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The quantities U , p , B ,  , and  show the velocity vector, thermal pressure, magnetic field vector, 

density, and plasma angular velocity vector, respectively. Similar to the non-rotating plasma case, 

to check the stability of the system using the standard linearization method, we first linearize the 

above equations [27]. For this, we consider some physical quantities with perturbation relative to 

the equilibrium state: 

0 1 0 1 0 1 0 1, , ,p p p B B B U U U         
 

In the above relations 
0U , 0p ,

0B  and 0 respectively, the equilibrium state of the velocity vector, 

pressure, magnetic field vector, and density; Also
1U , 1p , 

1B  and 1 are the perturbed part of the 

velocity, pressure, magnetic field, and density vector, respectively. While  1 1 1 1, ,x y zU u u u ,
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 1 1 1 1, ,x y zB B B B ,  0,0,g g  ,  ,0,0  and the fluid is arranged in horizontal strata; The density 

0 is only a function of the vertical coordinate z   0 0 z   and 
0 0 ( )x xB B z e . Figure (1) shows 

a general view of the geometry of the problem. 

 

Fig. 1. Field and plasma geometry in ideal MHD problem; The quantities B , u ,
g

, , BV , B , 
p

 and


 are the magnetic field, equilibrium flow velocity, gravitational acceleration, angular velocity, 

Magnetic field gradient drift velocity, Magnetic field gradient, pressure gradient, and density gradient, 

respectively. 

Similar to the non-rotating case, to linearize the basic equations of the problem, we use normal 

mode analysis and obtain the general differential equation in the z component of velocity  zu : 
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The obtained differential equation, which is based on the z component of fluid velocity  zu , shows 

the effect of magnetic field and rotation on the RTI of stratified plasma. 
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3. Dispersion Relation and Discussions 

In this section, with the help of linearized equation (5), the dispersion relation is derived for the 

rotating case. We consider the incompressible continuity of the stratified plasma layer, which is as 

thick as h. The stratified plasma is enclosed between two rigid boundaries, where the initial density 

distribution function is defined as a power of 3, and the static external magnetic field is defined as 

the following exponential: 

  3

0 z z                                                                            (6) 

   0 exp ; 0B z z z h                                           (7) 

By inserting the above relations and considering the horizontal component of Alfven velocity 

   2 2

0 0 00 0
xf xB    and also     1 sin expzu n h z z   as the general solution of the differential 

equation of relation (5), we obtain the following set of equations in terms of   sin n h z  and

  cos n h z : 
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In relations (8) and (9), the parameters  and DL
 represent the perturbation wavelength and the 

density-scale length, respectively. To investigate the effect of magnetic field and rotation, we 

normalized the general dispersion relation by using the following dimensionless values, where

 
1

2 2 2
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is plasma frequency. 
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As a result, considering 
r i      and 0r

  (stable oscillations), we obtained the following 

dispersion relation for the normalized growth rate   : 
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                                  (10) 

To investigate the simultaneous effect of the horizontal magnetic field and rotation on the growth 

rate of RTI of the considered system, equation (10) has been numerically solved, so that  is a 

function of the dimensionless value of the horizontal component of the magnetic field  *

fx . *k is 

the normalized perturbation wave number relative to the spatial change rate and *

DL   is the 

normalized perturbation wavelength relative to the spatial change rate, where   is a constant value 

and 
DL is the density-scale length. In the figures below *2 *20.2xk k , * 1h  , 1n  , 

* 1z  , * 0.5    

and * 10g  . In these figures, the normalized growth rate    changes according to the normalized 

wave number  *k . In Figure (2), the growth rate of instability has been plotted in terms of wave 

number in the absence of rotation  0  .  
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Fig. 2. The growth rate
 

 versus wave number
 *k

 at 0   in variation of magnetic field
 *

fx
. 

Based on this, we observe that by increasing the wave number to a certain value, all four curves 

with a constant slope on a common asymptotic line are increasing the growth rate of instability, 

linearly with the wave number. From this wave number onwards, the system will behave non-

linearly so that each curve is separated by different slopes. The lowest slope belongs to the highest 

intensity of the magnetic field, therefore the role of the magnetic field in stabilizing the growth 

rate of the instability is well evident in the number of waves greater than 3.  

From a physical point of view, according to the linear theory, when the disturbance wave number 

increases, the disturbance wavelength decreases, and the growth rate of the instability increases. 

As the rate of instability growth increases, the amplitude of the disturbance increases exponentially 

with time, and as a result, the energy of the disturbance wave also grows. Therefore, with the help 

of plasma rotation, we can minimize this range of disturbance [25-26]. 

Therefore, in Figure (3), the growth rate of RTI is plotted in terms of the normalized wave number 

in the presence of rotation  0,3,9,12,60   for a specific magnetic field with intensity * 0.5fx  .  
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Fig. 3. The growth rate
 

 versus wave number
 *k

 at
* 0.5fx 

 in variation of angular velocity
 

. 

We can see that in small wave numbers, increasing the angular velocity from 3 to 60, the growth 

rate of instability will have a different behavior in each curve. So that the threshold wave number

 *

thk  changes from * 1thk   to * 2thk   with the increase of  . After this threshold wave number, we 

will see an increase in the growth rate of instability with a different slope. This rising slope 

becomes gentler at higher angular velocities and then reaches the peak. As it is clear from Figure 

(3), at 9  , the height of the peak of the growth rate reaches the lowest value. From here on, we 

see the maximum elongation in the two curves at 12   and 60  , respectively. In these two 

curves, the growth rate is quasi-stable and stable, respectively, and we will no longer worry about 

the destructive effects of instability on the system. Finally, at 60  , we reached a very small 

threshold amplitude for the growth rate, which was completely suppressed with a gentle slope at 

the critical wave number  * 14.5ck  and reached full stability. 

In Figure (4), the growth rate of RTI is plotted in terms of wave number in the presence of rotation 

with a magnitude of 3  , for different values for the horizontal magnetic field

 * 0.3,0.4,0.5,0.6fx  .  
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Fig. 4. The growth rate
 

 versus wave number
 *k

 at 3   in variation of magnetic field
 *

fx
. 

We can see that up to wave number 1 (threshold wave number), the system is in a completely 

stable state, and from * 1thk   to * 4k  , we will witness a quasi-stable state. From this value onwards, 

we see a non-linear behavior, so that the amplitude of the growth rate of instability is increasing 

with a certain slope for each of the curves. 

Figure (5), in the form of a convenient summary, shows a comparison between the non-rotating 

and rotating modes. In this figure, the growth rate of RTI is plotted in terms of wave number, in 

the presence of horizontal and vertical components of the magnetic field for the non-rotating state, 

and also in the presence of constant rotation and horizontal magnetic field for the rotating state. 
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Fig. 5. The growth rate
 

 versus wave number
 *k

 for non-rotating
 0 

 and rotating  0 
cases. 

The results of the non-rotating case have been presented in an article before[27]. In this article, it 

was observed that at long wavelengths, the vertical component of the magnetic field has a stronger 

effect than the horizontal component of the magnetic field. This effect can also be seen in Figure 

(5) so that the threshold wave number starts from the value of 3 with the help of the vertical 

component of the magnetic field. But in short wavelengths, the opposite is the case, that is, the 

horizontal component of the magnetic field will have a stronger effect than the vertical component 

of the magnetic field. This component of the magnetic field gradually reduces the slope of the 

growth rate of instability and reduces its range[27]. 

According to Figure (5), for the rotational mode, the simultaneous application of plasma rotation 

and the horizontal component of the magnetic field plays an important and stabilizing role in 

managing the growth rate of the RTI. We observe that the horizontal component of the magnetic 

field has a vital ability to stop the linear growth rate of the instability for large wave numbers (short 

wavelengths). On the other hand, plasma rotation is effective for small values of wave number 

(long wavelengths). Therefore, by comparing the results, we find that the presence of rotation in 

long wavelengths has a stronger effect than the vertical component of the magnetic field. 
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4. Conclusions 

In the non-rotating case, the simultaneous effect of the horizontal and vertical components of the 

static external magnetic field on the linear growth rate of RTI in stratified plasma was analyzed 

analytically in planar geometry. According to the previously obtained results, it is concluded that 

applying plasma power density along with horizontal and vertical external magnetic fields plays 

an important and stabilizing role in managing the growth rate of RTI. Our investigation showed 

that the maximum instability occurs at * 0.5   . At long wavelengths, the vertical component of 

the magnetic field has a stronger effect than the horizontal component of the magnetic field. Still, 

at short wavelengths, the opposite is the case. However, in the rotating case, the simultaneous 

effect of rotation and static external horizontal magnetic field on the growth rate of RTI in stratified 

plasma was investigated analytically. For this purpose, the plasma density function was considered 

a power with 3 and the static external magnetic field as an exponential. According to the obtained 

results, it is concluded that applying plasma power density along with rotation and horizontal 

external magnetic field plays an important and stabilizing role in managing the growth rate of RTI. 

Our investigation showed that the horizontal component of the magnetic field has a vital ability to 

stop the linear growth rate of the instability for large wave numbers (short wavelengths). On the 

other hand, plasma rotation is effective for small values of wavenumber (long wavelengths). 

Therefore, by comparing the results, we find that the presence of rotation in long wavelengths has 

a stronger effect than the vertical component of the magnetic field and can be a suitable substitute 

for it. For the optimal control of RTI, it was observed that the simultaneous combination of the 

horizontal component of the static external magnetic field and the angular velocity (rotation effect) 

gives the system a better stability state. 
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Abstract 

The information on the main parameters of tokamak plasma, such as line averaged electron density 

(linear integral of electron density) and temporal disturbance spectrum of electron density, are 

essential to understand the physics and to perform control procedures of tokamak. Microwave 

interferometry is one of the most efficient and accurate diagnostic facilities in determining the 

electron density of tokamak. Alvand tokamak has a single-channel microwave interferometer 

diagnostic system to measure the electron density of the plasma. For many years, due to the failure 

of interferometer components, this diagnostic system has not been able to be used for plasma 

densitometry of the tokamak. In this article, by introducing the characteristics and elements of the 

microwave interferometer of Alvand tokamak, the results of the initial test of plasma densitometry 

of Alvand tokamak for RF discharge and a typical shot of the tokamak, after the repair and 

commissioning of the interferometer system, are presented. It was found that the measured values 

of the plasma density are in good agreement with the density ranges reported in the technical sheets 

of Alvand tokamak. 

 

Keywords: Plasma diagnostics, Microwave interferometer, Plasma density, Alvand tokamak 

 
 

Introduction 

Tokamak diagnostic methods consist of various systems including direct-contact diagnostic 

facilities for determination of edge plasma characteristics and remote diagnostic techniques to study 

the central plasma parameters such as density, temperature and types of radiation of rays and 

particles, which are variable and extensive according to the needs and purpose of the system in 

question. In this regard, a significant number of plasma diagnostic systems have been developed in 
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connection with the measurement and analysis of the electromagnetic radiation of the central 

tokamak plasma. The reason for this remarkable development of plasma diagnostic systems which 

are based on electromagnetic waves propagation in tokamak is that the plasma of tokamaks has a 

very high temperature, which practically makes it impossible to receive information of central 

plasma parameters using the direct-contact diagnostic facilities. In addition, using remote sensing 

diagnostic techniques which are based on wave propagation, causes the least disturbance in the 

plasma, which consequently reduces the error in measurement of the plasma parameters. 

Considering the plasma density range of tokamak, diagnostic systems which are based on 

microwave propagation are of special importance in determining the characteristics of tokamak 

plasma. The use of microwave interferometric method is known as one of the most efficient and 

accurate methods in determining the electron density of tokamak plasma which is being used in 

various tokamaks around the world [1, 2, 3]. Alvand is a small size tokamak that is used for 

educational purposes in the Plasma and Nuclear fusion research school of the Nuclear Science and 

Technology Research Institute (NSTRI). This tokamak is equipped with a homodyne microwave 

interferometer system to measure the electron density [4]. The main purpose of the present article 

is Commissioning, settting up, and performing initial test of microwave interferometer diagnostic 

system of Alvand tokamak for measurement of plasma density. 

 

Physical Description of Microwave Interfrometer 

The operation of a microwave interferometer in a tokamak is based on measurement of the phase 

difference created by propagation of linearly-polarized wave in the range of millimeter inside the 

tokamak plasma. As it is shown in Fig. 1, there is a plasma with a certain length ( L ) in the path of 

the measuring branch of the interferometer. 
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Fig. 1. A simple representation of a heterodyne microwave interferometer 

 

Generally speaking, the density of tokamak plasma is non-uniform in tokamak. Therefore, the 

refractive index of the plasma is not uniform and has spatial distribution. Such changes in the 

refractive index of measuring branch of the interferometer, causes phase difference between the 

measuring and reference branches of the interferometer. If the measuring wave propagates in a 

magnetized plasma like a tokamak and its propagation direction and electric field are respectively 

perpendicular (𝐾 ⊥ 𝐵𝑇) and parallel (𝐸 ∥ 𝐵𝑇) to the magnetic field of the tokamak torus, it causes 

the propagation of ordinary wave in the plasma. Assuming that collision effects are negligible in 

tokamak plasma, then the relationship between plasma refractive index and plasma density is 

written as follows [2, 3]. 

 

𝑛𝑒(𝑥) 
𝑁(𝑥) = √1 − 

𝑛𝑐 
(1) 

The dispersion relation of ordinary wave propagation in plasma is 

𝜔2 = 𝜔2+𝑐𝑘2 
𝑝 (2) 

where 𝑘 and 𝜔 are the wave number and frequency of the electromagnetic wave and 𝜔𝑝 is defined as 

plasma frequency which is related to the plasma density as 

1 
𝑛 𝑒2 

⁄2 

𝜔𝑝 = ( 𝑒 ⁄𝑚 𝜀 ) ≈ 56.42√𝑛𝑒 
𝑒 0 

(3) 
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where 𝑚𝑒, 𝑒, and 𝜀0 are respectively, the rest mass of electron, electric charge of electron, and 

vacuum permittivity. It should be noted that the plasma density at center of tokamak is maximum 

and therefore, for particular value of plasma density, known as critical density, we have 𝜔 = 𝜔𝑝. For 

density values greater than the critical density (𝑛𝑒 > 𝑛𝑐), the wave will not propagate inside the 

plasma. In this case, it is said that the cut-off phenomenon has occurred in the plasma. The critical 

density can be defined as 

 

𝜔2𝑚𝜀0 𝑓2[𝐻𝑧] 
𝑛𝑐[m−3] ≡ ≈ 

𝑒2 80.6 
(4) 

here 𝑓 is the frequency of the propagating wave. Thus, phase changes can be expressed in terms of 

plasma density (electron density) as follows 

𝜔 𝑛𝑒 
1⁄2 

∆𝜙 = ∫ [(1 − ) − 1] 𝑑𝑙 
𝑐 𝑛𝑐 

(5) 

For situation where 𝑛(𝑥) ≪ 𝑛𝑐, or in other words, the frequency of the wave which is propagates 

in the plasma is much higher than the cutoff frequency of the plasma, the refractive index of the 

plasma can be approximated as follows 

𝑁 ≈ 1 − 
1 

(
𝑛𝑒

) 
2 𝑛𝑐 

(6) 

Due to the non-uniformity of the density, the linear average of the plasma density in the direction 

of the central chord of the tokamak cross-section is defined as 

𝐿 
∫ 𝑛𝑒(𝑥)𝑑𝑙 

〈𝑛𝑒〉 =  0  
𝐿 

(7) 

Finally, the line-averaged plasma density of tokamak can be calculated as follows [2, 3]. 

1.18 × 106[GHz] 
〈𝑛𝑒[cm−3]〉 = 𝐹 

𝐿[cm] 
(8) 
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Where 𝐹 is the number of displaced interferometric fringes. 

 

Experimental Setup and Results 

Generally speaking, the microwave interferometer of Alvand tokamak consists of four main parts 

[4, 5]. The block diagram of the main parts of the microwave interferometer system of Alvand 

tokamak is described in Fig. 2. 

 
 

 

Fig. 2. Schematic view of microwave interferometer of Alvand tokamak 

 
 

As it is shown in the Fig. 2, microwave interferometer system of Alvand tokamak consists of four 

main parts including: reflex klystron power supply which produces the required high voltage of the 

klystron, W- band microwave box which consists of the reflex klystron and microwave elements, 

over-sized transmission system including the waveguides and associated transmission components, 

and interference fringe generator (IFG) which provides the wave modulation signals as well as 

reference fringes. The physics of the interferometer that will be used in Alvand tokamak is based 

on the measurement of the phase change of the microwave beam that passes through the plasma of 

the tokamak. The results of initial test of the sawtooth wave modulation and null fringes, without 
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consideration of microwave source and plasma, which are produced by the interferometer fringe 

generator (IFG) part of Alvand tokamak interferometer are shown in Fig. 3. 

 
 

Fig. 3. Output of the sawtooth wave modulation null fringes produced by IFG part 

 

After the initial performance test of the main components of the interferometer, the pre-startup 

stage was performed. At this stage, after turning on the klystron and launching the wave in a back- 

receive closed path, the fringes were recorded in black and white form on the oscilloscope as was 

shown in Fig. 4.  

 

Fig. 4. Microwave interferometer fringes for a send-receive closed path 
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After completing the pre-setup stage of the interferometer, the electron density of the Alvand 

tokamak plasma was measured during a typical shot of the tokamak. Fig. 5 shows the results of 

loop voltage and plasma current in a typical shot of Alvand tokamak. 

 

 

 

Fig. 5. Loop voltage and plasma current of typical shot of Alvand tokamak 

 

The working frequency of the reflex klystron used in the microwave interferometer system of 

Alvand tokamak is 105 GHz. The plasma length of the Alvand tokamak is about 22 cm. In the case 

of the interfrometer system of Alvand tokamak, the output of the phase difference can be observed 

as black-withe firnges in the osciloscope. The displacement of one white fringe to the next white 

finge is equal to 2 . Since the distance of two secssesive white finges is scaled in the osciloscope. 

The fringe displacement of a withe finge can be measured as fraction of 2 and hence, the phase 

difference is determined. The amount of interference fringes displacement was obtained 

F  1.0 in a typical shot of Alvand tokamak which is associated with   1.0  2 . Using Eq. 

6, the calculated line averaged density for a typical shot of Alvand tokamak is calculated as 
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〈𝑛𝑒〉 ≈ 3.3 × 1012cm−3 

 

which is in agreement with the nominal density range of Alvand tokamak [4]. 

 

Conclusion 

In this article, the results of the preliminary test of microwave interferometer of Alvand tokamak 

measurement of the line averaged plasma density during a typical shot of tokamak were presented. 

After conducting preliminary tests to ensure the accurate operation of the interferometer system, 

the pre-startup process of the interferometer was performed without consideration of the plasma. In 

the next step, considering the plasma presence, the initial test of the microwave interferometer was 

performed in a typical shot of the tokamak. It was found that the measured line averaged plasma 

density range is in good agreement with the reported nominal plasma density of Alvand tokamak. 
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Abstract 

The motion of the electron in the presence of two counter-propagate electromagnetic waves in an 

under-dense plasma has been studied by Mendonca. He has shown that the stochastic heating 

happens if the condition 
1 2 1/16a a 

 
is met for two counter-propagating electromagnetic waves. In 

which, 1a and 2a  are the normalized vector potential amplitudes of these waves. Stochastic heating 

is one of important mechanism which plays a significant role in the heating of the plasma electrons. 

In this paper, the simulation study of effective parameters on the stochastic heating of electrons 

during interaction of long laser pulse with Hydrogen atoms is investigated. This is done by using 

the kinetic Particle-In-Cell (PIC) simulation code. For this purpose, the self-consistent evolutions 

of the laser pulse via the time–space Fourier transforms of transvers vector potential are 

investigated for different parameters of the laser and produced plasma (the field-ionized plasma). 

The results of our simulations represented that the when the laser pulse and the field-ionized 

plasma parameters (such as the laser pulse amplitude, Hydrogen atoms density, and the rise time 

of pulse) are selected so that a weak space charge field is formed, the backscattered Raman 

radiations can provide the necessary condition for occurring the chaos and stochastic heating of 

electrons. 

 

Keywords: Stochastic heating, Long laser pulse, Particle-In-Cell  

 

Introduction 

The study of laser-plasma interaction is one of the fastest growing fields in present-day physics. 

In this regard, considerable progress has been made in understanding the physics of plasma heating 

due to its potential applications including fast ignition in ICF, proton acceleration, x ray lasers, 

and laser wakefield accelerators[1-4]. At relativistic intensities, collisionless heating of electrons 
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by laser radiation takes place via several heating mechanisms such as resonance heating, vacuum 

heating, inverse bremsstrahlung heating, and ^J B  heating [5-8]. Stochastic heating [9] by 

counter-propagating electromagnetic waves is other important mechanism which plays a 

significant role in the heating of plasma electrons. Mendonca show that chaos happens if the 

condition 1 2 1/16a a 
 
is met for two crossed electromagnetic waves. In which, 1a and 2a  are the 

normalized vector potential amplitudes of these waves [9]. Many studies have been done 

theoretically and experimentally on the stochastic heating with using two crossed laser pulses. The 

PIC simulation results indicate that, in plasma at moderate densities such as a few percent of the 

critical density and when the under-dense plasma region is large enough, even with a single intense 

laser pulse only in plasma, the Raman backscattered and side-scattered waves can grow to a 

sufficiently high level to serve as intersecting pulse and trigger the electron stochastic motion [10-

15].  

When a strong laser pulse is propagated into a low-density gaseous medium, plasma is formed by 

the field ionization. Although, in many works the stage of ionization and plasma formation is not 

considered, but it has been shown that density fluctuations during ionization can be very effective 

in laser pulse evolutions through changes in scattering of radiation in plasma [16-18]. Since, as 

mentioned above, the Raman backscattering plays a key role in the occurrence of chaos, and also 

parametric instabilities (including Raman instability) can be commonly seeded by density 

fluctuations during gas ionization, it is expected that it can strongly influence the stochastic heating 

threshold of the electrons.  

In this paper, the simulation study of effective parameters on the stochastic heating of electrons 

during interaction of long laser pulse with Hydrogen atoms is investigated. This is done by using 

the kinetic Particle-In-Cell (PIC) simulation code. For this purpose, the self-consistent evolutions 

of the laser pulse via the time–space Fourier transforms of transvers vector potential are 

investigated for different parameters of the laser and produced plasma (the field-ionized plasma). 
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Simulation parameters  

Simulations have been performed by Smilei PIC code [19]. This code is a relativistic 

electromagnetic particle code that runs in the parallel platform. It elaborately includes the physics 

of atomic ionization according to the ADK model [20]. The density of Nitrogen atoms is 

0 0.01 , 0.02 cr crn n n and 0.003 crn  ( crn  is the critical density) which are in the spatial interval of 

[85 220]x m  . Step like density is considered for the neutral Nitrogen atoms and for the ions 

and electrons in the pre-plasma case. Simulation box length is considered to be [0 270] m  with 

spatial resolution 0.01 2dx m    per wavelength and there are 48 particles per cell. The laser 

pulse at wavelength1 m  and P polarization propagates with trapezoidal time profile along the x-

direction. The pulse envelope used in our simulations, includes three duration time [PL1, PL2, PL3]. 

It grows with PL1, rests constant with PL2, and drops with PL3. The normalized laser intensity 

2 2 18

0 /1.37 10 a I   is selected as 
0 1, 2,a and 3. Reflecting conditions for particles and open-

boundary condition for electromagnetic fields are utilized. The parameters of the quantities, 

position x , the electric field xE , longitudinal momentums xp ,  and vector potential 
ya  are 

normalized to 
0/c 
 
( 0 is the laser frequency), 

0 /em c e ,
 em c , and 2/ ee m c , respectively.  

Simulation results and discussions  

In Fig. 1, 
ya (the transverse vector potential indicated by the blue line), xE  )the produced wake-

field indicated by the red line), xn (the electron density indicated by the green line)  and xp  (the 

momentum indicated by the black dot( are depicted for density 0 0.01 crn n
 (Hydrogen atoms),

0 1a 
, and laser pulse [140, 120, 140]fs in (a) the field-ionized plasma and (b) the pre-plasma at 

time 480 fs. It is emphasized that in Fig. 1(a) Hydrogen atoms are considered neutral, which are 

quickly ionized by the strong laser pulse and, in Fig. 1(b), a uniform plasma is considered by 

default. It is clear from the electron density diagram (green curve in Fig. 1(a)) that due to the high 

intensity laser pulse, Hydrogen atoms are quickly ionized. Despite the fact that the laser pulse 

rapidly ionizes Hydrogen atoms, there are significant differences in the electron phase space 
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between Fig. 1(a) and Fig. 1(b). It is clear that nothing special has happened in the case where the 

laser pulse propagate in the pre-plasma. On the other hand, in the previous work, using the Fourier 

analysis of the radiations produced during ionization, it has been revealed that there is Raman 

backscatter radiation produced by the strong initial noise, which can provide the necessary 

conditions for the occurrence chaos [9]. Mendonca show that chaos happens if the condition 

1 2 1/16a a   
is met [9]. In this case, the Raman backscattered wave is considered as a second 

electromagnetic wave propagating in the opposite direction of original electromagnetic wave [15].  

 

 
Fig. 1: The simulation results for 

ya (the transverse vector potential indicated by the blue line), 
xE  )the 

produced wake-field indicated by the red line), 
xn (the electron density indicated by the green line)  and 

xp  

(the momentum indicated by the black dot(, for the laser pulse [140, 120, 140]fs, Hydrogen atoms density

0 0.01 crn n , and 
0 1a   at t=480 fs: Panels (a) and (b) correspond to the laser pulse propagating through 

the field-ionized plasma and the pre-plasma, respectively. 
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Fig. 2: The simulation results for ya
, xE

, xn
 and xp

 for pulse [140, 120, 140]fs, the Hydrogen atoms 

densities (a) 0.01 crn , (b)
0.02 crn

, and (c) 
0.03 crn

 and for 0 1a 
 at t=250 fs. 

Therefore, considering the phase space in Fig. 1(a), and low space charge electric field amplitude, 

it seems that the cause of the phase space disturbance is the occurrence of chaos.In the following, 

influence of the pulse amplitude, the pulse rise-time, and the plasma/gas density variation on the 

stochastic heating of electrons are investigated in this section. 

In order to illustrate the density effect of Hydrogen atoms on the produced Raman backscattered 

radiation, 
ya ,

xE , 
xn  and 

xp  are plotted in Fig. 2 for pulse [140, 120, 140]fs, the gas densities 

(Hydrogen atoms) (a) 0.01 crn , (b) 0.02 crn , and (c) 0.03 crn  and for 
0 1a   at t=250 fs. It is clearly 

seen in Fig. 3, that by increasing the density, the Raman instability can onset from upper level 

noise and the Mendonca criterion is satisfied sooner. Consequently, the stochastic heating 

mechanism can begin earlier. To show this, the self-consistent evolutions of pulse (ay) in the (k−ω) 

dispersion maps are investigated in Fig. 3 for the same parameters as in Fig. 2. On the other hand, 

analyzing the (k−ω) dispersion map show that Raman backscattering phase matching conditions 

for the backscattered radiation is satisfied. According to this phase matching relation, the 

frequency and the wave number of Raman backscattered wave must satisfy relation 
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0 bs p    and 
0 / bs pk k c  (the “bs” and “0” refer to the Raman backscattering 

radiation and the incident laser pulse, respectively). The backscattered modes specified by arrow 

in Fig. 3. As it is clear in this figure, with the increase in the density of Hydrogen neutral atoms, 

the intensity of Raman backscattered radiation increases. Since this radiations play a major role in 

the occurrence of chaos, the results of Fig. 2 are completely justified. 

 
Fig. 3: (k – ω) dispersion maps for the field-ionized plasma for the laser pulse [140, 120, 140]fs, the 

Hydrogen atoms densities (a) 0.01 crn , (b)
0.02 crn

, and (c) 
0.03 crn

 and for 0 1a 
 at t=250 fs. 

In Fig. 4, influence of the pulse amplitude variation on stochastic heating are examined for field-

ionized plasma. In this figure, the self-consistent evolutions of pulse (ay) in the (k−ω) dispersion 

maps are investigated for Hydrogen atoms density 
0 0.01 crn n  and laser pulse [140, 120, 140]fs  

at time 250 fs. The vector potential varies as (a) 
0 1a , (b)

0 2a   and (c)
0 3a  . The simulation results 
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indicates that chaos in phase space can be start faster by increasing the laser pulse amplitude. In 

fact, the Raman backscattered wave grows from the stronger seed amplitude.  

 

 
Fig. 4: (k – ω) dispersion maps for the field-ionized plasma for the laser pulse [140, 120, 140]fs, the 

Hydrogen atoms density 0.01 crn and (a) 0 1a
, (b) 0 2a 

 and (c) 0 3a 
 at t=250 fs. 

 

To show the effect of the shape of the laser pulse on the intensity of the Raman backscattered 

radiations in the laser pulse interaction with the field-ionized plasma the self-consistent evolutions 

of pulse (ay) in the (k−ω) dispersion maps are studied in Fig. 5. In these simulation experiments, 

the laser pulse rise-time duration is varied as (a)140 fs, (b)100 fs and (c)60 fs. Also, the Hydrogen 

atoms density, the pulse length, and the pulse vector potential amplitude are 0 0.01 crn n
, 
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400pL fs
, and 0 1a 

, respectively. As it is clear in this figure, by reducing the rise-time of the 

laser pulse, we see a decrease in the intensity of the Raman backscattered radiations. This means 

that as the rise-time of the laser pulse decreases, the threshold for the occurrence of chaos 

decreases. In fact, since time duration of flat-top segment decreases by rise-time increment, 

reaching to Mendonca condition is delayed by increasing the rise-time of pulse. 

 

 
      

Fig. 5: (k – ω) dispersion maps for the field-ionized plasma for the laser pulse with the rise-time (a)140 

fs, (b)100 fs and (c)60 fs, the Hydrogen atoms density 0.01 crn  at t=250 fs. 
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Abstract 

In this paper, electron acceleration by a circularly polarized Gaussian laser pulse in a magnetized 

plasma is investigated. The coupled differential equations of energy and motion of electrons are 

established and solved numerically. The variation of the magnetic field and plasma density effect 

on the electron acceleration for both right and left-handed circularly polarized laser pulse are 

studied.  It is observed that the right-handed (RH) polarization causes an increase in the strength 

of the electron acceleration while the left-handed (LH) polarization causes a decrease in the 

strength of the electron acceleration in the magnetized plasma. It has been observed that the RH 

polarization is more suitable for higher energy gain. It is also found that for the RH (LH) 

polarization of the laser, increasing the magnetic field increases (decreases) the acceleration of the 

electrons. It was also shown that for a certain laser wavelength, electron acceleration occurs more 

easily in low plasma densities. 

Keywords: electron acceleration, laser-plasma interaction, ponderomotive force.  

Introduction 

In recent decades, propagation of laser beam in plasma has received a lot of attention due to its 

many applications in nuclear fusion, plasma accelerators, X-ray lasers, THz radiation generation 

and the generation of high harmonics [1-4]. Because of the ionized state and nonlinear nature of 

plasma, it can sustain extremely high laser intensities. During high intensity laser pulse 

propagation through an underdense plasma numerous types of nonlinear process can be occurred 

due to the ponderomotive force effects. Acceleration of particles to high energies is one of the 

important aspects in the laser-plasma interaction, because the plasma medium has unique 

characteristics that can be used for acceleration [4]. The laser pulse can accelerate the electrons to 

high energies in many ways. It can cause ponderomotive acceleration [5]. In the intraction of laser 

pulse with an electron, the laser pressure in the ascending pulse front pushes forward electron on 
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its way and the pressure of radiation pushes the electron backward in the descending part of the 

pulse. As a result, the electron does not get net acceleration. However, if after being accelerated 

the electron leaves the interaction zone before being decelerated, it will have gained the energy. 

The magnetic field also has a key role in the acceleration of the electron in the plasma. The 

magnetic field can be self-generated or externally applied in laser-plasma acceleration. In case one 

utilizes a circularly polarized laser with intensity 19 2W/cm , it can create axial magnetic field about 

7 MG [6].  

In this paper, the acceleration of electrons due to the axial ponderomotive force of the circularly 

polarized Gaussian laser pulse in a magnetized plasma has been studied. Calculating the energy 

gained by electrons in the laser field, the effect of magnetic field, plasma density and polarization 

state of laser (right and left-handed polarization) on the energy of electrons have been discussed. 

Basic Equations 

Assuming that a high-intensity laser pulse with a limited spot size with circular polarization is 

propagated in a magnetized plasma 0
ˆB z  with density 0n along the z axis, the laser field is defined 

as follows [7]: 

 ˆ ˆ exp
g

z z
E x iy A t i t

c c






    
               

(1) 

The upper sign (+) corresponds to right-handed (RH) polarization and the lower sign (-) 

corresponds to left-handed (LH) polarization. The amplitude of the Gaussian laser pulse is given 

as follows: 

2

0

2 2

0 2

( )

exp( )
g

z
t t

c
A A





 

 
 

(2) 

In the above equation, 
2 2/ (1 / 2 ( ) )g p c cc c          is the group velocity of the laser pulse 

[7],  is the plasma refractive index, ,m e  is the mass and electron charge, 
2  4 /p e ee n m  is the 
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plasma frequency,  is the pulse width, and 0 /c eeB m c   is the electron cyclotron frequency. 

Equation of electron motion in the presence of laser radiation field and external magnetic field 0B

is given below [7]: 
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dt mc
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(5) 

In the above equations,  is the relativistic factor. By defining the electron momentum as 

0
ˆ ˆ( ) exp[ i (t z / c)]xp x iy p     

 and using it in Eq. (3), an equation for 0 xp
 is obtained. Then, 

by using it in Eq. (5) and defining 
/z z eP p m c

, the axial ponderomotive force is obtained as 

follows: 
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(6) 

Using the 
/ (p / m ) /z ed dt d dz

, the electric field of the laser pulse Eq. (1) and the 

corresponding magnetic field, and 1/ , ,T t, / , / ,x x y yZ z c P p mc P p mc       
the set of 

equations (5)-(3) are rewritten as follows: 
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dT
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(10) 

Where 
2

0 1 1 0 0exp[ ( ) / 2 ], / e

g

Z
a a T t a eA m c 


     . 

 

Results and Discussion 

Above equations depend on the electron density, spatial parameters of propagation and strength of 

magnetic field. These coupled equations were solved numerically using the fourth-order Runge-Kutta 

technique with initial conditions 
1(0) 0.5, (0) (0) 0, (0) 0, 30z x yP P P T      , and  variations 

which represents changes of the electron energy, were obtained. Figure (1) shows the  parameter 

(electron energy) versus the dimensionless distance Z in the plasma, for two RH and LH 

polarizations. From Fig. (1), it can be seen that the energy obtained by electrons in RH polarization 

is much more than in LH polarization, and this means that electrons gain more acceleration in RH 

polarization. 
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Fig. 1. Plot of 


vs Z for RH and LH polarization, 0/ 2, / 0.3, 2.c p a     
 

The reason is the intensification of the cyclotron motion of electrons in the laser field with RH 

polarization. Therefore, the state of polarization is very decisive for the acceleration of electrons 

with a laser.  

Due to the laser field, the electrons experience a ponderomotive force and accelerate to higher 

energies. The applied magnetic field increases the amount of force v B  applied to the electrons 

and causes them to reach very high energies. As a result of the magnetic field, the laser transfers 

its energy to electrons through induced cyclotron resonance. In Fig. (2), the effect of plasma 

density (or plasma frequency) on the  parameter for RH polarization is investigated. This figure 

shows that by increasing the plasma density, the value of  , or the electron energy is decreased. 

Therefore, the increase in plasma density reduces the electron acceleration. In Fig. (3) the effect 

of ratio of laser frequency to electron cyclotron frequency / c   is investigated. Assuming 

constant laser frequency, Fig. (3) shows that in the case of RH polarization, decreasing / c  , or 

increasing the magnetic field causes more electron acceleration, while increasing the magnetic 

field for LH polarization decreases the electron acceleration. In RH polarization, a force is applied 

to the electrons and forces them to move in the direction of their cyclotron motion. 
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Fig. 2. Plot of 


vs Z for RH polarization, 0/ 2, 2.c a   
 

 

 

Fig. 3. Plot of 


vs Z for two different values of 
/ c 

 (a) RH polarization and (b) LH polarization, 

0/ 0.3, 2.p a   
 

In this state of polarization (RH), by increasing of the magnetic field strength, the transverse 

velocity of the electrons increases and leads to an increase the nonlinear current density in the 

plasma. While for LH polarization, the direction of the force applied to the electrons is opposite to 
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the direction of their cyclotron motion, and the transverse velocity of the electrons decreases with 

the increase of the magnetic field. 

 

 

 

Conclusions 

In this paper, electron acceleration in the magnetized plasma was investigated considering the 

nonlinear ponderomotive force of the Gaussian laser pulse. We obtained the coupled equations of 

motion and electron energy in the plasma and solved them numerically. It was shown that the state 

of polarization (Right-handed or Left-handed) of the Gaussian laser pulse plays an important role 

in the electron acceleration. In the magnetized plasma, for RH (LH) polarization of the laser, 

increasing the magnetic field causes an increase (decrease) in the acceleration of the electron. It 

was also shown that for a certain laser wavelength, electron acceleration occurs more easily in low 

plasma densities. 
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Abstract  

Improvement of zirconium properties by chromium and nitrogen implantation is ideal to protect 

the nuclear fuel rods against corrosion and secondary hydrogenation. Metallic chromium (Cr) has 

attracted attention as a potential coating material on zirconium alloys, to limit external cladding 

corrosion. In this research, high energy plasma focus device was used to plant the chromium and 

nitrogen ions in the zirconium substrate. Nine zirconium samples in 2cm×1cm dimensions with 

1mm thickness were located at a distance of 20cm from the place where the pinch is formed. The 

experiments are carried out in 1.2 mbar of the nitrogen gas pressure and 17 kV of the charging 

voltage. Fe-Cr (85% , 15%) disc and Ni-Cr (70% , 30%) pills were installed on the anode head for 

sputtering of the chromium and deposition on the zirconium substrate. When the pinch plasma 

column decays due to various instabilities, intense and high-energy N2 ions are accelerated towards 

the zirconium substrate also sputtered Cr is deposited on the substrate. XRD and XRF analysis 

were used to study the structural properties of the samples. XRF analysis indicates 87.81% of Zr, 

3.70% of Ni, 2.09% of Cr and 1.75% of Fe in the surface of the sample. XRD spectra shows the 

formation of ZrN, Cr1.2Ni0.8Zr and Zr(Cr0.25Fe0.75)2 Composites after ion implantation.   

Key Words: Cr deposition on Zr, Cr-Zr-Ni-Fe Composites, Plasma Focus Device, XRD Analysis, 

XRF Analysis  

Introduction 

The plasma focus (PF) is being employed for thin film deposition because it has attractive features 

for deposition purposes such as: (a) deposition is done by the energetic ions and hence will be a 

resistant deposition, (b) deposition rate is high, (c) film adhesions to the substrate surface is 

generally good, (d) deposition with the different background gases is allowed and (e) deposition 

https://www.researchgate.net/profile/Mir-Mohammad-Reza-Seyedhabashi?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InByb2ZpbGUiLCJwYWdlIjoicHJvZmlsZSJ9fQ
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on the substrate materials at the room temperature. Many experiments have been carried out based 

on the dense plasma focus (DPF) deposition and implantation [1] [2] [3] [4] [5]. 

I. A. Khan et al presented the possibility of the DPF based zirconium nitride films deposition on 

zirconium substrate [6]. Their characterizations were ion doses and angular position of the samples 

[6]. They observed zirconium nitride phases (ZrN, Zr2N and Zr3N4) on zirconium substrate. The 

XRD spectra demonstrated that the crystallinity of zirconium nitride in the deposited film increases 

by increasing the nitrogen ion dose and decreases by increasing the angular position [6].  

S. Javadi et al used a 1.6 kJ PF device for the synthesis of chromium films on Si(400) substrates 

[8]. They considered various numbers of focus shots at 0◦ angular position and at the distance of 

8 cm from the top end of the anode. The XRD results showed that the intensity of Cr diffraction 

peaks increases with increasing the number of focus shots from 15 to 25. Their experiments 

demonstrated the degree of crystallinity of chromium film is decreased for the sample exposed to 

35 shots [8]. AFM and SEM images presented a two-stage variation pattern for the sizes of the 

particles distributed on the film surface by increasing the focus shots from 15 to 25 and then to 35 

[8].  

Experimental Setup 

The 115kJ dense plasma focus device is used for the experiments. This device has been made in 

the inverse structure and the direction of the anode and cathode is downward (Figure 7). This 

structure leads to sputtering from the anode head materials and deposition to the substrate. Fe-Cr 

(85% - 15%) alloy with 5cm of diameter is installed on the anode head (Figure 8). Ni-Cr (70% , 

30%) pills are installed on the Fe-Cr disc for increasing in Cr deposition (Figure 9). The 

experiments were performed with 135 shots by using the nitrogen gas at the pressure of 1.2 mbar. 

The capacitors are charged up to V=17 kV (E=20.8 kJ). Nine zirconium substrates in the dimension 

of 2cm×1cm are installed on the feedthrough (Figure 10) 20cm away from the anode head. The 

chamber is vacuumed up to 10-2 mbar then the nitrogen gas is injected to the chamber up to 

optimized pressure (1.2 mbar). The nitrogen filling gas is vacuumed after 5 shots and fresh gas is 
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injected. The high voltage probe, Rogowski coli and NE-102 plastic scintillator are the diagnostic 

systems (Figure 11). 

 

Figure 7 . Experimental setup for Cr and N 

implantation in the Zr 

 
Figure 8. View from bottom to top. FeCr alloy 

disc was installed on the anode head 

 
Figure 9. View from bottom to top. NiCr alloy 

pills were installed on the anode head 

 
Figure 10. Nine Zr substrates were installed on 

the feedthroug
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Figure 11. Chanel 1: current, Chanel 2: current derivative, Chanel 3: Plastic scintillator signal and Chanel 

4: High Voltage probe.  

 
Results and Discussion  

XRF analysis indicates 2.09 % of Cr deposition on the zirconium substrate (Table 5). Ni and Fe 

deposition is seen in the sample due to the composite of alloys that installed on the anode head. 

Using of the pure chromium leads to the high deposition of Cr on the Zr substrate and eliminate 

the other elements.  

Table 5. XRF analysis indicates Cr, Ni, Fe, Al and Zn elements in the sample 

Analyte Concentration % 

Zr 87.81 

Ni 3.70 

Cr 2.09 

Fe 1.75 

Al 1.42 

Zn 1.04 

Other Elements 2.19 

XRD analysis was used to study the structural properties of the samples. Table 6 shows the visible 

composites in the XRD pattern. In addition to the zirconium, composites of zirconium with 

nitrogen, chromium, iron and nickel are observed.  
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Figure 12 shows the general XRD pattern of the substrate with all observable composites. Cr1.2 

Ni0.8 Zr and Zr (Cr0.25 Fe0.75 )2 composites are observed in the  
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Figure 12. Figure 13, Figure 14 and Figure 15 show the reference XRD pattern of CrFeZr 

(reference code 01-085-2330), CrNiZr (reference code 00-048-1309) and ZrN (reference code 00-

035-0753) in comparing with the sample main graph. These graphs demonstrate the formation of 

Cr1.2Ni0.8Zr , Zr (Cr0.25 Fe0.75 )2 and ZrN in the substrate.    

Table 6. Visible peaks in the XRD spectra  

Visible Ref. Code Compound Name Chemical Formula 

* 00-035-0753 Zirconium Nitride Zr N 

* 00-034-0657 Zirconium Zr 

* 00-048-1309 Chromium Nickel Zirconium Cr1.2 Ni0.8 Zr 

* 01-085-2330 Zirconium Chromium Iron Zr ( Cr0.25 Fe0.75 )2 

 

 

 

Figure 12. XRD spectra of Zr substrate irradiated by Cr and N2 ions. Visible composites are seen in the 

graph.  
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 Figure 13. XRD pattern of the sample (main graph) is compared with the CrFeZr reference 

pattern. CrFeZr composite is seen in 2θ = 38.945֯ and 66.49֯.  

 

 

 

Figure 14. XRD pattern of the sample (main graph) is compared with the CrNiZr reference pattern. 

CrNiZr composite is seen in 2θ = 38.749֯ and 66.176֯. 
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Figure 15. XRD pattern of the sample (main graph) is compared with the ZrN reference pattern. ZrN 

composite is seen in 2θ = 33.89֯, 39.329֯, 56.835֯ and 67.852 

CrFeZr peaks overlap in 2θ = 38.945 ֯ and 66.909 ֯ with the main graph. Main overlap occurs in 2θ 

= 38.945 ֯ (Figure 13). CrNiZr peaks overlap in 2θ = 38.749 ֯ and 66.176֯ with the main graph. Main 

overlap occurs in 2θ = 38.749 ֯ (Figure 14). Reference XRD spectra of ZrN fit to the main graph of 

sample in the Figure 15. This curve indicates overlap in 2θ = 33.89 ֯, 39.329 ֯, 56.835 ֯ and 67.852 

that main overlap is observed in 2θ = 33.89 ֯.  

Conclusion  

A dense plasma focus device is applied to deposit the chromium and nitrogen thin films on the 

zirconium substrates at the room temperature. This device emits high-energy ions of 10 keV-1 

MeV and with a flux of 1016 ions/cm2 in each shot [9] [10] [11] toward the target so it is attractive 

for deposition on the substrate materials at the room temperature. Chromium alloys were installed 

on the anode head as a disc and pills. 135 shots were carried out by using the nitrogen filling gas. 

XRD spectra indicates nitrogen implantation and chromium deposition on the Zr substrate 

successfully. XRD spectra shows the formation of Cr1.2Ni0.8Zr and Zr(Cr0.25Fe0.75)2 Composites at 

2θ = 38.7֯ and the ZrN composite at 2θ = 33.89 ֯ . The use of pure chromium on the anode head will 

certainly eliminate the iron and nickel deposits on the zirconium substrate.  
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Abstract 

Various applications of fusion based neutron generators such as boron neutron capture therapy and 

neutron activation analysis are being developed at the nuclear science and technology research 

institute. In this paper calculations for energy and ion current range required for 105 n/s in IR-

DD105-M1 neutron generator which is under construction are performed. Due to high hydrogen 

absorption and metal hydride formation characteristic of Titanium, this metal has been selected as 

the target and the stopping power of deuterium ions are calculated with SRIM software. Based on 

the experimental data and theory a new formula with high accuracy for the D-D reaction cross 

sections is employed. Then the necessary voltage and current to reach 105 n/s is determined.  

Keywords: Neutron generator, IR-DD105-M1, Nuclear fusion, Titanium, Neutron yield  

 

Introduction 

After the discovery of neutron many studies have been performed and variety of applications such 

as neutron radiography, neutron activation analysis, short-lived radioisotopes and explosive 

materials detection gradually emerged. Therefore, is opening new areas of research and 

developments in various technical fields e.g. aeronautics, defense industries, medicine, semi-

conductor devices and so one.  Generally, fission reactors and radioactive-based sources have been 

used as the neutron generator however, fusion base neutron generators are more attractive due to 

lower coast of constructions maintains and possessing lower physical dimensions that make it easy 

to be used in industries. In addition, they do not require nuclear materials as fuel and therefore 

lower security considerations are needed for them.   

Despite radio isotopic neutron sources do not have the problems of lagged sized fission reactors, 

the have relatively low neutron flux which may not satisfy some specific solutions. Also, there are 

always emitting neutrons during their life time and they could not be turned-off or turned-on 
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immediate decisions. Therefore, they must always be placed inside a radiation shield for radiation 

protection standards. On the other hand, neutron generators based on nuclear fusion do not have 

such problems of the other methods. For example, the cost of their design and construction is much 

lower than the fission reactors. Due to their small size, it is possible to install and operate them in 

different places. they do not have nuclear waste and the required fuel is found in abundance in 

nature. Also, it is very easy to control the neutron flux produced by them, and by cutting off their 

feeding system, the whole process is turned off and neutron emission is stopped. According to the 

mentioned advantages, neutron production methods based on nuclear fusion are one of the bests, 

and many researches have been conducted on them in the world and various samples are 

constructed. Neutron generating devices based on accelerator and fusion are one of the best 

methods for stable and reliable neutron production. These types of generators have the ability to 

work in both continuous and pulse modes, their structure is a bit more complicated, however, their 

control is much easier. For this reason, prominent commercial companies in the field of producing 

neutron generators mostly use this type of generators to produce neutrons. In thisarticle 

calculations based on the experimental sufion database and the SRIM code has been used to obtain 

the nessecary  deutron beam energy and current to reach 105 n/s as the optimum condition.  

Research Theories 

In neutron generator, nuclear fusion reaction takes place due to impact of energetic deuterium ion 

beam with a solid target. Neutron yield could be calculated as the following in case of thin target 

assumption where the ion beam energy does not change during the penetration:    

(𝐸) = 𝑁𝑖𝑛.
𝑁𝑖𝑚𝑝. 𝜎𝐸

𝐴
         (1) 

Where Nin is the number of deuterium ions impinging on the target surface in one second 

Nimp is the total number on deuterium inside the target volume 

𝜎  is the fusion cross section reaction of 𝐷(𝐷, 𝑛) 𝐻𝑒3  

A is the ion beam surface area on the target.  
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But in case of thick target assumption the ion beam energy decreases during the penetration 

therefore it is easier to devid the target thickness into several differential ones where the thin target 

assumption is valid in each section. Therefore, it is possible to write the neutron yield formula as 

the following for a beam current I0 and initial energy of E0: 

𝑌(𝐸) =
𝐼0
𝑒
.∑

𝐴𝑅.𝑁𝑇 . 𝐴. 𝑑𝑥𝑖. 𝜎𝐸𝑖
𝐴

= 𝐼0.
𝐴𝑅.𝑁𝑇
𝑒

.∑𝑑𝑥𝑖 . 𝜎𝐸𝑖 

⇒ 𝑌(𝐸) = 𝐼0.
𝐴𝑅.𝑁𝑇
𝑒

. ∫
𝜎𝐸

(
−𝑑𝐸
𝑑𝑥

)
𝐸

𝐸0

0

𝑑𝐸        (2) 

In which NT is the target density 

AR is the atomic fraction of deuterium inside the target 

𝑑𝐸

𝑑𝑥
  is the stopping power of ion beam inside the target which is assumed to be loaded with 

deuterium atoms.  

 
Fig.1.Differential thin sector view of the target  

Finally necessary ion beam current for reaching 105 n/s yield could be written as the following 

formula:  

𝐼0 =
105

𝐴𝑅.𝑁𝑇
𝑒 . ∫

𝜎𝐸

(
−𝑑𝐸
𝑑𝑥 )𝐸

𝐸0
0

𝑑𝐸
                               (3) 
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Therefore, it is possible to calculate the exact neutron yield in a beam target reaction for a known 

initial energy, stopping power and fusion cross section reaction to reach the specific yield of 105 

n/s. 

Calculations of fusion cross section reactions: 

In D-D nuclear fusion analyses, the fusion cross section σ plays the most important roll. This 

quantity determines the nuclear reaction probabilities for impact of two nuclides.  For a D-D 

reaction there are two reaction channels in which just one of them ( 𝐷1
2 + 𝐷1

2 → 𝐻𝑒2
3 + 𝑛0

1  ) ends 

in the neutron production. For reaction cross section of two light nuclides, it is possible to write it 

as the following:  

𝜎(𝐸𝑙𝑎𝑏) = −16389 × 𝐶3 (1 +
𝑚𝑎

𝑚𝑏
)
2

×

[
 
 
 

𝑚𝑎𝐸𝑙𝑎𝑏 [𝐸𝑋𝑃(31.40𝑍1𝑍2√
𝑚𝑎

𝐸𝑙𝑎𝑏
)− 1]

{
 

 

(𝐶1 + 𝐶2𝐸𝑙𝑎𝑏)
2

+

(

 𝐶3 −
2𝜋

[𝐸𝑥𝑝 (31.40𝑍1𝑍2√
𝑚𝑎
𝐸𝑙𝑎𝑏

) − 1]
)

 

2

}
 

 

]
 
 
 
−1

     (4) 

 

Ma and mb represent the molecular mass of the target and incident beam and Z1, Z2 represent the 

atomic numbers of the target and incident beam. Here ma=mb=1 and Z1=Z2 =1 

C1, C2 and C3 are constant parameters that are defined in table.1. as the following:  

 

Table1. Triple coeficents for D-D fusion cross section formula 

 

 

-60.2641 𝑪𝟏 

0.05066 𝐶2 

-54.9932 𝐶3 
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Fig.2. D-D nuclear fusion reaction  

As is viewed from Fig.2. 50 percent of the D-D reactions related to the 𝐷 + 𝐷(𝑝 + 𝑇 𝑎𝑛𝑑 𝑛 +

𝐻𝑒)3  which is representative of neutron production. Therefore, to draw on more to the reality for 

the fusion cross section of the mention channel a coefficient equal to 0.5 must be multiply the 

formula. To verify the   equation.4 ENDF/B-VI from national nuclear data center has been used. 

As is observable on Fig.3 the errors are between 14 to 27 percent. To reduce these errors a second 

order equation was used to modify the final reaction cross section formula as the following: 

𝜎(𝐸𝑙𝑎𝑏) = −0.5 × (−1.66 × 10
−6𝐸𝑙𝑎𝑏

2 + 1.4 × 10−3𝐸𝑙𝑎𝑏 + 0.8) × 16389 × 4𝐶3

×

[
 
 
 
 

2𝐸𝑙𝑎𝑏 [𝐸𝑋𝑃(31.40√
2

𝐸𝑙𝑎𝑏
)− 1]

{
 
 

 
 

(𝐶1 + 𝐶2𝐸𝑙𝑎𝑏)
2

+

(

 
 
𝐶3 −

2𝜋

[𝐸𝑥𝑝 (31.40√
2
𝐸𝑙𝑎𝑏

) − 1]
)

 
 

2

}
 
 

 
 

]
 
 
 
 
−1

                     (5) 

Data from equation (5) and ENDF/B-IV and the errors are depicted on Fig.4. Here the errors are 

reduced to less than 2.28 percent.  
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Fig.3. Obtained results of the D-D fusion cross section from equatio4 vs. ENDF/B-VI data and the errors 

 
Fig.4. Obtained results of the D-D fusion cross section for equation 5 vs. ENDF/B-VI data and the errors 

 

 

 

 

Stopping power of deuterium in titanium target 
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Another important factor for the neutron yield depends on the target capacity to retinting deuterium 

atoms particularly at the beginning of the beam target reaction proses while the target is not 

saturated, as well as the stopping power of the target for the incoming ion beam.  The lower the 

stopping power the lower the power is loosed for the ion beam and vice versa. Since the Titanium 

could make metallic hydride then it is a good chois for obtaining the D-D target for neutron 

generators. Due to low atomic number, it has relatively lower stopping power in comparison with 

other metals with high atomic number.  In addition, Titanium has high hydrogen to metal ration 

(AR) with respect to other metals. This ratio could reach to AR=2. Therefore Titanium is 

recognized as the most efficient metal for the neutron generation target. SRIM code has been used 

for the stopping power of deuterium ions in the Titanium target in the energy rang of 1 to 60keV.   

 
 

Fig.5. Stopping power of deuterium ions inside the Titanium target 
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Fig.6. Necessary deuteron beam current and energy for deuterium target to reach the 105 n/s yield 

 

 

Results and Discussion 

Substituting the obtained formulas for the stopping power and the 𝐷(𝐷, 𝑛) 𝐻𝑒3 fusion cross section 

reaction in the equation 5 the ion beam and energy necessary for the 105 n/s as a function of 

different AR ratios are calculated and depicted on Fig.6. As is obvious, in the worst-case scenario 

(AR=0.1) 105 n/s is reachable for the energy and ion current range of 27 to 60 keV/500 µA.   

It should be noted that, even though the energy and current reduction ends in lowering the power 

consumption and simplified construction of ion source, the time needed for the target saturation 

becomes longer and makes it more difficult due to requirement of higher voltage power supply 

and insulation problems as lowering the ion beam current. On the other hand, reducing the voltage 

and increasing the current increase the power consumption of the ion source and therefore ends in 

more complicated ion source construction even though it lowers the saturation time and requiring 

simplified high voltage power supply as well as the simpler insulation considerations. Therefore, 

based on the limitations for IR-DD105-M1 considerations such as ion source, power supply, 
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cooling system, dimension of the device and the total cost, the optimized situation for the voltage 

and beam current in the studied ranges should be selected. 

Conclusions 

In this paper the required ion current and voltage reneges to achieve 105 n/s for the IRDD105 

neutron generator was calculated. At firs a relationship between the ion-beam current and voltage 

to reach 105 n/s has been calculated. Then a three parameter formula has been used as the fusion 

reaction cross section of D(D,n) 3He reaction and the errors are compared to ENDF/B-VI nuclear 

data. Because of 14 to 28 percent errors, a corrected formula is proposed to reduce the errors lower 

than 2.3 percent. SRIM code has been used to calculate the deuterium ion beam stopping power 

inside the Titanium metal as the target. After replacement of the formulas, the ion-voltage diagrams 

are depicted for different atomic ratios. In the end, the energy and ion current necessary to achieve 

105 neutron/s for the IR DD105-M1 neutron generator facility calculated to be 27 keV/500µA to 

60keV/30µA range.  
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Abstract 

Positron Annihilation Spectroscopy (PAS) is a well-established technique to check the annealing 

quality of metals. This work aims to compare (PAS) and Photo Luminescence (PL) techniques in 

the characterization of well-annealed metals. For this purpose, four tungsten sample were used. 

First, the effect of annealing on the structure of a rolled tungsten with a purity of 99.97 % was 

investigated. Second, the tungsten sheet was divided into four pieces. The as-received sample was 

considered as a reference. Three samples were annealed at 700 °C, 1000 °C, and 1400 °C. 

Annealing was done for one hour under a vacuum of about 10-6 mbar. Then, PAS and PL 

techniques were performed to determine the defects and their structure in the samples. A 

comparison of the obtained results by the both PAS and PL methods indicates an increase in the 

size of defects and a decrease in their number under with an increase in annealing temperature. 

The correlation between the PAS and PL parameters were described in details. Although the PAS 

technique was more accurate in characterizing defects, the obtained results by the two methods 

were in good agreement. 

Keywords: Positron Annihilation Spectroscopy, Photoluminescence, Tungsten, Annealing, Defect.  
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Tungsten was recognized by ITER as a good candidate for plasma-facing material due to its unique 

properties such as low sputtering, high melting temperature, high thermal conductivity, low 

retention of hydrogen isotopes and low reactivity. Hydrogen isotopes, as the main fuel of a fusion 

reactor, cause severe damage to the material in contact with the tungsten surface. These damages 

can be considered as the most probable reason for the loss of mechanical properties of tungsten [1-

3]. In fact, these damages are formed by defects in tungsten [4]. Therefore, it is important to study 

and recognize the defects.  

The Photoluminescence (PL) analysis is an easy, non-destructive and fast technique. Although the 

fundamental limitation of PL analysis is its reliance on radiative events, its signals provide useful 

information about surface and interface quality [5]. Therefore, this method can be used to 

investigate the surface of fusion materials. Modifications in the structure and the formation of 

defects such as oxygen vacancies on the ion and γ-irradiated breeder blanket materials surface 

were obtained using the PL technique by Carella et al. [6]. 

Investigation of the surface of gold and copper using PL and observation of peak emission in both 

metals was reported by Mooradian [7]. Mooradian also reported the exciting optical radiation of 

observations electron-hole recombination of the two metals from near-Fermi energy in deep bands 

[7]. 

The modern positron annihilation spectroscopy (PAS) method can be used to obtain valuable 

information about metal defects. Because positrons are highly sensitive to vacancy defects in 

solids, this non-destructive method is capable of providing excellent quantitative and qualitative 

information at the atomic scale [8,9]. 

PAS is used to study metals because of its ability to measure some important properties that are 

critical to identifying the magnetic, mechanical, and electrical properties of metals. Properties such 

as electron momentum distribution, ratio of free electrons Zc/metal atom, Fermi energy εF (usually 

measured in eV), and np concentration (in cm-3) in the capacitance band [10]. 

Recent experiments examining the evolution of defect concentration and size under different 

annealing conditions by Positron Annihilation Lifetime Spectroscopy (PALS) [4] show that, 

initially, an increase in temperature leads to an increase in the size and concentration of point 
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defects due to recombination of migration point defects. Then, at very high temperatures, tungsten 

is completely recrystallized [11,12] and completely free of defects [4,13]. 

In this presentation, annealed tungsten is characterized by two methods, PAS and PL. The purpose 

of this work is to compare the PAS and PL methods 

Experimental  

In this work, a rolled tungsten sheet with 99.97% purity and 1 mm thickness were used. Tungsten 

sheet was manufactured by the Austrian company PLANSEE. Tungsten sheet was divided into 4 

sample groups. The annealed samples are shown at i) 973 K with the symbol W01, ii) 1273 K with 

the symbol W02, iii) 1673 K with the symbol W03, and iv) sample as-received denoted by W00. The 

duration of the samples were annealed under the vacuum ~10-6 mbar was 1 h. The surface of the 

samples was first polished mechanically and electropolished with SiC papers from 600# to 5000# 

and then 2% NaOH solution, respectively. The samples were electropolished at room temperature 

and 8v for 30 s to 60 s. 

After polishing, the samples were cleaned in an ultrasonic bath for 10 minutes with ultrapure 

acetone and deionized water. 

The calculation of grain size before and after annealing shows a ~16 times growth in grain size 

with increasing temperature [14]. 

Positron Annihilation Spectroscopy (PAS) 

PAS is a technique that provides information about defects by detected annihilation photons. When 

the positron enters the sample and its inelastic collision with the free electrons is thermalized after 

a few picoseconds. Inelastic collision of the positron with free electrons is one way of annihilation 

of positron. Other ways to annihilation positron include trapping at sample sites, and creating a 

positronium (Ps) atom by bounding to an electron.  

Both the positron and the electron particle are annihilated in an inelastic collision into 

electromagnetic radiation. This annihilation, in the two photons case, results in the emission of 
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two photons with ~ ̴511 keV energy and an approximate angle of 180°. Fig. 1 shows the 

mechanism of PAS.  

In defect, the absence of positively charged atomic nuclei creates a local adsorbent potential for 

the positron, which plays an effective role in trapping the positron. The dependence of different 

defects on changes in the momentum distributions and concentration of the annihilating electron 

impulse can affect the two parameters of energy spectrum and lifetime of the emitted photons in 

the characterization pathways. Therefore, defects at the nanometer scale and very low 

concentrations can be investigated. Positrons emitted from the 22Na source can lose their energy 

to thermal energy in a few ps and diffuse to a depth of 0.1 μm in the material until the defect is 

trapped [15,16]. 

 
Fig. 1. mechanism of PAS [16] 

Positron Annihilation Lifetime Spectroscopy (PALS) and Coincidence Doppler Broadening 

Spectroscopy (CDBS) are two laboratory methods of the PAS technique that were used in this 

work to study the structure of matter and defects. 

Positron Annihilation Spectroscopy (PAS) 
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The density of the electrons around the positron before annihilation determines the lifetime of the 

positron. Therefore, to determine the type and size of defects of the material, the measurement of 

positron lifetime in the material can be used [9,15]. 

The positron lifetime is the time between emissions until the annihilation of the positron (Fig.2). 

The randomness of the annihilation process results in a statistical distribution over the lifetime of 

the positron, so it can obtain the lifetime spectra from the sum of the exponential reduction 

components with different intensities. The standard counts of annihilation events for the lifetime 

spectrum is about 106 [4, 16–17]. 

 
Fig. 2. Positron lifetime measurement [16] 

The following equation is used to obtain the lifetime spectrum, z(t), [4]: 
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Where BG and R(t) are constant background and time resolution function. N, 𝐼𝑖 and, 𝜏𝑖 are the 

number of open volume defects in the matter, intensity and, lifetime of positron, respectively. τave 

indicates average lifetime of a positron and is obtained from the following equation [4]: 

I ii iave    (2) 

Here, the lifetime of positron annihilation in defective and non-defective sample τave and τ are 

expressed respectively. The duration of annihilation of the positron trapped in defects such as 
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micro voids, dislocations, vacancies, vacancy-impurity pairs, etc., is longer than that of the free 

positron in the same sample. Therefore, τ<τave indicates the presence of open-volume defects in 

the structure of a material [16-18]. 

Coincidence Doppler Broadening Spectroscopy  

Placement of positrons and their annihilation in the vacancy sites is the basis of this method. In the 

laboratory, when the local positrons are annihilated by collisions with electrons to protect energy and 

momentum, due to the annihilating electrons primary momentum, the Doppler broadening of the 511 keV 

line occurs with a value E = ±(plc)/2. Where pl is the longitudinal momentum of the electron in the direction 

of annihilation radiation and c is the speed of light. Doppler broadening spectroscopy technique can be a 

suitable method to detect the chemical nature of holes in the lattice structure. The conversion of the 

momentum of the sample electrons into the energy of the positron annihilation gamma radiation is the basis 

of this technique [19]. 

Two very important parameters in this method are S and W, which show the momentum distribution of 

core electrons at the place of electron-positron annihilation. Positron annihilation is represented by valence 

electrons with S-parameter and by core electrons with W-parameter. Due to the high sensitivity of S-

parameter on open volume defects, this parameter shows the size and concentration of defects. The chemical 

environment of the positron annihilation sites is described by the parameter W [19,20]. 

To increase the accuracy in determining the momentum distribution of internal electrons and reduce the 

background radiation as much as possible, the Coincidence Doppler Broadening Spectroscopy (CDBS) 

method can be used by two detectors. Two HPGe detectors or one HPGe detector and one NaI(Tl) detector 

are placed in front of each other and the source sandwiched by the two samples is placed between them 

(Fig. 3). The system counts only the gamma rays that enter the two detectors coincidentally, and the 

background spectrum is well removed. With this method, the peak-to-Compton ratio of about 104 can be 

obtained. The highest accuracy in measuring S and W-parameters is obtained by using the coincidentally 

of two HPGe detectors [21]. This configuration is used in this work. 
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Fig. 3. configuration of Coincidence Doppler Broadening Spectroscopy [16] 

Results and discussion 

Coincidence Doppler Broadening Spectroscopy  

Spectroscopy results of samples by CDBS are shown in Table I. In the W00, W01, W02 samples, S-

parameter decreases and increases in sample W03. As can be seen, the lowest value of S-parameter 

corresponds to samples W01, W02. Due to the high sensitivity of the S-parameter to open-volume 

defects, perhaps the increase of the S-parameter in two samples W00 and W03 can be considered as 

an indication of the greater number of defects in the sample W00 and their larger size in W03. 

Table 1. W- and S-parameters of the applied tungsten samples, (Error S-parameter: ± 0.001) (Error W-

parameter ± 0.0003) [14] 

Sample Annealing temperature(K) S-parameter W-parameter 

W00 as-received 0.467 0.2264 

W01 973 0.461 0.2327 

W02 1273 0.458 0.2360 

W03 1673 0.464 0.2295 

 

By examining the changes of W-parameter in terms of S-parameter (Fig. 4) and lining up the points 

on a line, it can be concluded that the trapping sites of positron and their annihilation are the same 

for all samples [14,22]. 
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Fig. 4. The variation of W–parameter versus S–parameter [14] 

Two main and distinct regions in Doppler broadening method, i) region with low momentum or 

0< pl <3 × 10-3 m0c, ii) region with high momentum or 6 × 10-3<pl<15 × 10-3 m0c, represent the 

values S-parameter and W-parameter respectively [17]. Fig.5 shows a peak for all samples. 

Positron annihilation with 5d tungsten electrons leads to the presence of the peak in ∆E~3 keV 

(pl≈11.73 × 10−3 m0c). This peak corresponds to the W-parameter [23]. Considering the inverse 

relationship of two parameters W and S, it can be said that in ∆E~3 keV, for all samples, S-

parameter is the lowest value that an increase in temperature leads to its decrease compared to the 

as-received sample. 

 
Fig.5. The measured momentum spectrum of the Doppler broadened annihilation radiation [14] 

Examining the defects created on tungsten by PAS showed the evolution of the defects with 

increasing annealing temperature. This evolution occurs in three stages: stage I (from room 

temperature to ~773 K), initiation of movement of small vacancy-type defects at low temperatures; 

stage II (~773 K to ~1723 K), at medium temperature, first there are medium-sized defects, and 
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then with increasing temperature, larger defects are produced; stage III, at temperature above 

~1723 K to ~2773 K, defects undergoes recovery [24]. 

PALS Experiment  

In this measurement, the positron emitting source was 22Na. The counts collected in each lifetime’s 

spectrum, channel widths and FWHM are 105, 23 and 360 s, respectively. The lifetime of a positron 

in a defect free tungsten lattice is τ=~105 ps [25]. Direction LT-10 was the software used to solve 

the average positron lifetime of the spectrum. 25% of the intensity of positron annihilation in all 

samples is related to foil’s Kapton. The results of positron annihilation lifetime spectroscopy are 

shown in Table 2. 

Table 2. Results of the PALS experiment [26] 

The effect of temperature on positron lifetime is shown in fig. 6. The highest average lifetime is 

related to W00, which indicates a large number of small vacancy-type defects. A decrease in the 

average positron lifetime with increasing temperature indicates the presence of larger defects such 

as small cavities [14]. 

 

Fig.6. Graph of average positron lifetime versus temperature [14] 

Photoluminescence spectroscopy  
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Sample τ1(ns) I1(%) τ2(ns) I2(%) τave(ns) 

W00 0.221±0.005 89.88 1.71±0.038 10±1.025 0.371 

W01 0.160±0.010 92.74 1.20±0.082 7±2.694 0.238 

W02 0.191±0.004 95.38 1.42±0.040 4.6±0.729 0.248 

W03 0.147±0.005 93.21 1.28±0.040 7±1.238 0.223 
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In the photoluminescence spectrometer, a Xe lamp was used as the excitation source. The surface 

of the samples was excited at room temperature with a wavelength of 275 nm. Photoluminescence 

spectra obtained from tungsten samples were shown in Fig. 7. 

 

Fig.7. Photoluminescence spectra obtained from tungsten samples annealed at different temperatures [14] 

The peaks obtained from the experimental data (from 285.07 nm to 307.02 nm, 369.07 nm and 

381.06 nm) are in good agreement with the theoretical evaluation [14]. The observed peaks in the 

wavelengths of 400 to 600 nm are due to carbon impurities [14] and oxygen vacancies. It can also 

be seen in Fig. 7, the increase in temperature has led to a decrease in the intensity of PL emission. 

This result shows the increase in the size of the intrinsic defects and the formation of a large 

vacancy in the samples [14]. The peak broadening for higher temperatures is believed to cause by 

light excited holes in k-space. Minor shift in the peaks is due to the flattening of the distribution 

of electrons and holes [7].  

Conclusion 

The effect of annealing on tungsten and the characterization of defects at different temperatures 

were investigated by PAS and PL methods. Also, the changes in the size and number of defects 

caused by heat treatment were studied. By comparing both laboratory methods, the following 

points can be noted: 

i. Severe changes in behavior, especially at 1673 K, caused by a decrease in numerical 

density and an increase in the size of defects.  
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ii. They were able to identify the type of defect.  

iii. The results of both methods were in good agreement. 

iv. In defect characterization (density, type and size), PAS is more accurate. 

v. PL is a simple, convenient and accessible method whereas PAS is a complex method. 

vi. PL can be a good alternative in the characterization of metals as a secondary method. 
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Abstract 

Solid target neutron generators have become area of interests due to many potential applications 

in industry and nuclear medicine such as prompt gamma neutron activation or BNCT. In this kind 

of device, a beam of deuterium is formed and accelerated up to specific energy range impinged on 

a solid target that is composed of deuterium or tritium atoms. This phenomenon is able to generate 

2.45MeV or 14MeV fast neutrons respectively. Even though the fusion cross section of D-D 

reaction increases with increment of ion beam energy, besides engineering constrains such as heat 

removal saturation in solid targets there exist some nuclear physics constrains that limits the 

neutron yield. Therefore, it is worthy to have physical comparison between solid and gas targets.  

In this paper a code has been written to calculate the D-D neutron yield in both solid Titanium and 

deuterium gas targets as a function of incident deuterium beam, current and the target density. Due 

to high hydrogen absorption and metal hydride formation characteristic, stopping power of 

deuterium ions in Titanium are calculated with SRIM code and experimental fusion cross sections 

are employed. The results indicate that the gas target results more neutron yield in comparison 

with solid metal target at similar ion beam current conditions.  

Keywords: Neutron generator, Deuteron beam, Solid target, Gas target 

Introduction 

Fusion based neutron generators have been increasingly applied in industry and nuclear medicine. 

These devices are tools of choice for obtaining, neutron radiography and prompt gamma neutron 

activation analyses for detections of explosives or nuclear materials [1-3]. Neutron generators also 

could be used in nuclear medicine methods such as BNCT for curing the brain tumors which are 

out of reach of the surgeon [4,5]. In this neutron generators an ion source and the target play the 

most important role. the most advantages of these kinds of neutron generatopr are portibility and 

no reqiuirment of fissionable materials and the ability of turning on and off based on the imideat 

desision. Eventhoughr the neutron yields are much lower in comparison with the fission reactor, 
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the attractive characteristics makes it worthwhile to perform more researches toward 

improvements of neutron yield in fusion bases neutron generators. In addition, increment of 

neutron yield might open new applications particularly in the field of isotope production for 

nuclear medicine imaging i.e., 99Mo which is the most traditionally used radioisotope in the nuclear 

medicine diagnostic.  

In this paper the ultimate neutron yields for the D-D fuel has been calculated based on the 

experimental fusion cross sections and the SRIM code for the solid deuterated target. The same 

approach has been used for the deuterium gas target to compare the results. Advantageous and 

disadvantageous of each method are discussed.   

Research Theories 

D-D and D-T nuclear fusion reactions are well known as the most used reactions for fusion based 

neutron generators to produce quasi-monoenergetic neutrons of 2.45 MeV and 14 MeV 

respectively. In these devices deuterium ion beam with energy levels of 60-200 keV is generated 

by an ion source that finally impinges on a metallic target usually composed of deuterium or tritium 

atoms which are loaded on a high hydrogen absorber thin film such as titanium or molybdenum 

on cooper surface[6]. To have estimation on the basic parameters affecting the neutron yield of a 

solid target neutron generator, it is logical to imagine the deutrated target as a volume containing 

deuterium atoms attached to the high absorber deuterium atoms such as Titanium as the main 

bacground material. Since the background metal atoms are able to form a limited number of 

chemical bonds with deuterium atoms, then the number density of deuterium atoms in the target 

material is proportional with target alloy density.  
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Fig(1). schematic picture of  ion beam-target nuclear reaction 

For a beam target reaction, laws of probability determine the reaction rate for a specific ion flux 

impinging on a target with specific number density of Nt as the following: 

(1)    
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Where   is the nuclear fusion cros section reaction which is a sensitive function of ion beam 

energy, A is the ion beam area on the target surface, d is the target thickness, Matomicis the target 

atomic mass, Nav  is the Avogadro constant.  If the ion beam energy decrement is not ignorable 

during penetration, then it is possible to write the equation (2) in a thick target scenario for 

Titanium target as follows: 
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in other words, neutron yield not only is proportional with the corss section values but also depends 

on the peneteration depth of the incident ion inside the target material. The higher penetration 

depth ends in the higher fuson yield. it means lower density materials e.g. gases are more efficent 

in neutron production rather than the high density solid targets. 

 
Experimental D(D,n)3He fusion cross section as a function of incident deutron energy Fig (2).  

Results and discussion 

Calculations of the neutron yield from equation (2) both for the solid Titanium and deuterium gas 

targets are performed. For these calculations SRIM code has been used for the penetration depth 

of deuterium ions inside the Titanium and deuterium gas as the targets. The comparative 

perspective of the penetration depths is depicted on Fig (3). Here the penetration depth is written 

in Angstrom for the solid titanium target and millimeter in gas target. In addition, ENDF 

experimental cross section data base is employed to write a code to calculate the neutron yield as 

a function of incident ion beam energy at different target densities which means different gas target 

pressure [7]. Fig (4) represents the calculated neutron yield as a function of deuterium ion beam 

energy (keV) for 1 mA of current beam and target pressure of 1000 Pa. Gas targets in neutron 

generators are usually in the range of 100 to 1000Pa pressure. This pressure (physically interpreted 
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as density) is much more than the ion source pressure ranges but much lower than the solid target 

densities [8,9].  

 

Fig(3). deutron penetration depth as a function of incident deutron enegrty for gas and Ti targets

  

Fig.4. Neutron yield comparison for solid Titanium and deuterium gas target at 1000Pas for 1mA of 

deuteron beam 

To have a better view of this comparison the written program was run calculate to the neutron 

yield ration for gas (1000Pa) and Titanium solid targets. The results indicate that the neutron yield 

is higher for gas target in comparison with the solid Titanium. It seems the gas targets which have 
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lower density are more efficient in neutron production rate, because of the lower atomic number 

of deuterium background atoms. Therefore, lower stopping power and the longer efficient 

penetration depth ends in higher neutron yield.  

 

Fig.5. Neutron yield ration for gas and solid Ti target as a function of deuteron incident energy 

 

Conclusions 

Solid target neutron generators are being developed in industry and medicine. The higher the 

neutron yield ends in the higher quality of applications, therefore in order to taking step towards 

progress, a comparison study is performed between the solid and gas targets. Since in solid targets 

such as Titanium-as the most convenient metal- the main power loss mechanism of the incident 

ions is due to the background penetration environment of the target (electron clouds of the target 

atoms) which have relatively high atomic number, then it seems the gas target which have lower 

density is more efficient in neutron production rate, because of the lower atomic number of 

deuterium background atoms. Therefore, lower stopping power and the longer efficient penetration 

depth ends in higher yields. In other words, decrement of target density which ends in increment 

of the neutron yield. In addition, gas targets have the advantageous of no surface damage and heat 

removal problems however design and constructions of a gas target system with differential 
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pressure gradient from the ion beam generation to the target might be a challenging issue in 

engineering point of view that requires more delicate vacuum considerations.    
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Abstract 

Glow discharge cleaning (GDC) is a regular conditioning procedure for fusion devices such as 

tokamaks. Due to the low energy of ions in glow discharge plasmas, the probability of any 

considerable damage to the plasma-facing components was mainly ignored among researchers in 

the field. In this work, Tungsten (W) and Molybdenum (Mo), as the primary candidates for the 

plasma-facing materials in tokamaks, are considered for studies regarding the effects of the 

hydrogen and helium GDC procedure on these materials during a routine vacuum vessel 

conditioning in Damavand tokamak. After performing routine GDC using pure hydrogen and 

Helium, the formation of loosely attached nano-structure bundles (NSBs) on the surface of the 

tungsten and molybdenum samples was observed. The presence of the NSBs, which can be a 

source of dust, would be significant due to their possible effects on the functionality of future 

fusion plasma devices such as ITER. The surface modifications of specimens exposed to hydrogen 

and helium GDC were examined and compared using a material probe experiment and several 

surface analysis techniques such as SEM, and EDX. Therefore, the formation of loose 

nanostructures on the wall of plasma confinement vessels, due to GDC draws attention to the 

probable damaging effects of this phenomenon upon functionality and outcomes of tokamaks. 

Keywords: glow discharge cleaning, plasma-wall interaction, nanostructures 

 

Introduction 

For numerous years, researchers have delved into the interaction between plasma and the materials 

they encounter, known as plasma-facing materials (PFMs), recognizing it as a critical concern in 

fusion devices. This exploration persists because plasma-material interactions significantly impact 

both the plasma itself and the PFMs. Tungsten (W), a refractory metal with a highest melting point 
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of all metals (TM=3695 K), distinguished by its exceptional thermal and mechanical properties, 

minimal sputtering yield, low activation, and satisfactory response to neutron irradiation, stands 

out as the leading candidate for PFMs in forthcoming fusion reactors, including ITER. Alongside 

W, molybdenum (Mo) has consistently been cited as a viable substitute for tungsten [1]. 

Nevertheless, thorough examinations into the impact of plasma ions on W and Mo surfaces have 

pinpointed particular performance concerns [2, 3]. The bombardment of tokamak walls by 

energetic ions results in the release of various low-Z and high-Z impurities into the plasma, 

potentially exerting detrimental effects on plasma evolution. Hence, wall conditioning plays a 

crucial role in eliminating impurities and enhancing plasma quality. Various methods, including 

baking, thin film deposition, ion cyclotron resonance, and glow discharge cleaning (GDC), are 

employed for wall conditioning, with GDC holding significant importance among them [4, 5]. 

Glow discharge plasma, a plasma regime generated by passing electrical current through a gas, 

arises by applying voltage across two electrodes within a vacuum chamber filled with low-pressure 

gas. This regime finds frequent applications, notably for vacuum vessel conditioning in tokamaks 

[6, 7].  

During the process of glow discharge cleaning (GDC), a variety of gases including hydrogen, 

helium, neon, and argon are utilized, each possessing distinct characteristics and benefits.  

Due to the low energy of ions within the glow discharge cleaning (GDC) procedure, the likelihood 

of significant damage to plasma-facing components (PFCs), typically composed of drable and 

resistant materials, is minimal. Consequently, there are limited reports detailing the interaction 

between ions in the GDC regime and PFCs. However, a sequence of investigations conducted on 

glow discharge cleaning (GDC) within the LHD stellarator has documented microscopic material 

damage[8, 9]. It should be noted that the LHD is a major experimental device located at the 

National Institute for Fusion Science (NIFS) in Toki, Japan. It is one of the largest and most 

advanced stellarator devices in the world [10]. Nevertheless, the GDC technique remains highly 

regarded as one of the primary wall conditioning methods in both present-day tokamaks and the 

forthcoming ITER reactor [11, 12].  

While the prevailing belief has been that low-energy ions (below 200eV) pose negligible risk of 

causing significant harm to PFMs, recent reports have emerged indicating interactions between 
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low-energy ions and refractory materials like W and Mo, prompting concerns. These reports 

highlight the potential for low-energy helium ions to induce substantial changes in the surfaces of 

tungsten and molybdenum [13, 14]. Because of the significance attached to the interaction between 

low-energy ions and PFMs, substantial research efforts have been undertaken in recent years using 

diverse devices to investigate this issue in more detail[15-17]. Given the low energy of ions during 

the GDC procedure, coupled with the significant role of GDC in current tokamaks and the 

upcoming ITER reactor, it was deemed essential to investigate the microscopic effects of glow 

discharge on tungsten and molybdenum samples, the primary candidates for PFMs. The findings 

from experiments conducted at the Damavand tokamak are interesting and offer valuable insights 

into the effects of the GDC method on tungsten and molybdenum [18, 19]. Comparison of the 

effects of H and He ions on W and Mo surfaces due to glow discharge cleaning procedurei is 

discussed in this work.  

Experimental 

The experiments were performed at the Damavand tokamak [20]. The conventional GDC 

performed in Damavand tokamak includes the following steps. Initially, the rotary pumps evacuate 

the chamber from atmospheric pressure (~760 Torr) to approximately 40 Millitorr. In the 

subsequent phase, the pressure is further decreased to about 2×10-6 Torr using turbomolecular 

pumps. Gas puffing then begins, followed by the establishment of glow discharge plasma by 

applying voltage to electrodes positioned within the vacuum vessel. Finally, after the gas puffing 

procedure concludes, the substances within the tokamak are evacuated by the turbomolecular 

pumps, reducing the pressure to around 1×10-6 Torr. It should be noted that the ion flux is about 

18

2
2 10

.

ions

s m
 . A standard GDC process employing hydrogen and helium, each with a purity of 

99.9995%, is conducted at a pressure of 2.5 × 10-3 Torr, employing discharge parameters of 1.5 A 

and 450 VDC (volts of direct current). Throughout the GDC operation, the specimens maintained 

a temperature below 370 K, as monitored by a pyrometer. Additionally, a thermocouple was 

mounted on the material probe, with its tip directly exposed to the plasma. 

Following the exposure of specimens to H-GDC, nanostructures were initially examined using a 

LEO 1455VP Scanning Electron Microscope (SEM). Subsequent to this observation, the chemical 
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composition of the nanostructures was analyzed utilizing Energy Dispersive X-ray Spectroscopy 

(EDX) coupled with SEM. 

Results and Discussion 

The SEM image in Figure 1 displays the Mo sample exposed to H-GDC. Nanostructures formed 

on the specimens exhibit incomplete coverage of the surface, resembling isolated islands. The 

majority of these islands measure approximately 400 μm² in area. Although the number of islands 

formed on the surface is not extensive, averaging around 15 per square millimeter, they collectively 

occupy about 0.6% of the tungsten surface. 

 
Fig. 1. (a) SEM image of nanostructures formed on molybdenum surface due to H-GDC in different 

magnifications (b) high magnification image 

In certain experiments investigating the role of impurities on the formation of nanostructures, the 

tungsten surface exhibited complete coverage with a fuzzy layer. However, in this study, 

nanostructures were observed as isolated islands, and there was no full coverage of the sample's 

surface by a fuzzy layer. Additionally, as illustrated in Figure 2, an interesting phenomenon is the 

coexistence of blisters alongside the nanostructures. Initially, the simultaneous presence of these 

two phenomena (blisters and nanostructures) might suggest a potential relationship between them. 

However, a comparison between tungsten and molybdenum surfaces undermines the validity of 

this assumption. As illustrated in Figure 2, numerous blisters form on W surfaces (with diameters 

ranging from 0.1 to 10 μm), whereas no blisters are observed on Mo surfaces. The significant 

conclusion drawn from comparing W and Mo is that blisters and nanostructures are distinct 

phenomena that can occur independently of each other; nanostructures can form under conditions 

unsuitable for blister formation. 
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Fig. 2. (a) Coexistence of blisters alongside the nanostructures in W surface (b) absence of blisters in Mo 

samples 

Multiple pure W and Mo specimens also underwent exposure to He-GD plasma. Figure 3 

illustrates SEM images of the W sample, revealing the formation of fuzzy nanostructures on certain 

areas of the surface. Similar to H-GD, these nanostructures exhibit non-uniform coverage, 

appearing as isolated islands rather than providing complete surface coverage.  
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Fig. 3. (a) SEM image of nanostructures formed on tungsten surface due to He-GDC in different 

magnifications (b) high magnification image 

Unlike the samples exposed to H-GDC, there is no trace of blisters in the specimens exposed to 

He-GDC. However, the formation of isolated bundles was observed in both experiments. 

Employing Energy Dispersive X-ray analysis (EDX), elemental analysis of these nanostructures 

revealed them to be composed of tungsten and molybdenum elements. Notably, the atomic 

composition of these nanostructures, as determined by EDX analysis, remains consistent with that 

of the reference sample, even in areas where these nanostructures have not developed. This 

observation suggests that the creation of these nanostructures may be attributed to an intrinsic 

effect rather than an extrinsic one. Initially, experimental results suggested that the requisite 

temperature for fuzz formation fell within the range of 1000-2000K [21]. However, Woller et al. 

observed this phenomenon occurring at lower temperatures (870-1220K) [22]. Several years 

thereafter, Corr et al. documented the formation of fuzzy nanostructures at 470K [23]. 

Consequently, the outcomes obtained from the experiment conducted in the Damavand tokamak 

corroborate Corr et al.'s observation of the fuzz phenomenon at low temperatures.  

Conclusions 

The emergence of the fuzz phenomenon in recent years has presented a novel and substantial 

challenge concerning the interaction of low-energy helium ions with tungsten, particularly in the 

context of fusion reactor construction. These fuzzy and loosely bound nanostructures pose a 

notable concern as they can easily detach from the tungsten surface, serving as potential sources 

of dust particles and impurities that could subsequently cool the plasma. Given the significance of 

this issue, extensive experimental investigations and simulations have been initiated to unveil its 

diverse characteristics. While early studies suggested that fuzz formation typically occurs under 
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specific conditions related to surface temperature, ion incident energy, and ion fluence, recent 

experimental findings have indicated their potential formation at lower temperatures and beyond 

these specified conditions. Despite significant research efforts thus far, the underlying mechanism 

of fuzz formation remains incompletely understood, highlighting the need for further experimental 

inquiries to attain a comprehensive understanding.  

The glow discharge cleaning procedure, a primary method for vacuum vessel conditioning in 

fusion devices, finds widespread application in current tokamaks and is anticipated for use in future 

fusion reactors like ITER. At the Damavand tokamak, investigations have examined the 

microscopic alterations of key plasma-facing materials such as tungsten and molybdenum when 

exposed to hydrogen and helium ions in glow-discharge plasma. Interesting findings reveal the 

formation and growth of a fiber-like nanostructure on the surfaces of tungsten and molybdenum, 

reminiscent of the tungsten fuzz observed in tokamak divertor regions. Consequently, these 

investigations suggest that while glow discharge cleaning remains a crucial wall conditioning 

technique, it may induce unintended effects and prove detrimental to regions composed of tungsten 

and molybdenum, such as divertor regions. Therefore, caution is advised when employing the 

hydrogen and helium GDC procedure in such scenarios. 
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Abstract 

The most basic concept in a tokamak is the plasma equilibrium which determines whether the 

considered plasma remains in the equilibrium condition for a reasonable time to occur fusion 

reaction or not. Equilibrium problem is divided into fixed and free boundary categories. These two 

categories determine some of the basic and necessary structural features for any kind of tokamaks 

like spherical and conventional tokamaks. One of the main differences between these two types of 

tokamaks is the larger elongation of the spherical tokamaks compared to conventional ones that 

arises from their compact structures. This feature causes higher plasma pressure, better stability 

and confinement. The elongated shape reduces instabilities too which is important in controlling 

process of a tokamak. In this paper, the plasma equilibrium problem in SMART, as typical 

spherical tokamak, is solved for fixed boundary conditions. Here the importance of some of the 

main parameters specially the elongation and triangularity on the safety factor and beta values of 

SMART is studied to estimate the optimum configuration which is the basic step in designing a 

tokamak. 

Keywords: simulation, plasma equilibrium, spherical tokamak, designing parameters 

Introduction 

In a fusion reactor, strong magnetic field produced by external magnetic coils confines high 

temperature plasmas to keep deuterium and tritium ions close together for a reasonable long time 
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without colliding the confining walls consequently which results fusion reactions and produces 

helium and neutron as a practical source of energy of 17.6 MeV. 

Because the hot reacting particles are moving along the applied magnetic field, they should to be 

confined in a way which cannot escape from the ends of plasma tube, so the ends must be closed. 

These features lead to a toroidal configuration. The most famous device in toroidal configuration 

is Tokamak1. Tokamaks are axially symmetric machines with helical magnetic fields. 

Pure toroidal magnetic field causes charge separation via 𝛻𝐵 and curvature drift. The resulted 

vertical electrical field causes E × B drift which drive all charged particles towards the outboard 

side so it is necessary to apply a central current to create a poloidal magnetic field but it isn’t 

enough magnetic field to make a complete confinement. There are two reasons for applying more 

poloidal magnetic field: In a tokamak there is some outward forces yielding from toroidal structure 

so it is necessary to add another poloidal magnetic field to overcome these forces. Another reason 

is the importance of plasma shape i.e., tokamaks with more elongated plasma shape same as 

spherical tokamaks (ST) have higher β, and tokamak with separatrix point have some advantages 

like decreasing the amount of impurities, avoiding transfer of impurities to plasma and extracting 

helium from plasmas. These last two reasons persuade us to add more poloidal magnetic field. The 

coils responsible to create this additional field are poloidal magnetic field coils (PF coils). The 

location and current of these coils are topics of the fixed and free boundary equilibrium problem. 

Depending on the boundary conditions to be enforced, we distinguish between two general classes 

of problems: (I) fixed-boundary problems in which the plasma boundary is prescribed, with 

magnetic flux (𝜓) is constant on the boundary and one solves for magnetic flux inside the plasma, 

and (II) free-boundary problems where the current flowing in a set of external coils is given and 

one has to find magnetic flux such that the equilibrium is self-consistent with these currents [1]. 

After estimating the magnetic confinement designing limits by calculation of the fixed boundary 

equilibrium, the design and location of the coils must be optimized many times to generate the 

necessary magnetic field [2]. So, the fixed boundary equilibrium can be supposed as the conceptual 

design of magnetic coils that is the base of the detailed design. We consider only fixed-boundary 

                                                 
1 Toroidal chamber with magnetic coils 
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problems. That is, the shape of the plasma boundary is given and 𝜓 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 on the boundary. 

Furthermore, since only derivatives of 𝜓 represent physical quantities, someone can choose 𝜓 = 0 

on the boundary without loss of generality [1]. 

Tokamaks are divided into two configurations based on the shape of the vacuum vessel. In 

conventional tokamaks the major radius is very larger than the minor one which causes the vessel 

to form like a donut while in STs the major radius is approximately equal to minor one that forms 

the vessel same as an apple. The difference between these two configs of vessels are shown in 

figure 1.  

 

As it can be seen in figure 1, One of the main differences between these two types of tokamaks is 

the larger elongation of the STs compared to conventional ones which arises from their compact 

structures. This feature causes higher plasma pressure, better stability and confinement. The 

elongated shape reduces instabilities too which is an important factor in controlling processes of 

tokamaks. While these kinds of tokamaks have many advantages but there are some weaknesses 

in designing STs which most of them resulted from the compact structure, for example there is a 

low space to locate many coils and necessary devices in central area of the vessel that create high 

magnetic field and currents in the space. So, the structural designing of STs is a crucial point. 

Figure 16:schematics of spherical (left) and conventional (right) tokamaks [3]. 
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In this paper, by solving the fixed boundary problem in numerical method, the influence of the 

elongation and triangularity on the equilibrium of SMART is studied. The Grad–Shafranov (GS) 

equation is solved and flux surfaces are obtained. At the end, an optimum overall design is 

suggested. 

Research Theories 

The Magnetohydrodynamic (MHD) equilibrium in the tokamak are described by GS equation. In 

general, this is a nonlinear elliptic partial differential equation derived from the ideal MHD 

equations. There are numerous extensive works in the literature for solving GS equation for the 

fixed and free boundary problems in the tokamak using the finite element, finite difference, 

spectral, boundary element and other mesh-based methods [4]. 

The GS equation is derived from the steady state ideal MHD equations in cylindrical coordinates 

(𝑅, 𝑍, 𝜑) with the assumption of toroidal symmetry (𝜕/𝜕𝜑 = 0) and static plasma (𝑣 = 0) it can be 

written as follows [4, 5]: 

−{𝑅
𝜕

𝜕𝑅
(
1

𝑅

𝜕𝜓

𝜕𝑅
) +

𝜕2𝜓

𝜕𝑍2
} = 𝜇0𝑅

2 𝑑𝑝(𝜓)

𝑑𝜓
+ 𝐼(𝜓)

𝑑𝐼(𝜓)

𝑑𝜓
≡ 𝜇0𝑅𝐽𝜙                                                   (1) 

where 𝐽𝜙 is the toroidal component of the current density and 𝜇0 is the magnetic permeability of 

free space. The magnetic flux 𝜓 in Eq. (1) is the poloidal flux 𝜓𝑝 normalized by 2𝜋, i.e., 

𝜓 =
1

2𝜋
∫ 𝐁 ⋅ 𝐧𝑑𝑠𝑝𝑠𝑝

                                                   (2) 

where 𝐵 is the magnetic field and 𝑛 is the unit normal to a surface element, 𝑑𝑠𝑝, as shown in Fig. 

2(a). In Eq. (1) 𝑝(𝜓) is the pressure as a function of 𝜓 and 𝐼(𝜓) is the poloidal current function 

defined by  

𝐼(𝜓) = ∫ 𝐉 ⋅ 𝐧𝑑𝑠𝑝𝑠𝑝
                                                   (3) 

where 𝐽 is the current density. The quantity 𝜓 ≡ 𝜓(𝑅,𝑍) gives the equilibrium profile of the plasma 

in the geometry under consideration. The boundary of the plasma surface for spherical, elongated 

and D- shaped cross section is determined as 𝑥 = 1 + 𝜀 cos(𝜃 + 𝛼 sin 𝜃) , 𝑦 = 𝜀𝜅 sin 𝜃 where 𝜃 is the 
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poloidal angle in toroidal coordinate (0 < 𝜃 < 2𝜋), 𝜅 is the elongation, 𝛼 = 𝑠𝑖𝑛−1(𝛿) defines the 

plasma triangularity and 𝜀 is the inverse aspect ratio [6]. 

 

Figure 17. (a) A torus showing flux surfaces (𝜓 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) on which 𝐵 and 𝐽 lie, (b) a schematic 

representation of domain and boundary on a poloidal cross-section [4]. 

These are constant concepts and relationships for any kinds of tokamaks as well as STs. The low 

aspect ratio of STs is an interested feature causes high beta while the compact structure is a 

challenge too. SMART2, as a famous ST located in university of Seville in Spain, is a new 

spherical machine that is currently under construction. SMART will explore both positive and 

negative triangularities (−0.6 < 𝛿 < 0.6), high elongation (𝜅 < 2.3) and single/double null 

divertor plasmas [7]. 

                                                 
2 SMall Aspect Ratio Tokamak 
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Figure 18: SMART cross section with negative triangularity plasma [7] 

The SMART operation will cover three phases. The first phase aims to test the machine and obtain 

first plasmas. The second one will focus on the demonstration of the machine capabilities 

(increasing 𝐼𝑝, 𝐵𝑡 and 𝜏), the addition of a neutral beam injector (NBI) for plasma heating and the 

integration of new diagnostics. Third phase will study plasmas with fusion-relevant parameters, 

similar to those of the main existing ST experiments and with the possibility of studying negative 

triangularity plasmas. Table 1 shows the basic parameters and different phases of SMART [5]. 

Table 7 SMART operation phases [8] 

 Simulation parameters First phase Second phase Third phase 

1 Major radius (m) 0.4 0.4 0.4 

2 Minor radius (m) 0.25 0.25 0.25 

5 triangularity 0.38 0.44 0.52 

6 Plasma current (kA) 30 100 500 

7 Magnetic field (T) 0.1 0.3 1 

8 Confinement time (MA) 20 100 500 

Following, GS equation for SMART as a candidate of STs category is solved numerically for 

different configuration to study the stability parameters. 

Experimental 
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Newton Raphson method is a way to quickly find a good approximation for the root of real-valued 

function. It uses the idea that a continues and differentiable function can be approximated by a 

straight-line tangent to it. In this paper Newton Raphson method applying Fortran is used through 

TASK3 [9, 10] code. TASK solve the GS equation for SMART in fixed boundary manner to 

estimate some of the basic designing parameters, then the results are compared to choose the best 

structure. In reality and at the next step that isn’t the subject of this paper the obtained results will 

be rechecked and optimized many times to determine accurate and specific parameters. 

TASK is an open source code developed in Kyoto university, Japan. It has some interesting 

features like Modular structure, unified standard data interface, various heating and current drive 

schemes included of electron cyclotron, lower hybrid, ion cyclotron and NBI heating methods. It 

has a high portability so that the most of library routines is included. It can be paralleled using MPI 

library and can be extended to toroidal helical plasmas. 

TASK’s modular structure is included of EQ/EQU module to solve GS equation in fixed/ free 

condition, TR module for analyzing various kinds of transport models, WR module to simulate the 

ray tracing and beam tracing problems, WM modules for analyzing the full wave problems, FP 

module to study heating and current drive issues and DP to study the wave dispersion topics. 

Here EQ module is used to simulate fixed boundary equilibrium in plasma of SMART. For solving 

equilibrium equation, the listed values in table 2 are used: 

𝑝(𝜓) = 𝑝0(1 − 𝜓𝑁
PR0FR0)PR0FP0 + 𝑝1(1 − 𝜓𝑁

PR0FR1)PR0FP1 + 𝑝2(1 − 𝜓𝑁
PR0FR2)PR0FP2       (3) 

 

𝐼(𝜓) = 𝐵 × 𝑅0 + 𝐼0(1 − 𝜓𝑁
PR0FR0)PR0FF0 + 𝐼1(1 − 𝜓𝑁

PR0FR1)PR0FF1 + 𝐼2(1 − 𝜓𝑁
PR0FR2)PR0FF2        (4) 

 

 

 

 

 

 

 
Table 8:initial value of parameters 

parameter Initial value parameter Initial value 

𝑝0 0.64 PR0FP0 1.5 

𝑝1 0 PR0FP1 1.5 

                                                 
3 Transport Analyzing System for tokamaK 
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𝑝2 0 PR0FP2 2 

𝐼0 1 PR0FF0 1.5 

𝐼1 0 PR0FF1 1.5 

𝐼2 0 PR0FF2 1.5 

PR0FR0 1  2 

PR0FR2 2   

Even though fixed boundary problem is easier to solve, it determines the boundary of plasma by a 

reasonable accuracy so it presents a rough estimation about PF coils. By this kind of simulation, 

we can see whether flux surfaces are generated or not that is a criterion topic in designing a 

tokamak. More over the flux surfaces and quality factor that are focused in this paper, many other 

parameters can be determined through EQ module, these are poloidal and toroidal beta values, 

current density, plasma pressure and temperature, poloidal current function and etc. 

In table 3, the parameters based on the geometrical features of SMART (minor, major and blanket 

radius) are listed: 

Table 9: basic designing parameters of SMART 

 fixed parameters value 

1 Major radius (m) 0.4 

2 Minor radius (m) 0.25 

3 Minor blanket radius (m) 0.35 

4 Aspect ratio  1.6 

 suggested parameters value 

5 elongation 1 

6 triangularity 0.38 

7 Magnetic field (T) 0.1 

8 Plasma current (MA) 0.1 

In the figure 4, the flux surfaces that are obtained based on the fixed and suggested parameters 

listed in the table 3 are shown. 
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Figure 19: simulated flux surfaces based on the table 3 for SMART 

As shown in Table 1, at the third phase of SMART, the magnetic field is increased alongside the 

increasing of triangularity and elongation, but in table 3 another configuration is suggested that 

generate the equilibrium condition and is applicable too. By considering these parameters, the 

equilibrium is achieved through applying very less magnetic fields and plasma current compared 

to the third phase.  

Another geometrical configuration is considered and listed in table 4. 

Table 10: basic designing parameters of SMART 

 fixed parameters value 

1 Major radius (m) 0.4 

2 Minor radius (m) 0.25 

3 Minor blanket radius (m) 0.35 

4 Aspect ratio  1.6 

 suggested parameters value 

5 elongation 2 

6 triangularity 0.52 

7 Magnetic field (T) 0.1 

8 Plasma current (MA) 0.1 
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The flux surfaces that are obtained based on the fixed and suggested parameters listed in the table 

4 are shown in figure 5. 

 

Figure 20: simulated flux surfaces based on the table 4 for SMART 

To investigate the influence of the elongation and triangularity on the plasma parameters, two 

configurations of SMART tokamak based on the two suggested parameters of SMART (see Table 

3, 4) are compared and the resulted quality factor in these two mentioned configurations is shown 

in figure 6.  
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Another quantity that is studied is the beta value. The poloidal and toroidal beta values, elongation 

and triangularity are defined as below [11]: 

𝛽𝑡𝑜𝑟𝑜𝑖𝑑𝑎𝑙 =
∫𝑝𝑑𝑉 𝑉⁄

𝐵0
2 2𝜇0⁄

,     𝛽𝑝𝑜𝑙𝑜𝑖𝑑𝑎𝑙 =
(1 S⁄ )∫ 𝑝𝑑𝑆

𝑆

𝐵𝜃𝑎
2 2𝜇0⁄

,      
(1+𝛿)2

𝜀𝜅2
= 𝜓yy(1 + 𝜀, 0)𝜓(1 + 𝜀, 0)               (5) 

where V, S and 𝜓yy(1 + 𝜀, 0) are the volume, surface of the plasma and the outer equatorial point 

curvature respectively. As mentioned later, the poloidal and toroidal beta values as well as axis 

and surface quality factors can be obtained by TASK code which are listed in table 5. 

Table 11: obtained beta and quality for in two suggested configurations 

 Suggested configuration  Simulated parameters Obtained values 

1 Elongation=1 

Triangularity=0.38 

Magnetic field (T)=0.1 

Plasma current (MA)=0.1 

Toroidal Bate values 7.502 × 10−2 

2 Poloidal beta values 1.191 × 10−1 

3 Axis quality factor 4.196 × 10−1 

4 Surface quality factor 1.770 

    

1 Elongation=2 

Triangularity=0.52 

Magnetic field (T)=0.1 

Plasma current (MA)=0.1 

Toroidal Bate values 6.764 × 10−2 

2 Poloidal beta values 2.535 × 10−1 

3 Axis quality factor 5.706 × 10−1 

4 Surface quality factor 7.231 

 

Results and Discussion 

Simulations show that by using new suggested structures the equilibrium condition will be satisfied 

by applying very lower amounts of magnetic field and plasma current. In the suggested configs 

(see table 3, 4) while the magnetic field is 10% less than the magnetic field and plasma current is 

20% less than the plasma current in the third phase of SMART (see table 1) the equilibrium is 

achieved and has a high-quality factor and beta values. By applying a magnetic field 30% less than 



 

131 

the second phase of SMART, the equilibrium condition is satisfied but the triangularity should be 

decreased. 

Simulations show higher poloidal beta values by applying higher amounts of elongation and 

triangularity so that by increasing the elongation 2 times the poloidal beta values increase more 

than two times. As shown, quality factor is very sensitive to elongation and triangularity too but 

the interesting point is that the surface quality factor will be increased strongly so that by increasing 

the elongation 2 times and triangularity 1.3 times, the quality factor multiplied by more than 4. 

Conclusions 

Showing more desirable plasma parameters same as high beta values and quality factors in the 

presence of very lower magnetic fields and plasma currents in more elongated structures with 

higher triangularity verifies the capability of the STs, but more elongated shapes causes more 

instabilities that disrupt the plasma and terminate the discharge. It means that an optimized 

elongation value is needed which can be found at first by solving the free boundary equilibrium 

and using some optimization procedures secondly.  
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Abstract 

The Vlasov–Poisson system of equations is an important model for describing collisionless 

plasma. The kinetic description of collisionless plasma is provided by the nonlinear set of Vlasov-

Maxwell and Vlasov-Poisson (in the electrostatic case) equations. In this paper, the Vlasov-

Poisson equations have been numerically solved in one dimension using the Backward Semi-

Lagrangian method, which is a subset of phase space-based methods. Phase space-based methods, 

which directly solve the hyperbolic partial differential Vlasov equation (PDE) in phase space, are 

free of numerical noise. In this method, the characteristic curves of the Vlasov equation have been 

traced backward in time for one time step, and the values of the distribution function at the origin 

of characteristics have been interpolated using the values on the grid points at the previous time 

step. The 1D1V periodic Vlasov-Poisson code has been utilized to investigate linear and non-linear 

Landau damping, which involves the damping of small oscillations in collisionless plasma. The 

effect of applied nonlinearity on Landau damping has been studied using the Vlasov-Poisson code. 

The results indicate that in the case of linear Landau damping, the amplitude of the electric field 

decreases exponentially, and the kinetic energy of electrons increases as time progresses. The 

damping rate depends on the perturbation wave number. In the nonlinear case, the electrostatic 

energy of the wave exhibits oscillatory behavior and periodically exchanges energy with electrons. 

Keywords: Vlasov-Poisson equations, Landau damping, Semi-Lagrangian method  

Introduction 

Vlasov equation, which describes the collective motion of a collisionless plasma has a wide range 

of applications for studying collisionless plasma and the propagation of charged particle beams. In 

collisionless plasmas coulomb interaction between charged particles have been approximated by 

a mean field which in electrostatic case computed from Poisson equation and in electromagnetic 

case computed from Maxwell equations [1]. There are various methods for numerical solution of 
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hyperbolic PDE4 Vlasov equation, that nonlinearly coupled to Poisson or Maxwell equations [2]. 

These methods are categorized into particle-based [3] and grid-based methods, each of them has 

multiple subsets. For instance, grid-based methods are divided into two categories: Eulerian 

solvers [4] based on finite volume or discontinuous Galerkin method and Semi-Lagrangian 

methods [5]. Most of the time numerical solution of Vlasov-Poisson equations have been 

performed using PIC5 methods, that have Lagrangian nature and estimate plasma by limited 

number of super particles. In spite of simplicity, robustness and scalability, these methods suffer 

from numerical noise which caused by the limited number of super particles. However, numerical 

noise due to approximating plasma by super particles could be avoided by direct integration of 

Vlasov equation on phase space. These approaches have Eulerian nature. Another advantage of 

direct Vlasov solvers is detailed information of distribution function in phase space. Numerical 

solution of Vlasov equation in 6-dimensional phase space (3-D configuration space and 3-D 

velocity space) is computationally expensive and therefore need huge computer resources and 

parallel computing [6]. Semi-Lagrangian methods trying to take advantage of both PIC and 

Eulerian methods. In basic form of Semi-Lagrangian methods, which called Backward Semi-

Lagrangian (BSL) method, characteristics of Vlasov equation are integrated backward in time, 

then an interpolation procedure has been done to find distribution function at the origin of 

characteristic curves [5]. Landau damping is one of the main and important issues in plasma 

physics. The importance of investigation and analysis of Landau damping have two aspects: first, 

this phenomenon establishes a connection between collective behavior and single-particle 

behavior in plasma. On the other hand, in studies related to plasma transport, reduced fluid models 

that include kinetic effects such as nonlinear Landau damping, are of great importance [7]. During 

linearization and analytical solution of the Vlasov equation some important aspects of Landau 

damping have been lost, therefore the use of numerical solutions of the Vlasov equation is of great 

importance for studying this phenomenon. In this paper we use Backward Semi-Lagrangian 

algorithm to develop 1D1V Vlasov-Poisson code in C++ language. This code has been used to 

investigate linear and nonlinear Landau damping. First Vlasov-Poisson system of equations 

introduced, then numerical algorithm described and finally numerical results are presented. 

                                                 
4 Partial Differential Equation  
5 Particle In Cell 
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Vlasov-Poisson equations 

Kinetic equation of a system in which collective effects dominate binary collisions is Vlasov 

equation. In Vlasov plasma, plasma parameter 3

Dn is large, for instance, value of plasma parameter 

for fusion plasma is in the range of 7 910 10 and for space plasma is larger than 1010 . Vlasov 

equation is a hyperbolic partial differential equation, in which collisional effects are introduced 

through the average electromagnetic fields. In electrostatic case, which considered here, this field 

is computed from Poisson equation. In this manuscript, we use one-dimensional Vlasov-Poisson 

equations to study Landau damping. The assumptions considered in this problem are introduced 

in the following. Vlasov equation is only written for electron distribution function and ions are 

considered as a fixed homogeneous, neutralizing background with density of 0n . Time is 

normalized to the inverse of electron plasma frequency
1

pe 
, length is normalized to Debye length 

D   , momentum is normalized to e thm v and density is normalized to 0n . Dimensionless Vlasov 

equation has the following form: 

( , , ) ( , , ) ( , , )
( , ) 0

f x p t f x p t f x p t
p E x t

t x p

  
  

  
                          (1) 

In this equation, ( , , )f x p t  is electron distribution function in phase space and ( , )E x t  is the self-

consistent electrostatic field, computed from Poisson equation. In equation (2), ( , )x t  is electric 

potential and ( , )x t  represents the electron charge density, which is computed from electrons 

distribution function. 

2

2

( , ) ( , )
( , ) 1

x t E x t
x t

x x




 
   

      (2) 

( , ) ( , , )x t f x p t dp                         (3) 

Equations (1) and (2) are nonlinearly coupled through electron charge density. Periodic boundary 

conditions are imposed in x  and p  directions. 

Numerical Approach 

We use Backward Semi-Lagrangian method to solve the system of equations (1) and (2) which 

coupled nonlinearly. Basic idea of BSL method is using the invariance of distribution function 
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along characteristic curves of Vlasov equation. In this method, phase space grid is fixed in time 

(Eulerian approach), and Vlasov equation is integrated backward in time along its characteristic 

curves (Lagrangian approach). Then, the value of distribution function on phase space grid points 

is computed using cubic spline interpolation. The characteristic curves of Vlasov equation are 

defined by the following set of ordinary differential equations: 

( , )

dx
p

dt

dp
E x t

dt





                          (4) 

Computational grid is constructed by introducing a finite set of mesh points 1,...,( )
xi i Nx  , 

1,...,( )
pj j Np 

in phase space. In summary, different steps of Backward Semi-Lagrangian code for 

solving equations (1) and (2) are as follows: 

1- Initializing distribution function on phase space grid ( , , 0)i jf x v t   and calculating charge 

density ( , , 0)i jx v t  using equation (3). 

2- Computing electric field using the solution of the Poisson equation (equation (2)). 

3- Solving characteristic curves of Vlasov equation (equation (4)) which ends at ix  to find starting 

point of them. 

4- Computing distribution function at starting point of characteristics using cubic spline 

interpolation. 

Semi-Lagrangian method has an implicit nature. Since the method is equivalent to solving the 

characteristics of Vlasov equation, in this method integration along x or p are nothing but 

Lagrangian advections. In Semi-Lagrangian method, time step is not restricted by Courant 

condition ( 1U t x   ), but by the deformational Courant number (   1U x t    ), which is 

often less restrictive [5]. In fact, in this scheme characteristics of Vlasov equation could be stably 

integrated with Courant numbers that far exceed unity. The accuracy of Semi-Lagrangian methods 

can be achieved by less computational cost, compared to explicit Eulerian methods, since this 
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scheme can use larger time steps than Eulerian ones, but the price to pay is to reconstruct a regular 

grid using interpolation. 

Simulation of Nonlinear Landau Damping 

Nonlinear Landau damping was first predicted analytically by Landau in 1946 [8]. Subsequently, 

this phenomenon has been observed experimentally [9] and numerically [10] in various physical 

systems. Classical Landau damping occurs in the interaction of a plasma wave with warm plasma. 

Electrons that move with velocities close to the phase velocity strongly interact with wave, and 

depending on their initial phase in plasma wave, they could be accelerated or decelerated. The 

average velocity of electrons which are closed to resonance, approaches the phase velocity of 

wave. The total energy of resonance electrons increases if the number of electrons that moving at 

velocities lower than the wave's phase velocity is greater than the number of electrons that moving 

at velocities higher than the phase velocity of wave. In this phenomenon, due to wave-particle 

interaction, electrostatic energy of wave reduces exponentially (linearly in logarithmic scale). In 

order to gain a physical insight to the value of basic parameters of plasma in Landau damping 

problem, the reader can refer to reference [11] and the experimental work in reference [9], in which 

collisionless damping of electrostatic waves have been studied in a plasma with density of 

8 35 10 [ ]cm , temperature of 12 3eV  and Debye length of about 1mm . In order to study this 

behavior using Vlasov code, we introduce a small perturbation to the Maxwellian distribution 

function. Initial distribution function is defined as
21

( , , 0) exp( )(1 cos( ))
22

p
f x p t kx


    . 

That k  is the wave number and  is the amplitude of initial perturbation (nonlinearity). Amplitude 

of initial perturbation, that appear in the initial distribution function ( ( , , 0)f x p t  ) determines 

linear or nonlinear regime (except for longer times that explained in the following). Perturbed 

initial distribution function would change electron charge density in equation (3), by changing 

charge density, electric field in right hand side of equation (4) (characteristic curves) also changes. 

In linear Landau damping, the amplitude of perturbation is sufficiently small, therefore, oscillatory 

term in electric field at the right-hand side of equation (4) is small and exponential term is 

dominant. We consider a periodic plasma with a length of 2L k  . Only electrons are moving, 

while ions form a homogeneous neutralizing background. To observe linear Landau damping, the 
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size of velocity computational domain should be greater than the phase velocity v k  , which 

  is wave frequency and computed using the normalized dispersion relation 2 21 3k   . The 

number of grid points along x  direction is 256xN  , and the number of grid points along p  

direction is 256pN  . The time step of simulation is set to 0.1t  , and the spatial step size is set 

to xx L N  . Figure 1(a) shows time evolution of electrostatic wave energy per plasma length 

21
( ) ( , )

2
xt E x t dx

L
    for a given wave number 0.3Dek   and a very small perturbation

0.001  . According to Landau's theory, we expect that field amplitude decreases exponentially 

over time. The damping rate
2 0

2

0

( )

2
pe

v

f v

k n v


 
 

 
  

 
, calculated using linear theory, depends on 

the derivative of equilibrium distribution function with respect to velocity in the vicinity of the 

phase velocity [12]. Calculated analytical damping rate for given wave number and the introduced 

distribution function is 0.0259 pe  . As we can see in the relation of initial distribution function, 

Landau damping problem has two dimensionless parameters: strength of nonlinearity   and wave 

number k . The damping rate depends on the wave number and time 1/2   . Linear Landau 

damping is valid for times up to t    and for longer times, independent of initial perturbation, it 

will be intrinsically nonlinear [1]. Theoretical studies indicate that after the initial Landau 

damping, due to periodic exchange of energy between electrons that trapped in plasma potential 

and wave, the wave amplitude oscillates in time. As we can see in figure 1(a), in linear regime 

electric field decreases exponentially with time. In nonlinear regime, the amplitude of perturbation 

is not small anymore and therefore, oscillatory term in electric field plays a significant role. 

According to equation (4), temporal evolution of electron velocities depends on electric field. 

Therefore, behavior of electric field, that affected by the amplitude of initial perturbation, 

determines evolution of electron velocities over time. For instance, in nonlinear Landau damping, 

the particles that travel relative to the wave will trap in potential well of the wave. The trapped 

electrons will be bounced back and forth in the potential well, causing fluctuating amplitudes of 

the wave. Figure 1 (b) shows that by increasing the initial perturbation to a value of 0.01   , 

until time 60pet  the wave amplitude decreases exponentially. After this time, the amplitude of 

oscillations tends to a constant value. Therefore, Landau damping does not continue indefinitely, 
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and after the initial damping, it takes the form of oscillations with a relatively constant amplitude. 

In Figure 2, time evolution of average kinetic energy of electrons and electrostatic wave energy 

for initial perturbation 0.1   are compared. Normalized average kinetic energy of electrons is 

defined as 21
( ) ( , , )

2
K t p f x p t dxdp

L
  . This perturbation leads to nonlinear Landau damping. 

 

(a)                                                                         (b) 

Fig. 1. Time evolution of electrostatic energy for 0.3Dek   (a)  0.001   (b) 0.01   in logarithmic 

scale 

 

 

Fig. 2. Time evolution of electrostatic energy (red) and kinetic energy (blue) for 0.3Dek    and 0.1    in 

logarithmic scale 

As a result, we observe that electrostatic energy of wave oscillates around a constant value. We 

can see energy exchange between electrons and wave. At points where kinetic energy of electrons 

reaches its maximum value, the electrostatic energy reaches its minimum value. In fact, at these 

points, electrons gain energy from wave, and their kinetic energy increases. In the next phase, the 
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kinetic energy of electrons decreases, and the electrostatic energy increases. This energy exchange 

between electrons and wave leads to the oscillation of electrostatic wave around a constant value. 

The results are in agreement with reference [13], in which a structure-preserving Particle-in-Cell 

algorithm have been used for solving the electrostatic Vlasov-Poisson systems. Time evolution of 

electrostatic energy of wave in linear Landau damping case is in agreement with the results in 

reference [14], in which Vlasov-Poisson system of equations have been solved numerically by 

using a new particle-in-cell method, that is 4th-order accurate in both space and time. 

Conclusions 

In this paper Vlasov-Poisson system of equations have been solved numerically. Numerical 

solution of Vlasov equation that coupled to Poisson or Maxwell equation plays an important role 

in simulation of space plasma, laser-plasma interaction and magnetically confined fusion plasma. 

Here, we solve Vlasov-Poisson equations using Semi-Lagrangian method. This method, is free 

from numerical noise and due to direct integration of Vlasov equation along its characteristics, 

there is no limitations on time step size. One of the disadvantages of grid-based methods is their 

requirement to huge computer resources for six-dimensional(3D3V) problems in phase space. This 

problem could be avoided using parallel computing and efficient algorithms. Here, we use Semi-

Lagrangian 1D1V Vlasov-Poisson periodic code for numerical investigation of Landau damping. 

Simulation results indicate that in linear Landau damping, the amplitude of the electrostatic wave 

exponentially decreases over time, while the kinetic energy of electrons increases. The damping 

rate depends on the perturbation wave number. In non-linear Landau damping, the electrostatic 

energy exhibits oscillatory behavior, and electrostatic wave periodically exchanges energy with 

electrons. In future works we would extend dimensions of the code in order to investigate two 

dimensional problems. Moreover, we would study long time behavior of nonlinear Landau 

damping by using efficient parallel algorithms.  
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Abstract 

Skin cancer is one of the most prevalent cancer types globally and is broadly categorized as 

nonmelanoma skin cancer (NMSC) and melanoma. Malignant melanoma is the third common type 

of skin cancers, and stands out as the most aggressive and deadly form of cancer. When melanoma 

detects in its early stages, surgical excision can often lead to a complete cure. However, for 

advanced-stage tumors, the prognosis tends to be poor, necessitating the use of additional therapies 

like chemotherapy or immunotherapy. It's worth noting that systemic therapies can result in severe 

side effects in healthy tissues and frequently yield unsatisfactory outcomes. Therefore, there is a 

growing need for innovative therapeutic approaches and the implementation of localized 

treatments through extensive clinical studies. One hopeful advancement is cold atmospheric 

plasma (CAP) technology, that displays specificity for in vitro and in vivo therapy of different 

malignancies, leading to the creation of a novel studies in medication named "plasma oncology". 

In this research, our objective was to explore the effect of our CAP device composed of helium in 

two approaches of direct and indirect on human wild type A-375 malignant melanoma cell viability 

compared with normal human epidermal melanocyte in the cellular phases. IC50 dose was 

determined by MTT assay. Our results showed CAP treatment in both direct and indirect 

approaches have a selective killing effect on A-375 melanoma cell lines at its IC50 dose while, 

provide superior safety for its counterpart normal fibroblast AGO-1522 cell lines. 

Keywords: Cold atmospheric Plasma, Helium plasma, Plasma medicine, Melanoma, Cancer 
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The skin, constituting approximately 15% of an adult's total body weight, is the body's largest 

organ and is contained of three layers: the epidermis, the dermis, and the subcutaneous tissue (1). 

It carries out numerous crucial functions, including shielding the body against external chemical 

physical, chemical, and biological threats, preventing excessive water loss, and contributing to 

thermoregulation. The thickness of these layers varies significantly, depending on the body's 

geographic location and anatomy (2). The remarkable rate of cell proliferation in the epidermis, 

which is frequently exposed to physical and chemical hazards, has led to an exceptionally high 

incidence of skin cancers (3). Skin cancer is one of the most prevalent cancer types globally and 

is broadly categorized as nonmelanoma skin cancer (NMSC) and melanoma. Determining the 

precise incidence of skin cancer poses challenges due to the absence of clear diagnostic criteria 

and underreporting. Nevertheless, numerous epidemiological studies have presented evidence of 

a rising occurrence of both nonmelanoma skin cancer (NMSC) and melanoma in recent decades 

(4). 

Melanoma stands out as the most aggressive and deadly form of cancer, and the primary treatment 

of choice is surgical excision. When detected in its early stages, surgical excision can often lead 

to a complete cure. However, for advanced-stage tumors, the prognosis tends to be poor, 

necessitating the use of additional therapies like chemotherapy or immunotherapy (5). It's worth 

noting that systemic therapies can result in severe side effects in healthy tissues and frequently 

yield unsatisfactory outcomes. Therefore, there is a growing need for innovative therapeutic 

approaches and the implementation of localized treatments through extensive clinical studies. 

In recent times, there have been noteworthy advancements in the realm of CAP engineering and 

science. Innovative CAP sources have been established, characterized by precise temperature 

control, ensuring that they operate at temperatures below 40 ℃. This breakthrough has made it 

possible to safely apply plasma to both human bodies and animal. Over the past decade, a 

pioneering field known as plasma medicine has emerged, seamlessly integrating principles from 

plasma physics, life sciences, and clinical medicine (6, 7). 

While the effectiveness of cold atmospheric pressure plasma therapy in human subjects with skin 

cancer remains somewhat constrained, findings from in vitro experiments and animal models of 
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skin cancer strongly indicate that CAP therapy holds significant potential for future clinical 

applications in the treatment of skin cancer (8, 9). 

In addition to the noted therapeutic benefits of plasma on melanoma, SCC, and BCC, it is important 

to acknowledge that the anti-tumor potential of CAP can be modulated by various factors, 

including treatment duration, gas source composition, supply voltage, and gas flow rate. 

Furthermore, the diverse range of CAP devices in use leads to variations in the composition and 

concentration of plasma components, encompassing charged particles, electrons, UV light, 

reactive species, and heat (10). Consequently, comparing the outcomes of different CAP studies 

becomes challenging and, in some cases, impractical. As a result, there is a growing interest and 

active research focus on optimizing CAP design and treatment parameters to ensure its efficacy 

and selectivity in targeting different organisms and cell types. In this context, we are conducting 

an investigation into the therapeutic potential of our innovative CAP technology in treating 

melanoma in the in vitro phase. 

Material AND Methods 

Experimental procedures 

This study was planned and implemented in cell line part. 

Cell culture 

In this study, A-375 melanoma cell line was gotten from Pasteur Institute of Iran and cultured in 

monolayers utilizing RPMI 1640 Glutamax supplemented with fetal bovine serum 10% and 1% 

antibiotic at 90 % humidity, 37ºC, and 5% CO2. The cells were seeded in 96 well cell culture 

plates, each containing 2500 cells for all the concentrations and the control group.  

 

Plasma Jet source  

Plasma Technology Development Company (Tehran, Iran) provided plasma sources for this 

research Figure 1. a. Previous work mentioned details of the plasma source, configuration, and 

OES spectroscopy results (10). 
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Plasma treatment of cancer cells 

The two treatment strategies were adopted in this study as follow: direct plasma treatment and 

indirect plasma treatment. In the direct method, the plasma jet was used directly against the cells 

in the medium (Figure 1. b and c). In the indirect method, cold plasma was first irradiated to the 

culture medium and then the cells were added to the culture medium All experimental setup was 

performed  at a 4 cm distance from the well plate (10). The cell lines were classified into 6 groups 

including: (a) Model group of A-375 melanoma cells with no treatment; (b) The A-375 melanoma 

cells which treated by direct helium CAP; (c) The A-375 melanoma cells which treated by indirect 

helium CAP; (d) The untreated normal fibroblast AGO-1522 cells; (e) The normal fibroblast AGO-

1522 cells which treated by direct helium CAP; (f) The normal fibroblast AGO-1522 cells which 

treated by indirect helium CAP. 

 

Fig 21. a.  Illustration of plasma source, b. Plasma treatment of cells, c. Direct and Indirect methods of 

treatment 
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Cell viability assessment 

After up to passage 7, melanoma cells were detached with trypsin-EDTA 0.25% and seeded into 

a 96-well polystyrene microplate at 5×103 cells per well along with 100 µL of culture media. The 

cells were cultured for 24 hours to ensure stability and suitable cell adhesion. The condition media 

was removed, and in order to the dead cell’s elimination, single wash with PBS was performed. 

Renewed condition media was added. In order to the IC50 dose of CAP determination, cells were 

treated by CAP for 90, 120, 150, 180, and 210 seconds, in two approaches of direct and indirect. 

Then, cells were incubated at 37 °C for 24-, 48-, and 72-hours post-treatment (10). Then, the cell 

viability was assessed by MTT (3-(4,5-Dimethylthiazol-2-Yl)-2,5-Diphenyltetrazolium Bromide) 

assay at 24, 48, and 72 hours after treatment according to the manufacturer's protocol. After 

washing the cells with PBS, 100 μL of MTT solution was added, and cells were incubated 3-hour 

in a humidified incubator at 37 °C with 5% CO2 concentration. Then, the unreacted MTT solution 

was removed from all wells, and 100 μL of DMSO solvent (0.4% HCl in anhydrous isopropanol) 

was gently placed directly into each well. The measurement was taken either after 10 minutes or 

within half an hour using a microplate reader at an absorbance of 570 nm, following a 30-second 

linear shaking. For accuracy, the entire set of experiments was performed three times. 

 

Statistical data analysis 

 

The study provides descriptive statistics as means ± standard errors. The Shapiro-Wilk test was 

investigated in order to assess the normality of the quantitative data distribution. In cases where 

the data distribution was obtained by normality, data transformation methods including inverse 

distribution functions and Box-Cox transformations (11) were performed. To assess the variables 

among various study groups, one-way analysis of variance and Bonferroni's post hoc test were 

performed. The statistical difference level was set at p < 0.05, and all data analysis was performed 

using SPSS Statistics 27.0. 

Results  

The growth-inhibitory effects of CAP on human A-375 melanoma and normal fibroblast 

AGO-1522 cells  
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To assess the optimal exposure time for direct and indirect helium CAP therapy, we evaluate the 

viability of A-375 melanoma cells at five exposure times: 90, 120, 150, 180, and 210 seconds. We 

performed the assessment after 24, 48, and 72 hours of continuous cultivation after the exposure 

by the MTT assay. The results exhibited the cell death rate, influencing by both the duration of 

cultivation after treating and the exposure time. The IC50 values at 48 and 72 hours after treatment 

further validate the consistent toxicity of direct helium gas. The best exposure times were 70.15 

and 138 seconds at the 48-hour post-treatment time point for direct and indirect helium CAPs, 

respectively, based on the calculated IC50 values (Figure 2). Because the IC50 value for direct 

helium CAP was attained after 48 hours of treatment (15.41 seconds), which was outside of plasma 

treatment times range, we done additional MTT tests with exposure times of 30, 45, 60, 75, and 

90 seconds after 48 hours of continuous cultivation. The results showed that the IC50 value for 

helium CAP jet after 48 hours of cultivation is 70.15 second. 

The influence of the IC50 dose of the helium CAP on normal fibroblast AGO-1522 cells was also 

evaluated. The cell viability of AGO-1522 cells was 94.76% for direct helium, and, 95.98% for 

indirect helium and no significant difference was observed. 

 

 
Fig 2. Treatment of A-375 melanoma cells and normal fibroblast AGO 1522 cells with IC50 dose of 

helium CAP directly and indirectly. 
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Discussion 

Skin malignancies are one of the most prevalent cancers. In the Islamic Republic of Iran, skin 

cancer also is the most prevalent cancer, with a male-to-female ratio of 1.6, observed in the 70th 

and 80th decades of life (12). The prevalence of malignant melanoma increased in the last decades 

in many parts of the world. The prevalence of this malignancy has tripled in the last 40 years, that 

has been more than any other malignancies (13, 14). Disability, Cosmetic problems, and high costs 

of it, especially its long-term form, cause this cancer to be a general health problem in many 

countries (16). Although malignant melanoma only comprises 4% of all cancers, but it is the cause 

of death in about 79% of types of malignancy which shows that the current treatments have been 

less effective (15). Therefore, novel methods and therapeutic targets are necessary for melanoma 

cancer management (16, 17).  

In recent years, advances in technologies have led to the possibility of new physical interventions 

in different fields, including dermatology, sterilization, wound healing, dentistry, sterilization, 

medical applications, and clinical oncology (18, 19). The considerable interests are received in 

Cold Atmospheric Plasma, which shows specificity for in vitro and in vivo treatment of different 

malignancies, in combination with other common treatments or alone, leading to the creation of a 

new field in medicine named "plasma oncology" (20, 21).  

The current study aims to assess efficacy and safety of helium CAP on human A-375 melanoma 

cells in compared with fibroblast normal cells. The optimal exposure times were 70.15 and 138 

seconds at the 48-hour post-treatment time point for direct and indirect helium gases, respectively, 

based on the calculated IC50 values. This data approves previous researches (22, 23) , which 

demonstrated the effect of CAP on cell death, influencing by the duration of cultivation after 

treating and the exposure time. 

One of the challenges in presenting a novel therapeutic method is verifying its safety for healthy 

cells. It is essential to mature therapies that specifically diminish damage to healthy tissues while 

effectively abolishing tumor cells (24, 25). The physical and chemical characteristics of CAP have 

made it a unique tool in various medical field such as oncotherapy. Studies have shown that all 

anticancer effects of cold plasma are mediated through reactive oxygen and nitrogen species 
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(RONS), both in vivo and in vitro (28, 29). These compounds activate the signaling cascade that 

ultimately leads to the death of cancer cell. Unlike common cancer treatments such as 

chemotherapy and radiotherapy, which also destroy healthy cells and therefore have many side 

effects, plasma therapy destroys cancer cells without harming healthy cells (30).  

As we know, the anticancer effect of CAP is through increasing reactive oxygen species, causing 

oxidative stress and finally cell death. Although the mechanism of the selective action of cold 

plasma on cancer cells is not precisely known, some hypotheses have been proposed so far. One 

of the possible mechanisms is the difference in the basal levels of reactive oxygen species in cancer 

and healthy cells. Studies have shown that cancer cells have higher amounts of reactive oxygen 

species in the basal state than healthy cells. It leads to their greater sensitivity to reactive oxygen 

species produced by plasma. Another model suggests that cancer cells have more aquaporin 

channels on their surface and hydrogen peroxide produced by plasma diffuses into cancer cells 

faster, which increases ROS in cancer cells (31, 32). Some studies also stated that CAP-cell 

interaction leads to lipid peroxidation, which causes the formation of cell membrane pores and 

allows further diffusion of ROS and RNS. Because cancer cells have lower cholesterol levels, they 

are more susceptible to peroxidation and death (33, 34). 

Our data revealed that CAP treatment in both direct and indirect approaches have a discerning 

killing effect on A-375 melanoma cell lines at its IC50 dose, providing superior safety for its 

counterpart normal fibroblast AGO-1522 cell lines. Confirmation of our results, many studies have 

also highlighted that CAP does not damage normal cells where applied at proper dosages, 

introducing CAP as a selective treatment mood for killing cancer cells (26, 27).  

Conclusions 

The purpose of this study, the use of a non-thermal helium plasma-based direct and indirect was 

to treat selectively in human wild type A-375 malignant melanoma cell as compared with normal 

human epidermal melanocyte in the cellular phases. Following a plasma exposure, IC50 dose in the 

cell death of melanoma after 48 hours of cultivation was obtained 70.15 second. Also, the results 

obtained out studies exhibited that both direct and indirect approaches have a selective killing 

effect on A-375 melanoma cell lines, meanwhile, this method did not showed toxicity on normal 
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fibroblast AGO-1522 cell lines. The results confirm that the cold atmospheric plasma can be used 

as a potential treatment for melanoma, however, more preclinical studies with a larger sample size 

are needed to draw accurate conclusions. 
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Abstract 

The development of high-density plasma sources, which provide high deposition rate, is one of the 

requirements for plasma processing of microelectronics devices. Electron cyclotron resonance 

(ECR) plasma sources have the ability to achieve high degree of ionization at low gas pressures. 

ECR plasma sources that use permanent magnets to produce the required magnetic fields for ECR 

condition are significantly more compact than systems equipped with electromagnets. In this paper 

we have simulated the evolution of ECR plasma in COMSOL Multiphysics 6.1. The magnetic 

fields no current module (MFNC) of COMSOL computes the magnetic flux density of permanent 

magnets. The results have been used in plasma module to compute plasma conductivity tensor. 

The electron number density and energy density are computed by solving drift-diffusion equation 

in plasma module, while high-frequency component of the electric field is calculated in frequency 

domain using electromagnetic wave frequency domain module (EMW). ECR plasma source that 

simulated here uses four NdFeB block magnets to create ECR surfaces inside plasma chamber. 

We have investigated the effect of the magnetic field profile on plasma density. Different profiles 

of the magnetic field inside the chamber have been achieved by changing the arrangement and 

polarization of permanent block magnets around plasma chamber. Profile of magnetic field inside 

chamber, plasma density and potential for three different cases have been computed and compared. 

Taking into account that higher plasma density is suitable for increasing the deposition rate in 

plasma processing, the best arrangement has been achieved.  

Keywords: ECR plasma source, COMSOL Multiphysics, permanent magnet, plasma density 

Introduction 

Electron Cyclotron Resonance (ECR) plasma sources are magnetized plasmas, in which plasma is 

produced in a chamber by properly choosing the strength of external magnetic field and frequency 

of microwave energy source. Resonant condition for electrons can be obtained by setting up the 
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microwave frequency to be in resonance with gyration frequency of electrons around external 

magnetic field lines. In contrast to inertial confinement fusion (ICP) and helicon sources, the 

excitation source for an ECR plasma is in the microwave range. In ECR plasma sources, a right 

hand circularly polarized wave, which excited at microwave frequency (mostly 2.45 GHz), 

propagates along dc magnetic field lines in resonance condition (87.5 mT). Energy of wave is 

absorbed by collisionless heating mechanism [1]. ECR plasma sources have various applications 

in plasma processing such as etching [2,3] and deposition processes [4,5]. Generally, 

electromagnetic coils have been used for generation of ECR condition, however, in some cases 

permanent magnets could be used for generation of ECR condition. Plasma source which is 

generated by this technique is called Permanent Magnet Electron Cyclotron Resonance (PMECR) 

source [6]. Using permanent magnets instead of electromagnets have several advantages including 

simplicity and cost-effectiveness, reduction of power consumption, compactness of system, 

stability and durability. However, this technique has limitation in magnetic field control and 

flexibility. Development of numerical modelling of ECR sources, that provide the standard 

geometry of reactor for plasma processing applications, have been started since 1990s [7]. Monte-

Carlo methods [8], PIC methods [9], quasi-neutral particle models [10] and fluid models [11] have 

been used for studying different aspects of ECR plasma sources. In this manuscript we have used 

COMSOL Multiphysics for numerical simulation of ECR plasma source, which sustained by 

permanent magnets. The purpose of this simulation is to find the best magnets arrangement for 

creating a plasma that is appropriate for plasma processing applications. Usually, two chambers 

have been used for plasma enhanced chemical vapor deposition using ECR plasma source, one for 

plasma generation and the other for processing of substrate. Here, we use one chamber instead of 

two chambers. Several parameters affect the downstream motion of plasma, that produced in 

discharge chamber, toward processing chamber (substrate is located in this chamber), such as 

creating pressure difference between two chambers, profile of magnetic field inside discharge 

chamber and etc. Moreover, profile of magnetic field affects the locations of resonance surfaces 

(plasma produced resonantly at resonance surfaces) inside plasma chamber and plasma density, 

that plays an important role in plasma processing applications. By changing arrangement and 

polarization of magnets around plasma chamber different profiles of magnetic field have been 

achieved inside it. Here, we investigate the effect of three different profile of magnetic field on 

plasma density and potential. In the next section ECR plasma source introduced, then a brief 
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description about numerical model, that used in COMSOL, has been presented. Finally, we 

represent numerical results and conclusions. 

ECR plasma source 

In ECR plasma sources, plasma is produced by applying electromagnetic waves in the frequency 

range of 300MHz-10GHz to a gas and in the presence of magnetic field in resonance condition. 

The effect of magnetic field on breakdown electric field at microwave frequencies, which 

ultimately led to the creation of ECR plasma sources, was first studied by Lax [12] in the 1950s as 

a method for characterizing confined plasma. The idea of using this technique for plasma 

production was proposed in the early 60s for research on plasma acceleration [13] and fusion 

plasma. In ECR plasma, electrons absorb energy from injected microwave power in resonance 

conditions. In the presence of a uniform and static magnetic field, electrons will move in a circular 

motion (if initial axial velocity is non-zero) along magnetic field lines due to the Lorentz force. 

The angular frequency of this motion is c eB m  and its radius is cr mv eB , which v is electron 

velocity perpendicular to magnetic field lines. This circular motion in vacuum and without 

collisions will not give energy to electrons. When the microwave electric field with angular 

frequency of   is added to the system, the path of electrons will change.  The resonance condition 

is occurred when c  . As a result, electrons rotate in phase with right hand side circularly 

polarized wave and continuously gain energy from electromagnetic wave. Therefore, electrons 

gain sufficient energy to ionize the background gas [1]. For the microwave frequency of 2.45 GHz, 

the resonance effect occurs when the magnetic field is equal to 875 Gauss. 

 

Numerical simulation 

In ECR plasma source simulated in this manuscript, microwave with a frequency of 2.45 GHz will 

enter the cylindrical plasma chamber through WR340 rectangular waveguide. Cylindrical plasma 

chamber with 10 cm diameter surrounded by four neodymium 10cm×5cm×1cm block permanent 

magnets (NdFeB). In magnetic field no currents (MFNC) module of COMSOL, static magnetic 

field that produced by permanent magnets computed by solving following equation: 
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H V

B H 

 


            (1) 

Where mV is magnetic scalar potential and r  is relative permeability of magnet. After computing 

profile of magnetic field, it used to calculate plasma conductivity in plasma module. High-

frequency component of the electric field is solved in the frequency domain and by using 

electromagnetic wave frequency domain module (EMW). In plasma module drift-diffusion 

equation are solved and the results are plasma density and temperature. Simulation parameters are 

as follow: Input power 500-Watt, temperature 300 kelvin, background pressure 310 mbarr, and 

initial electron density 14 310 m . The schematic of simulated model has been represented in Figure 

1. Reactions of Ar gas that considered in the simulation are presented in Table 1, while cross-

section of these reactions is plotted in Figure 2. Boundary conditions are represented in Table 2. 

 

Fig. 1. Schematic of the simulated model of ECR plasma source. 

Table 1.  Reactions of Ar that considered in the simulation 

Collision type Reaction 

Elastic e+Ar=>e+Ar 

Excitation e+Ar=>e+Ars 

e+Ars=>e+Ar 

Ionization e+Ar=>2e+Ar+ 

e+Ars=>2e+Ar+ 
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Fig. 2. Cross-section of Ar reactions that considered in the simulation 

 

 

Table 2.  Boundary conditions of simulation 

Boundary condition Domain 

Perfect Electric conductor Waveguide, Walls of plasma chamber 

Ground Walls of plasma chamber 

In Figure 3 profile of magnetic fields and ECR surface, which produced by 4 block magnets are 

plotted in a cut plane in y-z plane and x = 0.115m. ECR surfaces with magnetic field value of 87.5 

mT denoted by red line. Different arrangements of magnets are represented in Figure 3. In this 

figure north pole of magnets denoted by red surface while south pole denoted by blue surface, for 

instance arrangement 1 is achieved by setting opposite poles in front of each other. Arrangement 

2 is described in Figure 3(b) and arrangement 3 described in Figure 3(c). In Figure 4, magnetic 

field profile and electron density along y axis (radius of chamber) and in 8.5 cm distance from 

electromagnetic field entrance, have been plotted for three different arrangements of block 

magnets. In Figure 5, magnetic field profile and electron density along x axis (symmetric axis of 

plasma chamber) at 2 cm distance from cylinder center have been plotted.  
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Fig. 3. Magnetic field profile for (a) arrangement 1, (b) arrangement 2 and (c) arrangement 3 of magnets. 

North pole of magnets denoted by red surface while south pole denoted by blue surface. 

 

 

 

Fig. 4. (a) Magnetic field profile inside plasma chamber along y axis for three different arrangements of 

magnets. ECR location denoted by dashed line. (b) Plasma density inside plasma chamber along y axis 

for three different arrangements of magnets at 
63.98 10t s  . 
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Fig. 5. (a) Magnetic field profile inside plasma chamber along x axis for three different arrangements of 

magnets. ECR location denoted by dashed line. (b) Plasma density inside plasma chamber along x axis 

for three different arrangements of magnets at
63.98 10t s  . 

 

In Figure 6, Plasma density in x-y plane inside chamber have been plotted for different 

arrangement of magnets. Plasma potential in x-y plane inside chamber have been plotted in Figure 

7. 

 

Fig. 6. Plasma density inside plasma chamber in x-y plane for (a) arrangement 1, (b) arrangement 2 and 

(c) arrangement 3 of magnets at 
63.98 10t s  . 
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Fig. 7. Plasma potential in x-y plane for (a) arrangement 1, (b) arrangement 2 and (c) arrangement 3 of 

magnets at 
63.98 10t s  . 

 

 

 

Results and Discussion 

According to Figure 3 and Figure 4 (a) arrangement 2 construct a localized and symmetric ECR 

surface inside plasma chamber that magnetic field is zero at the center of chamber, while in 

arrangement 1 two localized ECR surface near the walls of chamber are produced and magnetic 

field strength at the center of chamber is 0.12 tesla. ECR surface in arrangement 3 is located near 

chamber walls and magnetic field strength at the center of chamber is about 0.01tesla. By moving 

along chamber radius in y direction at z=0 and x=0.115 m, ECR condition does not achieved in 

arrangement 1, while in arrangement 2 and 3 it achieved at radius 1.8 cm and 3.3 cm respectively. 

Magnetic field profile along symmetric axis of chamber in x direction that been plotted in Figure 

5 (a) is a bell-shaped curve for arrangement 1 and 2, while it is a two-peak curve for arrangement 

3. The peak electron density in Figure 5 (b), for three different arrangement is 16 37.9 10 m , 

16 37.8 10 m and 17 310 m  , respectively. Critical density for 2.45 GHz ECR source is about

16 37.5 10 m , therefore beyond this density mechanism of power absorption from electromagnetic 

wave has been changed from ECR absorption. According to Figure 5 (b), peak electron density for 

arrangement 1 and 2 is located near the entrance of electromagnetic wave, while for arrangement 

3 it is located at the other side of chamber. It can also be observed in different panels of Figure 6. 

We can observe from Figure 7 that, plasma potential in arrangement 3 is lower than two other 

arrangements. Moreover, plasma potential in arrangement 2 is lower than arrangement 1. For 

applications such as deposition using ECR plasma, the lower plasma potential in front of the 

substrate is favorable. In fact, plasma potential determines the energy with which the ions impinge 

on the substrate, therefore in the case where plasma potential is lower less damage has been caused 

by ion bombardment. 

Conclusions 

In this paper COMSOL Multiphysics has been used for investigating the effect of magnetic field 

profile on plasma density in ECR plasma source. ECR plasma source that simulated in this 
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manuscript, has been designed for processing applications. Higher plasma density is favorable for 

processing applications, since higher deposition rates have been achieved at higher plasma 

densities. Plasma density required for plasma processing using ECR source is in the range of 

17 18 310 10 m at low pressures 4 310 5 10 Torr   . This condition can be achieved using the profile 

of magnetic field in arrangement 3. 

Here, we use four neodymium block permanent magnets for generation of resonance ECR surfaces 

in plasma chamber. The advantages of using permanent magnets instead of electromagnetic coils 

for generation of ECR surface are simplicity, cost-effectiveness, reduction of power consumption, 

compactness of system and stability and durability. ECR plasma source which is an electrodeless 

discharge, has a wide range of applications in plasma processing. Plasma density has important 

effect on deposition rate for deposition process which aided by ECR plasmas. In this paper, we 

have changed profile of ECR surfaces inside plasma chamber by changing the arrangement and 

polarity of magnets around the chamber. Three different arrangements have been considered and 

profile of magnetic field inside plasma chamber, plasma density and potential have been computed 

for each case and compared with each other. The results show that plasma density and potential 

are controlled by the profile of magnetic field. Best magnets arrangement (arrangement 3 in this 

paper) results in higher plasma density and lower plasma potential.  
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Abstract 

In the present paper, the effect of atmospheric pressure plasma (APP) on the treatment of strong 

wastewaters from polyester manufacturing industry has been studied using a dielectric barrier 

discharge (DBD) generator. The treatment process was carried out on the experimental samples of 

real wastewaters for 0, 10, 30, 45, 60, 90 and 120 minutes, and the effect of APP on the reduction 

of chemical oxygen demand (COD) was investigated. We showed that plasma had the ability to 

destroy unsaturated polyester chains, fatty acids and alcohol compounds. The data resulted from 

plasma treatment indicated that the 60-minutes treatment time contributed to the reduction of the 

COD parameter by about 80%, which means the parameter decreased from 25000 ppm to 4611 

ppm. According to the obtained results, it was found that treatment times longer than 60 minutes 

increased the amounts of COD. The plasma effect on TDS, EC, temperature and pH parameters 

was also investigated. According to the results, plasma did not seem to have a great impact on the 

pH, TDS and EC value of the wastewater after plasma treatment for two hours, while the 

temperature increased significantly (near to 40 degrees) after treatment process for one hour, and 

then it remained constant afterwards. 

Keywords: non-thermal atmospheric plasma, polyester manufacturing industry wastewater, 

treatment, chemical oxygen demand (COD) 

Introduction 

Chemical and petrochemical industries consume a considerable amount of water processes, and 

unfortunately they generate approximately 70 % of pollution wastewater including hazardous and 

dangerous products [1,2]. The high strength wastewater including various additives and detergents 

containing softening agents, antioxidant, surfactant, wetting agents, detergent and antiseptic are 
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produced by polyester manufacturing industry [3-5]. Many of these compounds are non-

biodegradable, toxic, hazardous, and represent priority hazardous pollutants [6]. 

In recent years, industrial effluents including pollutants are often discharged into the natural 

environment, along with sewage. However, toxic materials presented in industrial wastewaters 

may prevent the biological activity of the treatment plant biomass, causing process upsets and 

making their way into the waters [7]. The toxic pollutants can volatilize from sedimentation tanks, 

bar racks, and sewers before biodegradation, resulting that those contaminants can aggregate in 

sludge to create hazard risks for plant or human health or the environment [8].  

In order to decompose hazardous organic compounds and to overcome these limitations of 

conventional methods, pretreatment at the source of industrial effluents and especially effluents 

from polyester production industries is required before discharge into central treatment plant 

[9,10]. 

In order to solve this problem, the eco-friendly advanced oxidation technology like cold plasma 

technology have been extensively investigated for the polutants degradation [11,12], photo-Fenton 

techniques [13], photocatalysis [14,15], ozonation [16], electrochemical reactions [17], irradiation 

technology [18,19] or a combination of these for pretreatment at the source of polyester 

manufacturing industry wastewaters. These methods are perforemed under mineralization, 

decomposing different organic contaminants into compounds of intermediates, carbon dioxide, 

and water. In addition, it has been confirmed that these techniques proved the remarkable potential 

to remove toxic derivatives and recalcitrant materials in water system [20]. As a result, the 

complete oxidation process as an alternative approach has attracted solid amount of attention to 

treat wastewater in such a way that techniques of photocatalysis and UV/ozone may not provide 

[21]. As huge challenges of industrial wastewater treatment are emerging, atmospheric pressure 

plasma (APP)-assisted AOPs technology, therefore exhibits a more viable and alternative 

advanced oxidation processes (AOPs) option for the solution [22].  

The non-thermal technique as an APP technology is one of the newest techniques, containing a 

reactive mix of positively and negatively charged ions, OH radicals, O·, O3, H2O2, NO-, NO2 
-, 

neutral particles, UV radiation and electromagnetic waves. These produced components are 



 

165 

collectively combined to generate reactive agents [23]. In particular, the advantage of APP includes 

OH radicals’ generation and reactive species [24]. Furthermore, it is an economical, eco-friendly, 

and easy-to-use technology at room temperature and atmospheric pressure, which is able to 

eliminate various toxic components found in wastewater [22, 25,26]. 

As mentioned before, strong wastewater from polyester manufacturing industry had very 

dangerous organic compounds and high COD. Therefore, discharching of this wastewater into the 

central treatment plant before the pretreatment, causes disruption in the treatment process. So far, 

studies have been conducted on the treatment of wastewater from polyester industries. However, 

no study has been done on the use of cold plasma in the pretreatment of this type of wastewater 

and reducing the amount of COD to the standard level for discharching into the central treatment 

plant. Therefore, in this paper, the effects of cold plasma pretreatment on polyester wastewater 

treatment and the analysis of its mechanism on COD removal has been investigated. 

Experimental 

The wastewater was obtained from one of the polyester production companies located in industrial 

city of Kaveh (S0), 100 km southeast of Tehran, and the initial conditions are displayed in Table 

1. The polyester wastewater treatment (S0) was carried out using an atmospheric pressure plasma 

(APP) system, which is shown in Table 2. 

Table 1. Characterization of the real polyster wastewater 

COD (ppm) 25000 

EC (µs/cm) 1620 

TDS (ppm) 1028 

pH 2.6 

 

Table 2. Different times of non-thermal plasma (NTP) treatment 

for polyester wastewater  

Sampels code  

S0 Real polyster wastewater 

S1 Plasma for 10 min 

S2 Plasma for 30 min 

S3 Plasma for 45 min 

S4 Plasma for 60 min 

S5 Plasma for 90 min 

S6 Plasma for 120 min 
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Figure 1 illustrates the schematic configuration of designed atmospheric pressure plasma (APA) 

in this study for polyester wastewater treatment, which comprised four main parts; water falling 

film system, cooling water circulator, power supply and wastewater tank. The efficiency of the 

APP reactor on a real wastewater sample was assessed by measuring the total dissolved solids 

(TDS) chemical, oxygen demand (COD), and electrical conductivity (EC). For this purpose, about 

ten liters of wastewater was poured into the device tank and circulated through falling film system 

for APP treatment under room temperature and pressure. The value of voltage and frequency was 

set to 15 kV and 8 kHz, respectively. At the desired times, 50 mL of wastewater was taken from 

the outlet valve of the APP device for COD, TDS, and EC measurements. In addition to these 

indicators, the temperature and pH of the circulating wastewater were also measured at different 

treatment times. An infrared thermometer (FC-IR202) and a digital pH meter (FiveEasy pH meter 

F20-std-Kit) were used to record the temperature and pH of samples, respectively, during the 

plasma treatment. COD calculation was carried out using a HACK model 

DRB200/HACK)DR6000). TDS and electrical conductivity (EC) were analyzed using a HACK-

based probe model HQ440d multi.  

 
Fig. 1. Schematic illustration of used atmospheric pressure plasma (APP) system in this study. Numbers 

1-6 referred to coil electrode, style tube electrode, quartz, water falling film, High voltage and low voltage 

connection, respectively. 
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Results and Discussion 

The obtained results are summarized in Figure 2 as a bar chart. The samples are labeled Sn, where 

n= 0-6 corresponded to samples of 0, 10, 30, 45, 60, 90 and 120 minutes treated with APP, 

respectively (see Table 2).  

 

Fig. 2. Variations of (A); temperature and pH; (B) COD, TDS and EC of the wastewater as a 

function of circulation time in APP (S0= 0 min, S1= 10 min, S2= 30 min, S3= 45 min, S4= 60 min, 

S5= 90 min and S6= 120 min). 
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As revealed in Figure 2-A, the pH of the wastewater does not change significantly during the 

treatment process, while the temperature of the wastewater shows a relatively significant increase 

(near to 40 degrees) after treatment process for one hour. After that, the temperature remains 

almost constant and below 40 degrees with increasing plasma treatment time. This constancy of 

temperature is considered an important advantage, since one of the most important characteristics 

of cold plasma technology in the field of wastewater treatment, is its low temperature in order to 

increase the lifetime of electrodes and other equipment. As demonstrated in Fig. 2-B, APP cannot 

reduce the TDS and EC value of the wastewater after treatment for two hours. APP is able to 

reduce the COD of wastewater more than 50 % (from 25000 to 12300 ppm) after only 10 minutes 

of plasma treatment. Interestingly, employing longer treatment time of 30 and 45 minutes, the 

wastewater’s COD reduced by more than 67 % and 78 %, respectively. The best COD reduction 

of 81 % (from 25000 to 4611 ppm) resulted for S4, while with increasing treatment time for more 

than one hour (S5 and S6), COD value remains relatively constant. The proposed mechanism of 

APP-based strong polyester wastewater treatment including possible reactions taking place under 

plasma treatment is given in Figure 3. Briefly, the rush of the OH• radical is the main phatway for 

the degradation of organic contaminates. Long chain pollutants break down into smaller 

compounds by electrophilic addition of OH•, or by the hydroxylation of ester bond. Many 

intermediates have also been reported during the oxidative degradation in plasma processes. 

Scheme 1 demonstrated the different reactive species (RS) generated during APP treatment and 

their involvement in the decomposition of long chain compounds and mineralization of small 

organic compounds [27].  
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Fig. 3. The possible mechanism of APP-based polyester wastewater treatment. 

 

 

Conclusions 

To treat wastewater, the application of atmospheric pressure plasma (APP) system has gained 

significant attention due to its ability to eliminate a wide range of contaminants. High densities of 

reactive mixture of negatively and positively charged ions, along with reactive species like H2O2, 

O3, O·, OH-, NO-, NO2 
-, neutral particles, electromagnetic waves, and UV radiation are generated, 

making decomposion of micro-pollutants available within a shorter time. The strong wastewater 

resulted polyester manufacturing industry is a type of waste which contains dangerous organic 

compounds and high COD. Therefore, discharching this wastewater into the central treatment plant 

before the pretreatment, causes disruption in the treatment process. Consequently, it is necessary 

to focus on the pretreatment of this wastewater. Despite the great effect of APP technology in the 

treatment of all types of wastewater, so far few studies have been reported for the application of 

this technology in the treatment and pre-treatment stages of polyester industry wastewater to 

reduce the COD parameter. In the current study, the effects of cold plasma pretreatment on 

polyester wastewater treatment and the analysis of its mechanism on COD removal have been 

investigated. According to the obtained results, plasma did not have a great impact on the pH, TDS 

and EC values of the wastewater after treatment for two hours, while the temperature of the 

wastewater showed a relatively significant increase (near to 40 degrees) after treatment process 
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for one hour. After that, the temperature remained almost constant and below 40 degrees with 

increasing plasma treatment time. Plasma could reduce the COD of wastewater more than 50 % 

(from 25000 to 12300 ppm) after only 10 minutes of plasma treatment. Interestingly, by employing 

longer treatment time of 30 and 45 minutes, the wastewater COD was reduced more than 67 % 

and 78 %, respectively. The best COD reduction of 81 % (from 25000 to 4611 ppm) resulted for 

60 minutes plasma treatment, while with prolongation of treatment time more than one hour, COD 

value remained relatively constant. 
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Abstract 

Alborz Tokamak's design and construction program started in 2013 in the fusion laboratory of 

Amirkabir University of Technology. In the first phase, this tokamak was put into operation in 

2019. At the moment, the redesign of magnetic systems is considered. Since one of the influencing 

factors on the plasma confinement time is the size and flattop of the toroidal magnetic field, in this 

phase, the increase of the toroidal magnetic field has been considered. The toroidal field coil 

system consists of 16 rectangular-shaped coils. These copper cable conductors have 5 cm width 

and 6 mm thickness. The toroidal magnetic field system provides a 0.85 T magnetic field at the 

plasma axis. This value will be increased in the new plan. In the present study, according to the 

ability to supply the capacitor bank, the electric circuit, and the magnetic field have been simulated 

and redesigned using PSpice and COMSOL Multiphysics software, respectively. Consequently, 

the maximum magnetic field, capacity, and maximum voltage of the improved capacitor bank have 

been determined. 

 

Keywords: Alborz tokamak, toroidal magnetic systems, power supply 

 

1.Introduction 

Fusion will be one of the most important sources of energy in the future. At the time of writing 

this paper, electrical energy production from nuclear fusion has not yet been done practically. But 

one of the most important and main methods that is a candidate for producing energy from fusion 

is called Tokamak [1]. The first tokamak was designed and constructed in the 1950s, at the 

Kurchatov Institute of Moscow. After that, tokamaks developed significantly. 

The first tokamak machine in Iran was prepared in 1994 from the Russian Kurchatov Institute and 

launched in the Atomic Energy Organization of Iran. This machine, named Damavand, is a small 
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tokamak (a = 7 cm, R = 36 cm) with an elongated plasma cross-section. Also, the IR-T1 tokamak 

purchased by Islamic Azad University from China in 1994. This machine has a main radius R = 

0.45 m and a minor radius a = 0.125 m.  Taban tokamak was the first tokamak that was completely 

designed and built in Iran and has a circular cross section with a main radius of 0.45 and a minor 

radius of 0.15 m. This tokamak was built and launched in the fusion laboratory of the Faculty of 

Physics and Energy Engineering of Amirkabir University of Technology. In this laboratory, other 

tokamak, named Alborz tokamak, has been designed and constructed. This device is a D-shaped 

tokamak with The main and minor radius of  0.45 and 0.15m, respectively. 

The electromagnetic system of a tokamak consists of toroidal field (TF) system, ohmic heating 

(OH) system and equilibrium field (EF) system [2]. The Alborz tokamak are shown in fig. 1. 

Toroidal field (TF) coils are responsible for producing the most important magnetic field in a 

tokamak. The purpose of producing this field is to confine and control the plasma stability.  

 
 

Fig. 22. A view of Alborz Tokamak 

Alborz tokamak has 16 TF coils [2]. The material of the coils is 99.99% copper. Currently, the 

power source of the TF coils is a capacitor bank with a capacity of 40mF and a maximum voltage 

of 3kv [3], which leads to a field production of about 0.3T in the center of the plasma. In this paper, 

we are going to present a plan to redesign these coils and increase their production field. This plan 

includes increasing the capacity of the capacitor bank.  
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In part 2, the Alborz tokamak and its TF coils have been presented in detail. In part 3, using Pspice 

software, the electrical simulation of the TF system has been performed in two states, before and 

after the redesign. Based on the results obtained from section 3 and using COMSOL Multiphysics 

software, the magnetic field before and after the redesign has been calculated in section 4. Finally, 

in section 5, we discuss the results of the redesign plan. 

2. Specifications of Alborz Tokamak 

2.1. Main characteristics of Tokamak 

Alborz Tokamak is a small size tokamak with a D-shaped cross section of the vacuum vessel. The 

main radius of the tokamak, R, is 0.45m and its minor radius, a, is 0.15m[1]. The vacuum vessel 

(VV) of Alborz Tokamak has been constructed of 316 stainless steels, with 3 mm thickness. This 

vessel consists of four parts that have been connected [1] and can host 0.5 m3 of plasma.  63 access 

ports have been installed in this chamber for plasma diagnostic systems, auxiliary heating 

equipment, Vacuum system, gas injection system., etc. 

In this tokamak, the required toroidal field to confine and control the plasma stability [4] is 

provided by 16 coils wrapped around the vacuum vessel in the poloidal direction. The following 

presents the toroidal field (TF) coils in more detail. 

 
 

 Fig. 23. Cross section view of Alborz vacuum vessel 

 



 

177 

In this tokamak, a central solenoid (CS) is used for the ohmic heating method. This coil has 195 

turns [1] placed in the center of the tokamak. The position of CS is such that the passage of an 

electric current that varies with time, according to Faraday's principle, induces an electric field in 

the toroidal direction of the tokamak in the plasma, which starts the plasma current and heats the 

plasma. 

Alborz tokamak is also equipped with poloidal coils. These coils are wrapped around the vacuum 

vessel in the toroidal direction, which produces a magnetic field in the poloidal direction. This 

poloidal field shapes the plasma and controls its position [1]. 

The power sources of all these magnetic field systems are capacitor banks with different capacities.  

Alborz Tokamak also has other parts such as vacuum system, pre-ionization system, gas injection 

system, etc. Table 1 lists the main parameters of Alborz tokamak. 

 

Table 12. main parameters of the Alborz tokamak 

Major radius (m) 

Minor radius (m) 

Aspect ratio 

Edge safety factor 

Plasma volume (m3) 

material of the vacuum vessel 

0.45 

0.15 

3 

3 

0.5 

       SS 316L 

 

2.2. TF coils and its power supply 

 2.2.1 Coils 

As mentioned, the Alborz tokamak has 16 Toroidal magnetic Field (TF) coils wrapped around the 

vacuum vessel symmetrically. Therefore, the angle between two adjacent coils is 22.5 degrees. 

These coils are responsible for producing the toroidal field which plays the main role in plasma 

confinement. Each coil in this tokamak has 10 turns, with a total of 160 TF winding turns[2]. 

The coils are made of copper sheets with a purity of 99.99% and a thickness of 5 mm[2]. Their 

width is 6 cm, which creates a cross-sectional area of 300 mm2. 
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All 16 coils are electrically connected in series, so the current passing through them is equal. The 

current passing through them is supplied by the TF power source, which we will explain in the 

next section. 

The electrical resistance and approximate inductance of the coils are obtained from equations (1) 

and (2). 

 

𝑅 = 𝜌
𝑙

𝐴
                 (1) 

 

𝐿𝑇𝐹 = 𝜇0𝑁
2[𝑅 − (𝑅2 − 𝑎2)1 2⁄ ]                   (2) 

 Where, ρ is the specific resistance of the coil material (copper), l is the total length of the coils, A 

is the cross-sectional area of the coil, µ0 is the vacuum permeability constant, N is the number of 

turns, and R and a are the major and minor radii, respectively.  

From these relations, the approximated resistance and inductance are obtained as 27 mΩ and 0.83 

mH, respectively. However, the practical measurements of these values give results of 29 mΩ and 

1.85 mH, respectively. The specifications of TF coils are reported in Table 2. 

 

Table 13. TF system parameters. 

Cross section (mm*mm) 

Number of coils 

Number of turns of each coil 

Total number of turns 

Material 

Inductance (mH) 

Resistance (mΩ) 

5*50 

16 

10 

160 

copper 99.99% 

1.85 

29 

 

2.2.1 power supply of TF coils 

In Alborz tokamak, the capacitor bank has been considered as the power source of the magnetic 

field systems. The capacitor bank of the toroidal field system has a capacity equal to 40 mF, which 

can be charged up to 3 kv. Therefore, the maximum energy stored in the TF capacitor bank can be 

obtained from equation (3). 
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W =
1

2
 c 𝑣2               (3) 

 

where W is the energy of the capacitor bank, c is the capacity of the capacitor bank and v is the 

maximum charged voltage of the capacitors. In this case, the maximum energy stored in the bank 

is 180 kJ. 

This bank is connected to TF coils by thyristor. By applying a pulse to the thyristor, the thyristor 

acts like a switch and closes, which discharges the energy of the capacitor bank in the TF coils. In 

this circuit system, a diode is used in parallel with the TF coils as a shunt to prevent the energy 

discharged in the coils from returning to the capacitors. In Table 3, you see the power supply 

specifications of TF coils. 

 

Table 14. TF power supply parameters. 

Capacity (mF) 

Charge voltage level (kV) 

Maximum stored energy (kJ) 

Charging current (A) 

Transformer 

40 

Maximum 3 

180 

2 

3 phases 

(primary 380 V - secondary 3 kV) 

 

3. Electric Circuit Simulation 

The electric circuit of TF capacitor bank discharge can be simulated in simulation software such 

as PSpice. In this section, we use this software to simulate the discharge circuit of the TF capacitor 

bank in two stages before and after upgrading the TF system. Finally, the obtained results, 

including the maximum passing current, pulse length, etc. have been compared for both stages 

before and after the redesign. It is worth mentioning that, the plan only includes increasing the 

capacity of the TF capacitor bank. In this way, the capacity has been developed from 40mF to 

60mF. 

In simulating the discharge circuit of the TF bank with PSpice software before the redesign, the 

values of the Table 2 and 3 have been used. In the software, a switch as a thyristor has been used, 
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which closes at the desired time. In addition, the stray circuit includes a diode and a resistor 

paralleled with the inductor. The simulated circuit is shown in Fig. 3. 

 
Fig. 24. The simulated electrical circuit of the TF system 

The obtained current after running the program can be seen in Fig. 4. It is clear from this figure 

that the amount of current in the first positive peak is around 10.5kA. Also, the length of each 

pulse is about 54ms. The flat-top length of the current is important. It means the time interval when 

the current has passed 90% of its maximum value, reached its peak and returns to 90% of its 

maximum value again. According to the figure, this value is around 8ms. In Section 4 we use these 

values to observe the induced field before the redesign. 

Since the plan is limited to increasing the capacity of the capacitor bank from 40mF to 60mF, 

therefore, to simulate the discharge circuit of the capacitor bank after the redesign, it is enough to 

increase the equivalent capacity value from 40mF to 60mF in the software and run the program 

again. Fig. 4 shows the waveforms of current passing through TF coils. 

From the waveform, it is clear that in this case, the maximum current at its positive peak reaches 

about 12.6 kA. Also, the flat-top length of the current is about 10ms, both of them have increased 

compared to the state before the redesign. In section 4, these values are used to simulate the 

induced toroidal magnetic field. 
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Fig. 25. Current waveform of TF coils before and after upgrad. 

 

4. Magnetic Field Calculation and Simulation 

In the previous section, the waveform of the TF coil current before and after the system redesign 

has been calculated. In the present section, the magnetic fields produced by these coils have been 

studied.  The magnetic fields produced by the coil current can be calculated by using Biot–Savart 

law. The toroidal field in the center of the tokamak can be obtained from below simplified equation 

(4). 

𝐵 = 𝜇0
𝑁𝐼

2𝜋𝑅
                      (4) 

 

where I is the current passing through the coils, N is the number of turns and R is the major radius 

of the tokamak. 
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In this paper, COMSOL Multiphysics simulation software has been also used to simulate the 

toroidal field. In this software, after defining the geometry of the coils and their material, we define 

the entire geometry as a coil and set other parameters according to Alborz Tokamak's toroidal 

coils. Finally, the magnetic field can be simulated. 

The Redesign Plan that has been carried out finally led to an increase in the current. Therefore, the 

difference between the two states before and after the redesign is equivalent to changing the current 

of the coils. 

First, we use equation (4) to obtain the field befor redesign in the center of the plasma in a 

theoretical way. According to the results of section 3,  the maximum field in the center of the 

plasma will be around 0.75T. Fig. 5 also shows the simulation results of the toroidal field before 

the redesign using Comsol software, which is in good agreement with the mentioned calculation. 

 
Fig. 26. Magnetic field of TF coils simulated with Comsol software (before upgrading) 

In section 3, we saw that after increasing the capacity of the TF capacitor bank, the current through 

the coils increased and reached the value of 12.6kA. Now, in theoretical calculations and software 

simulation, we replace the new current value with the previous value and get the TF field again. 

According to equation (4), and by placing the new value of the current in this equation, the field 

in the plasma center is about 0.9T, which shows an increase of 0.15T compared to the state before 
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the redesign. Fig. 6 shows the TF field after system redesign. The agreement between theoretical 

and simulation results can be seen again. 

 
Fig. 6. Magnetic field of TF coils simulated with Comsol software (after upgrading) 

 

Conclusion 

Alborz Tokamak is a small size tokamak with a D-shaped cross section of the vacuum vessel. The 

main radius of the tokamak is 0.45m and its minor radius is 0.15m. This device has 16 Toroidal 

magnetic Field (TF) coils wrapped around the vacuum vessel symmetrically. These coils are 

responsible for producing the toroidal field which plays the main role in plasma confinement.   

Currently, the redesign of TF magnetic systems has been considered as the redesign phase. Since 

one of the influencing factors on the plasma confinement time is the amount and flattop of the 

toroidal magnetic field, in this phase, the increase of the toroidal magnetic field has been 

considered. The present redesign plan only includes increasing the capacity of the TF capacitor 

bank. In this way, the capacity has been developed from 40mF to 60mF. 

This plan provides the field 0.9T in the plasma center, which shows an increase of 0.15T compared 

to the state before the redesign. The amount of current in the first positive peak before redesign is 

around 10.5kA which reaches about 12.6 kA after that. Also, the flat-top length of the current was 

about 8ms and reached about 10ms. 
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Abstract  

The development of materials for shielding of gamma and neutron radiation is an important aspect 

in nuclear fusion technology. Personnel of tokamak are exposed to radiation hazards due Gamma 

ray and neutron particles form plasma and shield material. Recently, tungsten metamaterials 

introduced for Gamma ray and neutron shielding. This article investigates the application of old 

and new metamaterials for shielding abilities in tokamaks. For method validation by Geant4 

simulation, the neutron spectrum produced by Deuteron-Deuteron (D-D) in plasma interaction was 

compared with experimental studies. After 98% validation between experimental and simulation 

result, the gamma ray spectrum production in different types of metamaterials with interaction of 

D-D neutrons has been calculated by Geant4 toolkit. Finally, the gamma and neutron shielding 

property of old and new metamaterials was investigated.  Result was shown the Graphene/WC and 

Graphene/W2B metamaterials in comparison to other materials have the highly effective in 

shielding neutron and gamma rays in D-D tokamaks. The advantages of Graphene/W2B and 

Graphene/WC metamaterials due low neutron and Gamma ray leakage is because their thermal 

conductivity coefficient than other material.  

Keywords: Power Shielding, Tokamak, D-D Plasma, Metamaterial, Neutron, Gamma 

1. Introduction 

Recently, there have been a significant increase in discussions about tokamaks and their possibility 

as a source of carbon-free energy [1-3]. Deuteron-tritium (D-T) or deuteron-deuteron (D-D) 

plasma are the main part of tokamaks. By interaction of plasma particles, fast neutrons produce 

that impact with shielding materials and gamma rays create in tokamak structure. the secondary 

neutron and gamma ray have potential to cause harm and genetic mutations for tokamak 

employees. The annual effective dose depends on the type of reactor and tokamak. Hence, it is 

crucial to consider the annual effective dose of these particles must be in order to keep the physical 
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health of the personnel. The limitation level of annual effective dose of neutrons for personnel in 

reactors and tokamaks is 20-50 mSv/year[4-6] .But radiological dose is lower than 1 mSv/year [6-

9] and environmental neutron dose is 1-5 mSv/year [10-12].The gamma rays can be successfully 

stopped by some material like lead ,concrete construction etc. Metamaterials have been 

increasingly developed for a wide range of uses in recent years as neutron shielding material [13]. 

Metamaterials are synthetic components that exhibit special characteristics due to their unique 

geometric structure and material composition. Investigators have been interested in the 

development of neutron and gamma shields for reactors and tokamaks for a lengthy period. Yearly, 

many reports are published on the development of new shields for neutrons and gamma Rays for 

tokamak structures and fusion research [14, 15]. 

In 2021, Chen et al. developed novel shields to monitor neutron and gamma rays in tokamaks [16]. 

The design focused on improved protective performance while minimizing both volume and 

shielding mass that utilizing by Monte Carlo method and the Geant4 toolkit [17]. Result was shown 

that the Polyethylene borate and lead was as a good material for neutron and gamma shielding for 

TCV tokamak [18]. Hassanpour et al study a metamaterial composed of Graphene and hexagonal 

boron nitride (hBN) as a potential shield for neutrons by MCNPx simulation [19]. 

The main purpose of this study by evaluation the 11 materials and metamaterials, is introduce a 

new shield for neutrons and gamma rays in tokamaks. The metamaterials that will investigate is 

include Graphene/B4C [20], Graphene/hBN [21], Graphene/W2B [22], Graphene/WB [23], and 

Graphene/WC [24].  The materials that will investigate is include concrete [25], boron (B) [26], 

calcium (Ca) [27], sodium (Na) [28], phosphorus (P) [29], and tungsten (W) [30]. This research 

was done using version 10.0.2 of the Geant4 toolkit. The Geant4 toolkit offers developed particle 

tracking and transport abilities. The overall structure of the study takes the form of seven sections, 

including the second part is concerned with the material and methodology used by Geant4 toolkit. 

The Third section will calculate the neutron production spectrum in a tokamak plasma. The fourth 

Section will validate the simulation neutron spectrum in D-D plasma. A comparison between the 

materials and metamaterials shields will do in final section that is as bellow. 

 

2. Materials and Method 
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    The current study utilizes the Geant4 toolkit for tokamak simulation. In the 

"DetectorConstruction" class was defined the material, geometry, and electromagnetic fields for 

this matter. In the initial stage, a 1 cm³   cylinder is selected as the target. The source is then 

positioned at 1 cm distance from target. The source and target materials are specifically chosen as 

deuterium for simulating the neutrons created by the collision of deuterium nuclei. The Geant4 

geometry was shown in Figure 1. The file known as "Run manager" is utilized for extracting the 

neutrons production, the yield and energy spectrum of secondary particles, and their location 

around target and tokamak shield. The next stage, is designed for simulation of internal 

environment of the tokamak, where the plasma is located  with temperature  exceed 20 eV [31].  

The detail of used material and metamaterial such as temperature, density, and pressure was shown 

in Table 1. The design of first neutron shielding around the plasma has immense significance. For 

comparison of neutron shielding power, the thickness of all material was chosen as 80 cm. The 

magnetic field is applied to the geometry to improve the reliability of the simulation model 

compared to the real model. Figure 2 shows a final simulation geometry of tokamak components, 

displaying their spatial arrangement from multiple perspectives. The physics model of simulation 

can be found in the "PhysicsList" class. The "QGSP-BERT-HP" is used as the basic physics model 

and is suitable for produce secondary particles that interact with nuclei. 

 

Figure 1: The simulated geometry of D-D interaction.  
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Table 1: The information of materials and metamaterials  

Materials and  Graphene (Gr) Metamaterials 

 

Density 

g/cm3 

 

B 

 

Ca 

 

Concrete  

(CON) 

 

 Na 

 

P 

 

W Gr/B4C Gr/hBN Gr/W2B Gr/WB Gr/WC 

2.5 1.55 2.3 0.97 1.82 19.3 2.52 2.1 15.97 15.6 15.63 

 

 

Figure 2: A perspective of the tokamak, including the interior and exterior shielding. 

 

The equation 1  show the one of the reactions for neutron generation in D-D  tokamak plasma 

interaction [32]. 

𝐷 + 𝐷 → 𝐻𝑒(0.82) 
3 + 𝑛(2.45)           (1) 

Always collision between D-D produce neutrons with energy spectrum that can be exited from 

magnetic field of tokamak and generate radiation hazard for employers. by analyzing of Geant4 

data using Excel and Origin Pro software, it can be extracted the gamma Rays spectrum and 

secondary particles production in tokamak shielding material by interaction of neutrons.  

Result and Discussion  

Calculation of the spectrum of neutrons produced in plasma 

According of Table 2, the energy range of D-D particles is reported to be between 1.22 - 7.98 

MeV. The neutron spectrum corresponds to the energies mentioned in Table 2 shows in Figure 3. 

The spallation process in the Geant4 toolkit affects the generation of secondary particles in high 

energy. The Figure 3 results shows the energy of neutrons have Gaussian distribution that 
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maximum energy and FWHM of it is a function of deuterons energy in D-D plasma. The energy 

of the produced neutrons is twice the energy of D-D collisions. Similar of previously result, by 

increasing of the maximum energy of neutrons, the FWHM of distinction increase  [33].  
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Figure 3: Neutron spectrum energy as a function of in D-D plasma collision energies 
 

Table 2:  Comparison of  Geant4 simulation  and practical result [35] of  neutrons main energy  

production in D-D plasma collision  . 

D-D energy 

(MeV) 

Main energy of 

neutrons (MeV) 

Main energy of neutrons obtained 

from Geant4 toolkit (MeV)  

2.46 5 5.174 

2.87 5.5 5.978 

6 8.5 11.7 

6.98 9.5 13.6 

7.98 10.5 16.8 

 

It is important to mention that the KSTAR [34], EAST [35], and ITER [36] tokamaks utilize D-D 

plasma with an energy of 2.45 MeV. The ITER [37], HL-2A [38], and JT-60 [39] tokamaks use 

D-D plasma with an energy of 8 MeV. Therefore, in the next, simulation result was done only with 

2.45 and 8 MeV plasma energy. Hence, the validation and verification of the code is the most 

crucial aspect in the simulation and modeling function. In the next section for validation and 
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verification of the code, was done the comparison of the simulation and practical result of neutron 

production in FTU tokamak. 

3. Validation of Geant4 toolkit in calculation of D-D plasma neutron spectrum 

This section presents the validation process of the Geant4 toolkit for neutron production in 

tokamak and neutron generator.  The figure 4 shows the neutron spectrum produced by the 

collision of D-D plasma with 2.45 MeV energy in FTU tokamak and NGM-17 neutron generator 

[40]. The data of these reactors were modeled in Geant4 toolkit. In Figure 4, the red and yellow 

lines display simulation result of neutron spectrum for FTU tokamak and NGM-17 neutron 

generator respectively that 95% validation with the experimental result. Therefore, the Geant4 

toolkit can be used for calculating neutron spectrum generated by different D-D energy. 

 

Figure 4:  The neutron spectrum in D-D plasma interaction FTU tokamak and NGM-17 neutron 

generator[40]. Yellow and red lines show the simulation result for FTU tokamak and NGM-17 neutron 

generator. 

 

 

 

 

4. Neutron Shielding of metamaterials for D-D tokamak comparison with other materials  

In this section the neutron shielding power of Gr/B4C, Gr/hBN, Gr/W2B, Gr/WB and Gr/WC 

metamaterial    was compared with B, Ca, Concrete, Na, P and W   material that result was shown 
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in figures 5 and 6 for D-D plasma with 2.45 and 8 MeV energy respectively. Figures 5 was shown 

that for D-D plasma with 2.45 MeV energy, the Na, W and Ca materials are the best shielding 

between materials and Gr/W2B, Gr/WB and Gr/WC are the best shielding between metamaterials.  

 

Figure 5: The neutron spectrum after tokamak with different shields for D-D plasma with 2.45 MeV 

energy  

 

Figures 6 was shown that for D-D plasma with 8 MeV energy, the P and W are the best shielding 

between materials and Gr/W2B, Gr/WB and Gr/WC are the best shielding between metamaterials 
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Figure 6: The neutron spectrum after tokamak with different shields for D-D plasma with 8 MeV energy 

Based on the results given in Figures 5 and 6, it can be inferred that boron-based shields 

metamaterial such as W2B are more effective in providing safeguards against D-D plasma with an 

energy of 2.45 and 8 MeV with comparison of other material and metamaterial. Therefore, it is 

suggested to use graphene/W2B shield as the most effective neutron shielding for tokamak. 

5. Gamma Shielding of metamaterials for D-D tokamak comparison with other materials  

Two cases can generate gamma rays in tokamaks: a) Deuterons that escapes from the plasma and 

hit with the Tokamak body. b) Neutron Particles that emitted by plasma, hit with the Tokamak 

body. Due to the deuteron collision in the D-D plasma environment, gamma rays can be generated. 

The potential for gamma ray production in D-D plasma at various energy has been explored using 

the Geant4 toolkit that result presented in Figure 7. 
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Figure 7: The gamma spectrum generated by D-D plasma fusion interaction for total different energies    

 

According of Fig 7 result, it can be found that by decreasing the energy of deuteron particles in 

the plasma, the gamma ray energy was decreased.  The Gamma ray spectrum resulting by plasma 

deuteron particles in energy levels of 1.225 and 8 MeV with a body has been used for power 

shielding calculation of materials and metamaterials in case A that result was shown in figures 8 

and 9 respectively. 
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Figure 8: Transmission spectrum of gamma ray produced in 1.225 MeV D-D plasma collision with 

materials and metamaterial shield 

 

Figure 9: Transmission spectrum of gamma ray produced in 8 MeV D-D plasma collision with materials 

and metamaterial shield 
 

Based on the studies in Fig 8 and 9, the Tungsten and Calcium, phosphorus and Tungsten between 

material and the Graphene/WC and Graphene/W2B metamaterials, have the lower power shielding 
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compared to another materials and metamaterials. It's essential to note that Tungsten has the lowest 

performance and limited shielding tools compared to other materials. In case B, the Gamma ray 

spectrum was extracted by interaction of the neutron spectrum created in the 2.45 and 16 MeV 

plasma energy with materials and metamaterials shielding that result show in Figure 10 and 11. 

 

Figure 10: Transmission spectrum of gamma ray produced by collision of produced neutron with 

materials and metamaterial shield in 2.45 MeV D-D plasma interaction   

metamaterial shield  
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Figure 11: Transmission spectrum of gamma ray produced by collision of produced neutron with 

materials and metamaterial shield in 16 MeV D-D plasma interaction   
 

Based on the info shown in Fig. 10 and 11, it can be shown that tungsten and tungsten-containing 

metamaterials like Graphene/WC, Graphene/W2B, and Graphene/WB, indicate impressive 

capacities in minimizing the intensity of gamma rays generated in the tokamak plasma.   Thus, 

these materials have of importance potential as gamma absorbing materials for implementation in 

tokamak devices. 

6. Conclusion 

In this study, many materials and metamaterials were investigated as neutrons and gamma rays 

shielding in tokamak structure using Geant4 toolkit. In first case after 95% Geant4 validation, the 

neutrons spectrum production in D-D plasma interaction was extracted with different energy. In 

the second step, those of neutrons and gamma ray’s spectrum was defined as source in Geant4 

simulation and the neutrons and gamma ray’s powers shielding of the Gr/B4C, Gr/hBN, Gr/W2B, 

Gr/WB and Gr/WC metamaterials and the B, Ca, Concrete, Na, P and W   materials was calculated 

with Geant4 toolkit output orders. Previously    Hassanpour et al investigated the neutron shielding 

power of graphene/h-BN metamaterial for Am-Be neutron source. In addition, an assessment was 

executed on the power shielding of graphene/h-BN and other metamaterials for fusion reactors. 

According to results of this research, it can be inferred that the graphene/WC and graphene/W2B 

metamaterial showed the best shielding for Gamma ray and graphene/WC metamaterial showed 

the best shielding for neutrons The neutrons and gamma rays that inter to environment outside of 

tokamak can damage electromagnetic and electric device of machinery and produced radiation 

hazard for personal. the high thermal conductivity ratio of graphene/WC metamaterial provides an 

important advantage for heat transfer of tokamak shield. The hBN layer has 8.1 W/(m.K) thermal 

conductivity rate and graphene layer have a 4000 W/(m.K), thermal conductivity rate .Therfore 

graphene/hBN has an extremely high thermal conductivity. Because the WC layer's thermal 

conductivity rate is 110 W/(m.K)  that is bigger than the h-BN layers, the thermal conductivity of 

graphene/WC is bigger than graphene/hBN. Graphene/WC, graphene/W2B, and graphene/WC 

metamaterials have the lower gamma and neutron leakage than other material and metamaterial 

and can be introduced as proper shield with high degree of safety. 
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Abstract  

The Weibel instability is one of the basic beam-plasma electromagnetic instabilities which 

dependents to the distribution function of plasma particles. The beam-plasma particle distribution 

function plays an important role in the energy traveling mechanism of relativistic electrons 

generated by the laser-plasma interaction in the Inertial Confinement Fusion Plasma. In this paper, 

an analytical expression of the beam-plasma particles distribution function effect such as; the 

Kappa, Semi-relativistic Maxwellian and Maxwell distributions on the Weibel electromagnetic 

instability growth rate is investigated in strongly coupled plasmas under the low- frequency wave 

condition. The obtained results show that instability growth rate of the plasma particles is depended 

on the temperature anisotropy, density gradient, quantum and relativistic parameters. It is shown 

that the plasma particles with the Kappa distribution function have the highest possible value of 

instability growth rate compared to the other two distribution function. Also, the plasma particles 

with Maxwellian distribution function have a more stable growth rate than the Kappa and the Semi- 

relativistic distribution functions. 

Keywords: Weibel Instability, Coupled Plasmas, Temperature Anisotropy, Plasma Particles 

distribution Function, Low-Frequency Wave. 

Introduction 

A strongly coupled plasma (SCP) is defined as a system of charged particles in which the 

interactions are strong enough.  So that the average value of the potential energy of the system is 

equal to or higher than the average value of kinetic energy. The strong coupled plasma with high 

energy density is appearing in many projects, such as; powerful magnetic generators, plasma 

generators, powerful sources of light radiation and the pulsed thermal reactors with inertial 

mailto:m.mahdavi@umz.ac.ir
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confinement. The hot-dense plasmas are creating by interacting of the high-power lasers with the 

target fuels in the inertial confinement [1-3]. The appearance of various instabilities, including the 

Weibel electromagnetic instability, prevents the achievement of an ideal ignition. This instability 

is caused by temperature anisotropy in the plasma environment. In recent years, several 

investigations have been done on the effect of distribution functions such as Maxwellian, Kappa 

and generalized distribution on the growth rate of Weibel instability [4-5]. The comparison of 

growth rate of Weibel instability for two distribution functions, Maxwellian and delta-like, was 

studied in highly coupled plasma. The investigations showed that the impact effect reduces the 

growth rate in both distribution functions [6]. Also, the calculation of growth rate of Weibel 

instability for strongly coupled plasma with Kappa distribution function showed that growth rate 

of instability increases with increasing temperature anisotropy, relativistic parameter, and it is 

decreases with increasing spectral index and quantum parameter [7]. The plasma beam-particle 

distribution functions are an important parameter in the projectile beam energy transfer and the 

growth rate of electromagnetic instability in the fusion plasma environment. In this study, we have 

decided to analyze the effect of the plasma particles distribution functions on the Weibel instability growth 

rate. For this main, it is considered the electron beam with Semi-relativistic Maxwellian distribution 

function penetrates in the strongly coupled plasma with three different plasma distribution function 

such as the Kappa, Maxwellian and Maxwell-Boltzmann distribution functions. 

Calculation of Theoretical Model 

The general beam-plasma scattering equation is calculated using the Vlasov equation and its 

combination with the Wigner-Maxwell function for strongly coupled plasma as follows: 

ω2 − c2k2 −ωbe
2 + πωbe

2 ∫ ∫
kp⊥

3

mγ(ω−kv∥)

+∞

0

+∞

−∞
 
∂𝑓0

b

∂p∥
 dp⊥dp∥ −ωpe

2 +

mωpe
2

2npℏ
 ∫ ∫

p⊥
2

(ω−kv∥)
[f0
p
(p⊥, p∥ +

ℏk

2
) − f0

p
(p⊥, p∥ −

ℏk

2
)]

+∞

0

+∞

−∞
dp⊥dp∥ = 0,             ( 1)   

In this equation, ω and k are the frequency and wave number of wave instability respectively. 

ω𝑏𝑒 and ω𝑝𝑒 are the beam frequency and the plasma frequency respectively. 𝐻 =
ℏk

2
 represents 

the quantum effect. In order to analyze the plasma distribution functions on the growth rate of the 

Weibel instability in the beam-plasma distribution, we consider a model in which the direction of 

electromagnetic wave propagation is �⃗� = 𝑘�̂�𝑧. The beam with Semi-relativistic Maxwellian 
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distribution function, 𝑓0
𝑏 , enters the strongly coupled plasma with different three distribution 

function such as Kappa, 𝑓0
𝑝,𝐾

, Maxwell, 𝑓0
𝑝,𝑀

 , and Maxwell-Boltzmann, 𝑓0
𝑝,𝑀𝐵

 , distribution 

functions as follows. 

For the beam distribution function [8]; 

𝑓0
𝑏(𝑝⊥, 𝑝∥) =

1
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3
2
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For the plasma distribution functions [9-11]; 
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and  
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𝜃⊥𝑝
2 𝜃∥𝑝

 (
1

𝜋𝐾𝐵
)

3

2
exp(−

𝑝⊥
2

𝐾𝐵𝑚
2𝜃⊥𝑝

2 − 
𝜂(𝑝∥+𝑝𝑑

𝑝
)
2

𝐾𝐵𝑚
2𝜃∥𝑝

2  )               (5)  

In Eqs. (2-5), 𝜅 represents the spectral index. 𝑝𝑑
𝑏 and 𝑝𝑑

𝑝
represent the momentum of beam and 

plasma, respectively. Γ is the gamma function and θ is the thermal velocity of the particles, which 

is defined as follows.               

  𝜃⊥,∥𝑝
2 = (
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𝜅
) (𝑣𝑇⊥,∥
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2𝑇

𝑚
 

In order to calculate Eq. (1), it is necessary to calculate the necessary derivatives and integrals in 

Eq. (1) for the beam-plasma distribution functions. By introducing the following scattering 

functions 

 

𝑍(𝜉) =
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Where;  
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For ( ξ, η ≪1) the dispersion function Z(ξ), (Zκ
∗(η)  (For κ = 3))  becomes as follows. 

𝑍(𝜉) = −2𝜉 +⋯+ 𝑖√𝜋 𝑒𝑥𝑝(−𝜉2)  
Z3
∗(η) = η(−1.66 − 0.370η2 −⋯) + i(1.539 − 1.539η2 +⋯)            (7)           

In the range of small quantum effects, (𝐻 =
ℏk

2
)≪1 , and small wavelengths ξ, η ≪1, the dispersion 

relation of Eq. (1) becomes as follows. 
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For (𝜔2 ≪ 𝑐2𝑘2)by substituting 𝜔 = ωr + 𝑖 𝛿, the growth rate (for Kappa distribution function) 

is calculated as follows;  

𝛿𝜅 =
k

(1.539)√𝜋
[𝑢𝜅 −

(1+
𝑐2𝑘2
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6
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Where α =
θ⊥b
2

θ∥b
2 , β =

θ⊥p

θ∥p
  and 
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The growth rate (for Maxwell distribution function) is calculated as follows.  
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Where u∗ =
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Also, the growth rate (for Maxwell Boltzmann distribution function) is calculated as follows 
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δ𝑀𝐵 =
k
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Results and Discussion 

The general dispersion relation is derived by combining the relativistic Vlasov equation with the 

Wigner-Maxwell equation for the coupled beam-plasma. In this research, the electron beam that 

penetrates into the strongly coupled plasma is considered Semi-relativistic Maxwellian and the 

plasma distribution function is considered in three mode of Kappa, Maxwellian and Maxwell-

Boltzmann distribution functions separately. The growth rate of Weibel electromagnetic instability 

have been calculated as function of different parameters as temperature anisotropy, density 

gradient, quantum parameter and relativistic parameter. In Fig. (1) is shown that, the plasma 

particles with the Kappa distribution function have its highest the growth rate of instability 

compared with three different plasma distribution function for temperature anisotropy,  
θ⊥p

θ∥p
 = 2.2.  

The effect of the quantum parameter on the growth rate of instability is shown in Fig. (2). It is 

shown that, the lowest growth rate is related to plasma with the Maxwell distribution function and 

the highest value is related to the Kappa distribution function for quantum parameter, H = 0.5. In 

Fig. (3), the Weibel electromagnetic instability for three distribution functions are plotted for the 

relativistic parameter value (γ = 1.4). It is observed that the highest value of the growth rate is 

related to the Kappa distribution function. Finally, the obtained results show that the maximum 

growth rate of the plasma with Kappa distribution function is depended on the temperature 

anisotropy, quantum parameter and relativistic parameter and it has the highest possible value 

compared to the other two plasma distribution functions. 
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Fig .1:  The instability growth rate of three distribution functions normalized (δ
𝜅
, δ𝑀 , δ𝑀𝐵),  according to 

𝑐𝑘

ω𝑝𝑒
 for temperature anisotropy parameter, 

θ⊥p

θ∥p
 = 2.2. 

 

Fig. 2:  The instability growth rate of three distribution functions normalized (δ
𝜅
, δ𝑀 , δ𝑀𝐵),  according to 

𝑐𝑘

ω𝑝𝑒
 for quantum parameter, 𝐻 = 0.5. 
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Fig. 3:    The instability growth rate of three distribution functions normalized (δ
𝜅
, δ𝑀 , δ𝑀𝐵),  according to 

𝑐𝑘

ω𝑝𝑒
 for the relativistic parameter, 𝛾 = 1.4. 

 

Conclusions 

In this research, the plasma distribution function is considered in three models of Kappa, Maxwell, 

and Maxwell-Boltzmannian distribution functions and the electron beam that penetrates into the 

strongly coupled plasma is considered in the Semi-relativistic Maxwellian distribution functions 

separately. For this aim, an analytical expression is derived for imaginary parts of the dielectric 

constant as the instability Weibel growth rate for the plasma particle with three different 

distribution function under the low-frequency wave condition. The growth rate of instability 

depends on the temperature anisotropy parameter, density gradient, quantum parameter and 

relativistic parameter. The obtained results show that the maximum growth rate of the plasma with 

the Kappa distribution function is depended on the temperature anisotropy, density gradient, 

quantum parameter and relativistic parameter and it hase the highest possible value compared to 

the other two plasma distribution functions. The Maxwellian distribution function also has a more 

stable growth rate than the Kappa and the Maxwell-Boltzmannian distribution functions. 
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Abstract 

In this research, the impact of external magnetic field with amplitudes B (0 10) kText   , on the 

proton beams energy deposition into the dense fuel with the density range   3300 1000  g.cm c ,  

were considered in fast ignition concept using Geant-4 simulation toolkit. Meanwhile, the 

simulation has been performed in the presence and absence of an external magnetic field with 

considering two types of Maxwellian and Gaussian energy distributions function for proton beams. 

Our simulations present that addition to the strength of the external magnetic field as well as the 

fuel density, the types of proton beam energy distribution function could incredibly affect the 

optimal energy deposition through the pre-compressed fuel. The results showed that under the 

external magnetic field amplitude B (0 5) kT ext
, the protons beams energy deposition gradually 

increased toward over-dense plasma, so that the peak values mostly obtained for B 5 kText
. 

Meanwhile, the maximum deposited energy is obtained by considering Gaussian energy 

distribution function for the proton beams and for the fuel density 3300 g.cm c
. 

 

Keywords: External Magnetic Field, Maxwellian Energy Distributions, Gaussian Energy 

Distributions, Fast Ignition, Geant4 Simulation. 

 

 

 

 

 
 
 

Introduction 
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The interaction between charged particles and dense fuels, influenced by external magnetic fields, 

is a significant focus in plasma physics, particularly in Inertial Confinement Fusion (ICF). This 

area of research not only enhances our understanding of plasma physics and nuclear physics but 

also provides insights into fusion phenomena. External magnetic fields play a crucial role, 

enhancing confinement and heating while controlling particle trajectories. However, they also 

introduce considerations for instability suppression and energy loss mechanisms. Understanding 

and optimizing these effects is vital for applications in fusion research. 

In ICF, the strong external magnetic fields are utilized to optimize energy deposition in dense fuel 

pellets. This approach capitalizes on the attractive effect of these fields on charged particles, 

ensuring maximum energy transfer to the fuel. Additionally, in these investigations into energy 

deposition is considered different energy distributions of proton beams, such as Maxwell and 

Gaussian distributions. 

The concept of fast ignition (FI) in the decade 90s [1] and its evolution into fast ignition (FI), have 

prompted extensive efforts to optimize the ICF process, particularly for Deuterium -Tritium (DT) 

reactions in ICF. Simulations conducted in the presence of strong external magnetic fields [2-8] 

have been instrumental in these endeavors.  

In Ref. [9], M. Roth et al, present a new concept for FI, which is based on an intense, short-pulse, 

laser-accelerated proton beam generated close to the compressed fuel pellet to provide the ignition 

spark, by providing an understanding of the advantages of ion-driven FI circumvents the issues 

related to the ion acceleration, pulse compression, focusing and transport [9]. 

M. Temporal et al, in Ref. [10], studies some aspects of the scheme of ICF fast ignition by laser-

accelerated proton beams and capsule implosion by the 1D multi-group radiation-hydrodynamic 

code SARA up to a time close to maximum fuel compression is attained. The simulations 

performed in this reference, considering two types of exponential and Maxwellian energy 

distribution for the proton beam, show the same trends. Due to the shorter effective pulse duration 

for the Maxwellian distribution, the ignition energy for the exponential distribution is somewhat 

higher than the second distribution.  
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By continuing to study the fast ignition scheme of ICF by laser-accelerated proton beams 

considering a different energy distribution (Gaussian energy distribution) in reference [11], they 

show that by considering a distance d=500 m between the proton source and the capsule, the 

ignition energy threshold is 10 kJ. However, using the new scheme reduces the ignition energy 

threshold to a total of 7 kJ. 

M. Temporal and et al, in Ref. [12], in the following of the study Ref. [11], Fast Ignition of a DT 

spherical fuel compressed to the uniform density =500 g/cm3 were investigated. They concluded 

by considering the Maxwellian energy distribution with a temperature Tp=4 MeV for the proton 

beam, the ignition energy when only one proton beam is used is 10 kJ, and if a sequence of two 

proton beams is considered, this energy is reduced to 8 kJ.  

S. Atzeni et al, in Ref. [13], presented the first study of the ignition of DT fuel by fast protons and 

analysed the effects due to proton–fuel interaction, proton energy distribution, as well as to plasma 

hydrodynamics. They have performed 2D simulations, aimed at computing the minimum total 

proton energy Eig required to ignite a precompressed homogeneous DT sphere by a cylindrical 

beam of protons with kinetic energy εp by assuming the instantaneous proton generation at 

distance d from the compressed fuel and exponential proton energy spectrum. 

In the present work, the effect of the external magnetic field of B (0 10) kText    on the energy 

deposition of the proton beam with two types of Maxwellian and Gaussian energy distributions 

into high density fuel of   3200 1000  g.cm  c  in fast ignition concept has been investigated by 

using the Geant4 simulation toolkit. 

Simulation Setup 

Utilizing the advanced capabilities of version 10.5 of the Geant4 simulation toolkit, this study 

delves into the complexities of fuel dynamics within a fusion context. The geometric arrangement 

of the fuel, depicted in Figure 1 as a spherical shell enveloping a central hot spot. This 

configuration sets the stage for a detailed exploration of plasma interactions crucial to the 

understanding of fusion processes.  
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Fig. 1. Spherical layers of fuel in the simulation model [8]. 

 

Of particular interest are the two plasma shells surrounding the dense fuel: an inner layer 

characterized by low-density pre-plasma shell with a thickness of 100 µm and a density of 1.25 

gcm-3 and, an outer layer forming another spherical plasma shell with a thickness of 50 µm and a 

density of 0.025 gcm-3. The density of these two plasma shells is determined by the number of ions 

in them. These layers, defined by specific thicknesses and densities as outlined in Table 1, play a 

pivotal role in shaping the behavior of the fuel under simulation. 

Table 1. Values of mass, density and fuel radius [8]. 

 

 

 

 

 

 

 

 

The simulated fuel sphere is placed in a vacuum. The proton beams, produced from the fast ignitor 

laser applied on low density pre-plasma, are emitted isotropically from a thin circular plate source 

 cR   m
 

 3  g.cmc
-   Mc   mg

 

43 828 0.261 

58.1 658 0.524 

86.6 490 1.314 

108 406 2.094 

152 292 4.190 
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with a radius of 15 µm, between 0◦ and 180◦. The LowE_Livemore electromagnetic physics model 

is called for protons transport. By applying a strong external magnetic field with a magnitude of 10 

times the reference [7], i.e. ext  B = ( kT0 10 ) , in the z-direction (laser radiation direction) to the 

whole simulation setup (total fuel sphere), the amount of energy absorbed into the fuel with density 

range 3
c 300 1000 g.cm  are estimated per proton. To reduce the relative statistical error in 

absorption energies (less than 5%), the number of protons is also considered as 106. 

To achieve ignition with minimal energy in the inertial confinement fusion (ICF) utilizing the 

combined fast ignition (FI) model, a proton beam generated by a laser accelerator under the 

influence of a strong external magnetic field [7, 8] can be employed. This method entails the rapid 

production and acceleration of protons to tens of MeV within seconds and at a distance of less than 

100 mm near the fuel pellet [9]. Consequently, the convergence of proton beam trajectories toward 

the fuel pellet under the influence of a strong external magnetic field facilitates the transfer of a 

significant portion of their energy into the pellet. 

In the pursuit of comprehensively exploring the intricacies of energy deposition by proton beams 

and its interaction with an external magnetic field, we considered two distinct types of energy 

distribution functions for the proton beams: Maxwellian and Gaussian.  

According to the reference [12], the considered Maxwellian distribution function for the proton 

beams is given as follows: 

p0 T

3/2
p

2N
N( ) e

(T )

 
 
    


 

 

where 0N  is the total number of ions, pT  is the ion temperature, and,   is the kinetic energy of 

the protons.  

While according to reference [11], the Gaussian distribution function with energy spread  (full 

width at half maximum) and average energy 0 , is defined as follows: 
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where 4 ln(1/ 2)   is a constant coefficient. 

 

 

Results and Discussion 

The approach to achieving ignition with minimal energy in Inertial Confinement Fusion (ICF) 

through the Fast Ignition (FI) model revolves around swiftly generating and propelling protons to 

high energies close to the fuel pellet, thereby aiding in the efficient transfer of energy into the 

pellet.  

Hence, this investigation aims to a parametric study on the energy deposition of heavy proton 

beams considering and examining two types of energy distribution—Maxwellian and Gaussian, 

dense fuel density and also external magnetic field strength.   

 

  
  

a) b) 
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Fig. 2. Energy deposition per protons in fuel for 3490 g.cm  ; Panels (a-b) without external 

magnetic feild and panels (c-f) with external magnetic feild. By considerting panels (a, c, e)  

with Gaussian distribution function ,and (b, d, f) with Maxwellian distribution function for 

poroton beams. Blue lines indicate proton beams, red lines high energy electrons and yellow 

lines low energy electrons confined in the proton beams track direction. 

The track of proton beams is shown typically in Fig.2, with or without the influence of a magnetic 

field for a fuel density of 490. As panels (a, b) show, when there is no magnetic field, most of the 

proton beams energy scatter to the sides. On the other hand, increasing the magnetic field, will 

converge the proton beams toward fuel spatially for the value B= 5 kT and for Gaussian 

distribution function, Panels (c, e). Further, it is observed that, by increasing the magnetic field, 

the fast electrons tracks vanish completely (high energy electrons diverge to the sides) for Gaussian 

distribution and the protons beams as well as low energy electrons collimate toward the dense fuel.    

Considering the significant role of linear energy transfer (LET) of heavy particles in ICF it is 

shown in Graphs (a-f) that the heavy proton beams, with higher LET in comparison to the lighter 

c) 

B=1kT 

d) 

B=1kT 

e) 

B=5kT 

 

f) 

B=5kT 
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electrons deposit most of their energy in a short distance to some extent nearing to dense fuel 

pellet. While, the role of light low energy electrons produced during the fusion process around the 

track of proton beams, also contributes to the overall energy deposition and heating of the target 

material. 

Electromagnetic interactions (due to charged particle current) as well as coulomb collision 

between charged particles (protons and electrons) during the interaction of produced MeV 

electrons and protons with background pre-plasma, lead to frequent changes in their direction and 

energy loss, and then by decreasing their kinetic energy, they deposit energy more efficiently 

toward the fuel sphere. Whereas electrons continuously and relatively uniformly lose energy as 

they move through matter through processes such as Coulomb scattering and Bremsstrahlung 

radiation. Also, Fig 2(a, f) reveals that the heavy protons deposit their energy far from the main 

fuel pellet in comparison to the electrons (yellow lines). As if the yellow lines form a spiral path 

around the protons.   
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Fig. 3. Energy deposition in fuel by consideration, a) Gaussian distribution function and b) 

Maxwellian distribution function, for all densities: 3
c 300 1000 g.cm , and for c) 

3
c 292 g.cm , d) 3

c 828 g.cm . 

 

The simulation results of energy deposition into the fuel considering two types of energy 

distribution functions for the proton beam and for the density range 3
c 300 1000 g.cm  are 

shown in Figure 3. 

Figure 3(a, b) clearly presents that without applying an external magnetic field, there is no 

collimation of the proton beams toward the fuel and a small amount of energy is also deposited 

about 1.5 MeV per proton. By applying an external magnetic field and increasing its strength, the 

energy deposition increases with a steep slope. So, for all the fuel densities the maximum value of 

energy deposition obtained is 10 MeV/protons. Meanwhile, it is observed that after the value of 

10 kT, there is no increase in proton energy deposition and it became saturated. Comparing the 

figs. (a, b) reveal that the optimal energy deposition gained for the protons with Gaussian 

distribution function. It means that if we consider the Gaussian distribution for protons, the energy 

deposition efficiency will be 3 times more than the protons with Maxwellian function 

approximately for all the fuel range 3
c 300 1000 g.cm and this is amazing. Moreover, 

comparing the panels (a,b), one can conclude that the optimal values of protons energy deposition 

obtained from the critical range for magnetic field  B (5 10) kText
 for both distribution functions. 

So for the smallest fuel density 3
c 292 g.cm , the optimal energy deposition is gained at B 5 kText
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and for the highest fuel density 3
c 828 g.cm , it occurs at B 10 kText

. The difference between 

the two distribution functions is also depicted in panels (c, d). The benefit of Gaussian distribution 

is obviously presented. In addition, fuel density also plays an important role in proton beam energy 

deposition, so that, with increasing the fuel density, more amplitude of the external magnetic field is 

required for efficient energy deposition. 

Conclusions 

The simulation study highlights the impacts of energy distribution functions of proton beams as 

well as external magnetic fields and dense fuel density on the energy deposition toward dense fuel 

in the context of Inertial Confinement Fusion (ICF).  

Our simulation results reveal that the external magnetic field significantly affects the energy 

deposition into the dense fuel, especially when comparing the simulation results with and without 

the magnetic field. So that for an intensity of the results showed that under the external magnetic 

field amplitude B (0 5) kT ext
, the protons beam energy deposition gradually increased toward 

over-dense plasma, so the peak values were mostly obtained for B 5 kText
. Meanwhile, the 

optimal deposited energy is obtained by considering the Gaussian energy distribution function for 

the proton beams and for the fuel density 3300 g.cmc
.  

In addition, fuel density also plays an important role in proton beam energy deposition, so that, 

with increasing the fuel density, more amplitude of the external magnetic field is required for 

efficient energy deposition. In other words, for the biggest fuel density 3
c 828 g.cm , we need 

about 20 kT (two times more than one required for the densities 3292 658 g.cm c
 ) magnetic field 

intensity to reach the energy deposition of about10 MeV/proton.   
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Abstract 

This paper investigates the influence of temperature anisotropy on the ignition criteria of 

deuterium-tritium (DT) and Proton-Boron-11 (PB) fuels in fast ignition fusion schemes using 

short-pulse laser-generated shock waves. The study demonstrates that higher temperature 

anisotropy leads to an increase in the required confinement parameter for both DT and PB fuels. 

Additionally, the fusion energy fraction (fα) decreases as the temperature anisotropy parameter 

increases. The maximum fraction of absorbed α-particles in the hot spot is approximately 0.86 for 

DT fuel, whereas it is 0.32 for PB fuel. At a time scale of 5×10-13s, a tenfold increase in temperature 

anisotropy results in a 4% increase in the maximum confinement parameter for DT fuel, while PB 

fuel experiences a 23% increase. Furthermore, the fusion energy fraction of DT fuel decreases to 

40%, and PB fuel experiences a decrease of approximately 65%. The presence of temperature 

anisotropy can alter the critical values of temperature, density, and confinement time required for 

sustained fusion reactions. Anisotropic conditions can impact the energy deposition of beams in 

the fuel plasma, leading to variations in energy transfer efficiency and, consequently, overall 

ignition efficiency. These findings underscore the importance of considering temperature 

anisotropy in the ignition criteria of fast ignition fusion schemes. Managing temperature anisotropy 

is crucial for achieving the required confinement parameters and optimizing the fusion energy 

fraction for both DT and PB fuels. 

Keywords: Fusion energy, Deuterium-Tritium fuel, Proton-Boron-11 fuel, Ignition criteria, 

Temperature anisotropy.  
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Introduction 

Inertial confinement fusion (ICF) is a fusion energy method that involves compressing and heating 

a small amount of fusion material using external forces[1]. Fast ignition has emerged as a 

promising alternative approach to traditional inertial confinement fusion over the past few 

decades[2]. In the fast ignition scenario, temperature anisotropy, or uneven distribution of 

temperature, plays a crucial role in energy transport. High-power laser pulses interacting with the 

fuel create shock waves and generate electron beams, which heat the fuel in the direction of wave 

propagation, leading to a temperature anisotropy in the electron distribution. The anisotropic 

distribution functions in the velocity space may drive unstable electromagnetic modes, including 

the Weibel, fire hose, and mirror instabilities[3-5]. The Weibel electromagnetic instability takes 

place when the electron perpendicular temperature exceeds the parallel one, which creates 

electromagnetic waves propagating along the magnetic field and restoring isotropy in phase space 

[6]. Weibel instability is ubiquitous in many environments in space and astrophysical plasmas and 

shows a wide variety of conditions [7]. The fire hose instability occurs when the parallel 

temperature is larger than the perpendicular temperature and when the parallel thermal pressure 

exceeds the magnetic pressure and produces waves propagating along the magnetic field, relaxing 

the distribution to a more isotropic temperature[8]. Mirror instability happens when the 

perpendicular temperature is higher than the parallel temperature, producing electromagnetic 

waves propagating across the magnetic field lines and also relaxing the plasma to an isotropic 

distribution [9].  

Numerous studies have examined various instabilities and their impact on fuel ignition[10-12]. 

Recent research has focused on investigating the effects of temperature anisotropy resulting from 

shock waves on electron beam propagation and energy deposition in the fuel plasma[13-15]. These 

studies have also explored the behavior of instabilities induced by temperature anisotropy in 

plasma different environments and its significance for achieving successful fusion reactions. 

However, there is currently a lack of research specifically addressing the influence of temperature 

anisotropy on the ignition conditions for DT and PB fuels in the context of fast ignition. The 

objective of this paper is to address this research gap by investigating the influence of temperature 

anisotropy, induced by shock waves, on the ignition conditions for DT and PB fuels in fast ignition 

fusion. By analyzing the ignition conditions and studying the effects of temperature anisotropy, 
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this study aims to provide insights that can optimize the ignition process and enhance the feasibility 

of inertial confinement fusion as a viable fusion energy source. 

Energy balance Equation of DT fuel 
 

The deuterium-tritium fuel is an important fuel in ICF because DT fuel has the largest cross-section 

at a relatively low temperature. The nuclear reaction ( . ) ( . )D T 3 5 MeV n 14 1MeV    results 

in the immediate decomposition of the nucleus into a neutron with an energy of 14.1 MeV and an 

alpha particle with an energy of 3.5 MeV. Linear transverse waves are considered in dense plasma 

composed of electrons and immobile ions.The plasma will be heated only in the velocity dimension 

along the wave propagation direction, leading to a temperature anisotropy of the electron 

distribution that varies with the wave motion. Because ions are heavier than electrons, in the initial 

stage after the interaction of the beam with the plasma, the electrons will experience temperature 

anisotropy. Temperature anisotropy is denoted /T T  , the temperature of electron Te is defined 

as 2/3 1/3( ) .( )Te T T . In that case, Te can be written as β of follows 
2/3

eT T . The effective 

temperatures in the perpendicular and parallel direction with respect to the wave propagation are 

given by[13] 

2 3

0 0( ) / (2 )e xT m f n d     )1(  2 3

0 0( ) /e zT m f n d      (1) , 

where the distribution function, f0 is defined  as 
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𝑛0
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2𝜋𝑘𝐵
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2
[
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+
(𝑣𝑧
2−𝑣𝑒𝑧

2 )

𝑘𝐵𝑇‖
]).                                     (2) 

The hot-spot ignition condition for the fuel pellet can be determined by considering the power 

balance between fusion energy deposition and energy loss terms. The equation describing the 

ignition requirement is defined by 

 f B he mf W W W W 0       .                                                                    (3) 

The ignition fusion power Wf [erg/s.cm3] is given by [3]     
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/ . .3 40 2

f DT DTW erg cm s 8 07 10            ,                                  (4) 

where <σν>DT is the reactivity of the DT reaction fitted in the domain of ion temperatures 1 keV 

< Ti < 100 keV[16] 

 ≺ 𝜎𝜈 ≻𝐷𝑇 (
𝑐𝑚3

𝑠
) = 6.4341 × 10−14𝜍
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2
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where ζ is 
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The fraction of alpha particle that deposited energy inside the igniter domain can be estimated as 

follows [16]   
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,                                                                                                                                                                                                (6) 

The igniter dimension R in our model is taken to be,  s p LR u u   , where us and up are the shock 

wave velocity and the particle velocity accordingly, τL is the laser pulse duration that causes 

ignition and c is the speed of light. Therefore R  for the DT fuel is approximated by [2] 

[ ] . ( ) / [ . ( ) ]

5 5
2 24 4

2 33 3
0R cm 1 5 10 T KeV 1 8 2 10 T KeV    

   
      

   
  .                  (7) 

The initial density of the pre-compressed fuel is ρ0 and κ is the shock wave compression during 

the fast ignition process. The losses due to electron conduction from the igniter domain for DT 

plasma are approximated by  

 [ / . ] / . / ln

2

3

7
2 2

3 2 9 23
he eW erg cm s K T R 3 11 10 T eV R 

 
    

 
 .                              (8) 

The bremsstrahlung power density losses WB with the relativistic corrections and the temperature 

anisotropy is given by  
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   ,          (9) 

where Zk is the charge number of particle k, ne, and nk are the electron density and the ion densities 

of particle k, respectively. The mechanical expansion power loss is estimated by  

      .[ / . ] . [ ] /
2

3 18 1 53
m iW erg cm s 1 02 10 T eV T eV R      .                     (10) 

By placing the above relationships in equations 2, we can get the value of R . 

Energy balance Equation of PB fuel 

The proton-boron 11 fusion reaction is indeed an interesting alternative because it does not produce 

any neutrons as byproducts. The reaction can be expressed as follows p +  11B → 3α + 8.7MeV. 

The number density raito of boron to proton is /B Pn n  . The raito is usually less 0.4. The 

equation describing for the ignation of PB fuel is defined by 

 
f B he mf W W W W 0        .                                                   (11) 

The fusion power density of PB reaction is 

 / . . / ( )11

3 42 2 2

f p B
W erg cm s 4 99 10 1 11          .             (12) 

Here, <σν>p-11B is the reactivity of the p-11B reaction fitted in the domain of ion temperatures 50 

keV < Ti < 500 keV which is obtained from the following relationship [16] 

< σν >p11B (
cm3

s
) = 6382 × 10−16ξ−5 6⁄ (

17.708

Ti
1 3⁄ )

2

exp (−3ξ1 3⁄ 17.708

Ti
1 3⁄ ) + 5.41 ×

10−15Ti
−3 2⁄ exp (

−148

Ti
) ,      (13)   

where, 

ξ = −
−59.357×10−3Ti+1.0404×10

−3Ti
2−.0091653×10−3Ti

3

1+210.65×10−3Ti+2.7621×10
−3Ti

2+.00098305×10−3Ti
3. 

The fraction of alpha particle is obtained from equation 3. R  for the PB fuel is approximated by 
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Bremsstrahlung power density is  
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The mechanical expansion power loss is estimated for 11p B by  

  

/
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       (16)           

The thermal conduction loss for 11p B plasma is  

 
// . . ( ( )) / ln

2

3 9 7 2 23
he 11W erg cm s 3 11 10 T eV R                                                                (17) 

By placing the above relationships in equations 9,  it can get the value of R .  

The ignition criterion of DT and PB fuel 

The igniter performance can be analyzed by an energy balance which depends on the ion and 

electron temperature: 
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                                      (18) 

where kB is the Boltzmann's constant, Wd is the power density deposited by the driver, ηd is the 

fraction of the driver energy deposited in the electrons ηf is the energy fraction that is deposited in 

the electrons by the α-particles created in the fusion under consideration. Wie is the ion- electron 

exchange power density is given by [3] 
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where lnΛek is the electron coulomb logarithm term. The deposition power density Wd is dependent 

on the laser intensity IL, pulse time duration τL and the shock compression κ=ρ/ρ0, 
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                                                (20) 

The relation between the deposition power density and the laser parameters, as well as the particle 

up and shock us velocities, is obtained from the Hugoniot-Rankine equations. 

 

Results and discussion 

Contours of the confinement parameter, ρR, as a function of ions and electrons temperatures are 

shown in Fig. 1. It is observed that temperature ranges where the confinement parameter for PB 

fuel is less than 20 are 100-700 keV for the ions and 10-90 keV for the electrons. In the absence 

of temperature anisotropy (β= 1), for temperatures 1 keV < Ti < 360 keV, Te < 10 keV, the 

confinement parameter is less than 1.5. For β= 10, the values of ρR are larger by about two orders 

of magnitude than for β = 1, requiring larger pre-compression and igniter size, and a larger energy 

laser. For different values of Ti, the ρR parameter of the PB fuel increases as the temperature 

anisotropy, β, increases. The suitable Ti is typically above 150 keV. This value, by increasing the 

temperature anisotropy, will increase, making ignition more difficult. 

For DT fuel in the absence of temperature anisotropy (β= 1), for temperatures Ti, Te in the range 

10-50 keV, ρR < 1. For the temperature anisotropy β= 0.5, the confinement parameter ρR < 1 is 

obtained for Ti, Te in the range 10-50 keV. But for the temperature anisotropy β= 10, the 

confinement parameter ρR<1 is obtained for Te < 15 keV and Ti > 12 keV. 

The confinement parameter first increases with increasing ion temperature and reaches its 

maximum value, then decreases. As the temperature anisotropy increases, the maximum value of 

the confinement parameter increases. The confinement parameter significantly depends on the 
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temperature anisotropy. As the temperature anisotropy increases, the value of the confinement 

parameter increases. 

For PB fuel, by increasing the temperature anisotropy, the confinement parameter of less than 20 

occurs in a lower range of the electron temperature and a higher range of the ion temperature. As 

the temperature anisotropy increases, a large gap will be observed between the temperature of the 

electron and the temperature of the ion. It is evident that as β approaches infinity, the small ρR 

required for ignition tends to quench. 

 
 

Fig. 1. The curve of the confinement parameter in the Te and Ti plane for varying values of the 

temperature anisotropy β= 0.5, 1, 5, 100. 

 

Figures 2(a) and 2(b) illustrate the confinement parameter ρR of DT and PB fuels as a function of 

time and temperature anisotropy β. In Figure 2(a), it can be observed that the confinement 

parameter increases with time. At a time of 5×10-13s, when the temperature anisotropy is increased 

by a factor of 10, the maximum confinement parameter for DT fuel increases by 4%, while for PB 

fuel, it increases by 23%. In the time interval of 10-13-1.5×10-13, the confinement parameter of PB 

fuel initially decreases, but after that time, it gradually increases. On the other hand, the 

confinement parameter of DT fuel shows an upward trend from the beginning. In Figure 2(b), it is 
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evident that when 0 ≤ β ≤ 1, the confinement parameter increases more steeply, whereas for β > 1, 

it increases uniformly with a smaller slope. Furthermore, Figures 2(a) and 2(b) indicate that the 

confinement parameter of DT fuel is greater than that of PB fuel. When the ions and electrons 

temperatures are slightly higher than 10 keV and ignition is initiated, the confinement parameter 

of DT fuel decreases to ρR=0.2 g/cm2 at around 0.3 ps. Subsequently, the fusion energy deposition 

rises and surpasses the energy deposition from the shock wave. Furthermore, the confinement 

parameter exhibits rapid growth with increasing temperature anisotropy. At the end of the laser 

pulse, at 1 ps, the confinement parameter of DT fuel reaches 4 g/cm2, and this value continues to 

increase with further increases in temperature anisotropy. In the absence of temperature anisotropy 

(β=1), for temperatures in the range of 1 keV < Ti < 360 keV and Te < 10 keV, the confinement 

parameter of PB fuel remains below 1.5. However, by increasing the temperature anisotropy, the 

confinement parameter reaches values lower than 20 within a lower range of electron temperature 

and a higher range of ion temperature. 

 

Fig. 2. (a)The confinement parameter, R , as function of time for DT and P11B fuels and fixed the 

temperature anisotropy, (b)The confinement parameter, R , changes in terms of the temperature 

anisotropy 

As the temperature anisotropy increases, a significant gap emerges between the electron and ion 

temperatures. Notably, as β approaches infinity, the small ρR required for ignition tends to 

diminish, making ignition more challenging. For β = 5, the values of ρR are approximately two 
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orders of magnitude larger than those for β = 0.5, necessitating greater pre-compression, igniter 

size, and laser energy. The ρR parameter of PB fuel increases with increasing temperature 

anisotropy (β) for different values of Ti. An optimal Ti value is typically above 150 keV, which, 

when combined with an increased temperature anisotropy, raises the difficulty of achieving 

ignition.  For example, the temperature anisotropy parameter of PB fuel is 5.3 g/cm2 for β = 0.5, 

while it increases to 13 g/cm2 for β = 5. 

Figure 3(a) displays the fraction of absorbed α-particles in the hot spot as a function of time for 

varying values of the temperature anisotropy. It can be observed that as time progresses and 

temperatures increase, a larger fraction of α-particles leave the igniter region, thereby heating up 

the surrounding area. According to Figure 2(a), at 10-13 s, the fraction of absorbed α-particles (fα) 

reaches its highest value. Between 10-13 -1.5×10-13 s, fα decreases rapidly, but after that time, it 

gradually decreases and eventually stabilizes at 5×10-13 s. For DT fuel, fα decreases with time and 

reaches its minimum value of approximately 0.05 at the end of the laser pulse. By increasing the 

anisotropy parameter β, this minimum value can be reduced to less than 0.0046. Similarly, for PB 

fuel, fα decreases with time and reaches its minimum value of about 0.028 at the end of the laser 

pulse. By increasing the anisotropy parameter β, this minimum value can be reduced to less than 

0.0079. 

 
 Fig. 3. (a)The fusion energy fraction deposited in the igniter domain for the DT and PB fuel, fα, as a 

function of the time for variation value of the temperature anisotropic β = 0.5 and β = 5, (b) The fusion 

energy fraction changes as a function of temperature anisotropy β = 0.5 and β = 5. 
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In Figure 3(b), it can be observed that the fusion energy fraction (fα) decreases with an increase in 

temperature anisotropy. Additionally, the figure shows that the fusion energy fraction of DT fuel 

is greater than that of PB fuel. The maximum fraction of absorbed α-particles in the hot spot is 

approximately 0.86 for DT fuel, whereas it is 0.32 for PB fuel. The fusion energy fraction (fα) 

decreases as the temperature anisotropy parameter increases. With a 10-fold increase in 

temperature anisotropy at 10-13s, the fusion energy fraction of DT fuel decreases by approximately 

40%, while the fusion energy fraction of PB fuel decreases by approximately 65%. 

 

Conclusions 

This paper is investigated the impact of temperature anisotropy on the fuel ignition criterion for 

DT and PB fusion fuels. Anisotropic conditions were found to impact the critical values of 

temperature, density, and confinement time required for sustained fusion reactions. The presence 

of temperature anisotropy affected the energy deposition and transfer efficiency of beams in the 

fuel plasma, which in turn influenced the overall ignition efficiency. Instabilities and fluctuations 

induced by temperature anisotropy could hinder the sustained ignition of fusion reactions. 

Increasing the temperature anisotropy led to higher values of the confinement parameter. Also, the 

fusion energy fraction is decreased with increasing temperature anisotropy. It is worth noting that 

during the interaction of picosecond laser pulses with the fuel pellet, an increase in temperature 

anisotropy due to the coupling of shock waves and sidebands with the electron oscillatory velocity 

resulted in an increased fusion energy fraction. The study further revealed that for β = 5, the ρR 

values were significantly larger compared to β = 0.5, necessitating greater pre-compression, larger 

igniter size, and increased laser energy. Moreover, the confinement parameter and fusion energy 

fraction were generally higher for DT fuel compared to PB fuel. 

These findings emphasize the importance of carefully considering and managing temperature 

anisotropy in the design and implementation of fusion reactors. Higher values of β necessitate 

additional measures and resources to achieve successful ignition and sustainable fusion reactions. 

Future research could explore innovative approaches and technologies to address the challenges 

associated with increased temperature anisotropy and optimize the ignition process for practical 

fusion energy applications. 
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Abstract 

Spherical tokamaks are low-aspect-ratio tokamaks that exhibit steady-state and stable operating 

regimes. The advantages of these tokamaks include the possibility of using smaller devices and 

having smaller fusion power plants with lower costs. Large plasma elongation without the need 

for feedback control, better plasma stability compared to ideal and resistive modes, and higher beta 

values and the creation of a strong bootstrap current are among the features of these tokamaks. In 

order to develop the way, under the title of a selection, the characteristics of the main parameters 

of the MAST spherical tokamaks were examined. In this article, in order to increase the poloidal 

magnetic flux and the convergence error of the poloidal flux for changes in toroidal magnetic field 

of MAST tokamak to the extent of 𝐵𝑡 = 0.6 − 1.5T and plasma Current I = 1 − 2MA  in the 

equilibrium of the fixed boundary, was analyzed. It can be seen that, with changes in the toroidal 

field, the values of poloidal flux and convergence error change strongly. In such a way that with 

the increase of the field, the poloidal magnetic flux, and also the convergence error. For example, 

in a toroidal field 𝐵𝑡  = 0.6T , the maximum value of poloidal flux will be 𝑃𝑆𝐼𝑚𝑎𝑥 = −5.471 ×

10−4 and the minimum value will be 𝑃𝑆𝐼𝑚𝑎𝑥 = −1.102 × 10
−1. 

Keywords: Tokamak Equilibrium, MAST Tokamak, Fixed Boundary, MHD Equations of 

Magnetic Flux 
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Introduction 

The tokamak is a toroidal fusion device that confines hot plasma using a strong toroidal magnetic 

field. Achieving and maintaining a stable plasma configuration is crucial for successful fusion 

reactions. In this context, the poloidal magnetic flux, denoted by (𝝍), plays a vital role in defining 

the equilibrium state of the plasma within the tokamak.  This introduction explores the significance 

of changes in the poloidal magnetic flux within the steady-state boundary equilibrium of the 

tokamak. The poloidal magnetic flux represents the total toroidal current enclosed by a poloidal 

cross-section of the plasma [1]. It is essentially the integral of the toroidal magnetic field 

component (𝑩𝒕) along a poloidal path. Changes in the poloidal flux profile directly influence the 

plasma current profile, which in turn governs the stability of the confined plasma. Maintaining a 

steady-state equilibrium, where the poloidal flux remains constant over time, is essential for 

achieving a sustained fusion reaction. Several factors can influence the changes in the poloidal 

flux within a tokamak.  These include: Plasma current diffusion: As the plasma current flows 

through the resistive tokamak vessel, it diffuses inward over time. This diffusion process leads to 

a gradual decrease in the poloidal flux at the plasma edge [2]. External current drive: To counteract 

the current diffusion and maintain a desired current profile, external current drive mechanisms like 

neutral beam injection or Radiofrequency heating can be employed. These techniques modify the 

poloidal flux by injecting current into specific plasma regions [3]. Vertical displacement of the 

plasma: Maintaining the plasma position within the vacuum vessel is crucial. Any deviation from 

the equilibrium position can lead to changes in the poloidal flux distribution across the plasma 

cross-section [4]. Understanding and controlling these changes in the poloidal flux is essential for 

achieving and maintaining a stable and controllable plasma configuration within the tokamak.  

Through active control techniques and careful design of the tokamak geometry, researchers strive 

to achieve a steady-state equilibrium with a desired poloidal flux profile, paving the way for a 

successful and sustained fusion reaction. 

Research Theories 

Assuming an axisymmetric system, the equilibrium structure of the plasma is completely defined 

by a nonlinear elliptic partial differential equation called the Grad-Shafranov equation [5, 6]. This 

equation in cylindrical coordinates is given by [5 and 6]. 
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Where 𝑱𝝓(𝝍) is the total axial current density in the plasma region. 𝒇(𝝍) and 𝒑(𝝍) are the poloidal 

flux function and plasma pressure as a function of the poloidal magnetic flux, respectively. Since 

in fixed-boundary equilibrium, the plasma boundary is considered fixed in the calculations; it is 

necessary to define the shape of the plasma surface in advance. The boundary shape is defined 

using the parameters of the major radius 𝑹𝟎 ,the minor radius a, and also the plasma shaping 

parameters, including the elongation parameter 𝜿 and the triangularity parameter 𝜹: As shown in 

Figure 1. 

 

In Figure 1, the shape of the plasma surface is given as follows: 

R(𝜽𝟏) = 𝑹𝟎 + 𝜶𝐜𝐨𝐬 (𝜽𝟏 + 𝜹𝒔𝒊𝒏𝜽𝟏), 𝒁(𝜽𝟏) = 𝜿𝜶𝒔𝒊𝒏𝜽𝟏 (2) 

The shape of the plasma boundary can also be expressed as a function of the poloidal angle (𝜽) as 

follows: 

ρa(𝜽) = 𝒂√𝐜𝐨𝐬𝟐(𝜽𝟏 + 𝜹𝒔𝒊𝒏𝜽𝟏) + 𝜿
𝟐 𝐬𝐢𝐧𝟐 𝜽𝟏, 𝒕𝒂𝒏𝜽 =

𝜿 𝒔𝒊𝒏𝜽𝟏

𝐜𝐨𝐬(𝜽𝟏+𝜹𝒔𝒊𝒏𝜽𝟏)
 (3) 

To solve the Grad-Shafranov equation in fixed-boundary conditions, it is first necessary to define 

the poloidal variables (𝝈, 𝜽) as shown in Figure 2. 

Fig. 27: Parameters defining the shape and boundary of the plasma. 
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In the above equation, the range of variations of the normalized radial variable 𝝈 and the poloidal 

variable 𝜽 is 𝟎 ≤ 𝝈 ≤  𝟏  and  𝟎 ≤  𝜽 ≤  𝟐𝝅. The Grad-Shafranov equation in terms of poloidal 

variables are expressed as follows: 
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(4) 

According to the above equation, for a given pressure profile, the poloidal flux function and the 

application of appropriate boundary conditions, the function 𝝍(𝑹,𝒁) is obtained. The boundary 

conditions considered for solving the fixed-boundary problem are as follows: The value of the flux 

at the plasma boundary is zero:  𝝍 = 𝟎. The value of the flux at the magnetic axis is equal to 𝝍 =

𝝍𝟎. The normalized poloidal flux is defined as: 

𝝍𝑵 = 𝟏 −𝝍 𝝍𝟎⁄  (5) 

According to the above equation, the normalized poloidal flux at the magnetic axis is 𝝍𝑵 = 𝟎 and 

at the plasma boundary is 𝝍𝑵 = 𝟏. To solve Equation 4, we need to have a relationship for the 

functions 𝒑(𝝍) and 𝑱(𝝍) with respect to the poloidal flux. In general, the relationship of these 

functions is not completely known. However, the physics of the problem, experiments, and 

measurements provide useful information about how these functions are related to the poloidal 

flux. The pressure and current density profiles considered for the right-hand side of the Grad-

Fig. 28: Poloidal variables (σ,θ). 
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Shafranov equations are given by Equations 6 and 7, respectively. The default values for the initial 

pressure and current density, along with the profile parameters, are given in Table 1. The graphs 

for these profiles as a function of the major radius are shown below: 

P(𝛙) = 𝐏𝟎(𝟏 − 𝛙𝑵
𝑷𝑹𝑶𝑭𝑹𝟎)𝑷𝑹𝑶𝑭𝑷𝟎 + 𝑷𝟏(𝟏 − 𝛙𝑵

𝑷𝑹𝑶𝑭𝑹𝟏)
𝑷𝑹𝑶𝑭𝑷𝟏

+ 𝑷𝟐(𝟏 − 𝛙𝑵
𝑷𝑹𝑶𝑭𝑹𝟐)

𝑷𝑹𝑶𝑭𝑷𝟐
 

(6) 

f(𝛙) = 𝐁.𝐑𝟎 + 𝑭𝟎(𝟏 − 𝛙𝑵
𝑷𝑹𝑶𝑭𝑹𝟎)

𝑷𝑹𝑶𝑭𝑭𝟎
− 𝐅𝟏(𝟏 − 𝛙𝑵

𝑷𝑹𝑶𝑭𝑹𝟏)
𝑷𝑹𝑶𝑭𝑭𝟏

− 𝑭𝟐(𝟏 − 𝛙𝑵
𝑷𝑹𝑶𝑭𝑹𝟐)

𝑷𝑹𝑶𝑭𝑭𝟐
 

(7) 

 

Table 1. Parameters related to pressure and flow density functions 

Parameter Initial value Parameter Initial value 

𝑃0 

𝑃1 

𝑃2 

𝐹0 

𝐹1 

𝐹2 
PROFR0 

PROFR2 

 

0.64 

0 

0 

1 

0 

0 

1 

2 

PROFP0 

PROFP1 

PROFP2 

PROFF0 

PROFF1 

PROFF2 

PROFR1 

1.5 

1.5 

2 

1.5 

1.5 

1.5 

2 

 

Results and Discussion 

In this report, we first investigate the fixed-boundary equilibrium module for a limiter 

configuration for a tokamak similar to MAST [7]. In order to validate the results, the flux surfaces 

obtained from the TASK code [10, 11] was compared with the data obtained from solving the 

direct equilibrium in the fixed-boundary equilibrium solver of the TOPEOL code [8, 9] for a 
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similar configuration. The resulting equilibrium flux surfaces are shown in Figure 4. The 

calculation of the relative error for several selected flux surfaces shows very good agreement 

between the flux values in the two codes, which indicates the correct calculation process in the 

code used in this research.  

 

 

In the next step, in order to investigate the equilibrium properties of a spherical tokamak, the target 

plasma parameters were considered according to Table 2. The numerical solution method used in 

this code is the Newton iteration method, and 32 radial and 32 poloidal meshes are used to solve 

the Grad-Shafranov equation. Figure 5 shows the profiles of the poloidal flux surfaces, and Figure 

6 shows the profiles of the convergence error of the poloidal flux. The maximum and minimum 

values of these profiles, along with the distance between the lines, are shown in Table 3. 
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 Table 2. Main parameters of the target spherical tokamak [12] 

Value Symbol Parameter 

1.3 

0.85m 

0.65m 

0.6-1.5T 

1-2MA 

2 

0.3 

𝜖 

𝑅0 

𝑎 

𝐵𝑡 
𝐼𝑃 

𝜅 

𝛿 

Aspect ratio 

Plasma major radius 

Plasma minor radius 

Magnetic field 

Plasma current 

Elongation 

Triangularity 

 

 

 

The above graph shows the magnetic poloidal flux in a spherical tokamak with a fixed boundary 

state. The vertical axis of the graph shows (𝑍), and the horizontal axis shows the radius (𝑅). 

The graph includes several curves, each of which shows the poloidal flux at a constant radial 

surface.The maximum poloidal flux (max) occurs at the center of the tokamak (𝑅 = 0). The 

minimum poloidal flux (min) occurs at the normalized plasma edge (𝑅 = 1). 

 

Fig. 29: Fixed-boundary equilibrium solution for a spherical tokamak in terms of poloidal flux surfaces. 
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 Fig. 6. Fixed-boundary equilibrium solution for a spherical tokamak in terms of convergence error of the 

poloidal flux. 

These diagrams are convergence errors of the poloidal flux in the fixed-boundary equilibrium of 

the spherical tokamak. the convergence error of poloidal flux, the red solid line and blue dashed 

line represent different simulations.  

Magnetic field strength (B): The red line could represent a higher B value compared to the blue 

line. A stronger magnetic field might lead to a different convergence behavior. Plasma current (I): 

The red line could indicate a higher plasma current than the blue line. Varying current can affect 

the convergence properties of the solution. Regarding the negative sign in convergence error: the 

convergence error is a relative error. Here's why: Convergence error refers to the difference 

between the approximate solution (obtained after a certain number of calculations) and the exact 

solution (which might be computationally expensive or even impossible to find directly). Relative 

error is typically expressed as a percentage of the desired quantity (in this case, the exact poloidal 

flux value). A negative sign doesn't necessarily imply a "bad" solution. It could simply indicate 

the direction of the error. A positive error means the approximate solution overestimates the true 

value. A negative error means the approximate solution underestimates the true value. 
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Table 3. Values of the fixed-boundary equilibrium module outputs 

Distance between lines min max Parameter 

 1 × 10−1 
 

1.25 × 10−7 
 

−8.482 × 10−1 
 

−8.540 × 10−7 
 

−6.857 × 10−3   
 

3.262 × 10−7  
 

poloidal flux 

 

convergence error poloidal flux 

In such a way that with the increase of the field, the polar magnetic flux and also the convergence 

error increase. 

Conclusions 

In this report, the fixed-boundary equilibrium in a spherical tokamak was investigated by solving 

the Grad-Shafranov equation. In this way, the equilibrium data was extracted using the TASK 

code. In the first step, the code was validated using the equilibrium data obtained from the fixed-

boundary equilibrium solver of the TOPEOL code. Then, the pressure profiles and the current 

density functions were adjusted according to the initial profile parameters. Finally, the profiles of 

the poloidal flux surfaces and the plasma current density were obtained for the main parameters of 

the target spherical tokamak. With an increasing toroidal magnetic field and plasma current, the 

poloidal flux and convergence error change significantly and have an increasing trend. The 

poloidal flux and convergence error change significantly with an increasing toroidal magnetic field 

and plasma current. These factors need to be taken into account when solving the Grad-shafranov 

equation for a fixed-boundary equilibrium in a spherical tokamak.  
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Abstract 

Stellarator is one of most important devices in nuclear fusion researches. Stellarator and tokamak 

are two main candidates for nuclear fusion power plants. The structure and theoretical problems 

of stellarator are very complicated in comparison to tokamak. In this article the history of 

stellarator, its models and the important projects carried out on it and long-term research programs 

in the field of stellarator which are planned to build nuclear fusion power plants of this model have 

been explained in detail. Then, the project of design and construction of an Iranian stellarator 

which started at beginning of 2023 in Plasma and Nuclear Fusion Research School of Iran have 

been described briefly and scientific, technological and economic capabilities of Iran for such 

projects have been explained. The fundamental studies phase of this project is finished, due to 

results of this phase, we decided to construct a small stellarator that its structure is similar to UST-

1 (Spain) and SCR-1 (Costa Rica) devices.  

Keywords: Stellarator, Nuclear Fusion, power plant, magnetic coils, confinement 

Introduction 

Stellarator is a magnetic confinement device with a non-axisymmetric toroidal vacuum chamber. 

In stellarator non-axisymmetric magnetic coils are used to generation of twisting magnetic fields 

inside the chamber (Fig. 1) [1]. The charged particles move around these fields for a long time 

without collision to inner wall of device [2]. In a tokamak, the poloidal magnetic fields for plasma 

confinement are produced by the plasma current but in stellarators, poloidal fields are produced 

by current passing through the external coils. Therefore, these devices do not need to plasma 

current for confinement and heating the plasma, and instabilities that are related to plasma current 

do not happen in stellarators. This is the most important advantage of stellarator than tokamak [1-

3]. 
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Fig. 1. A sample of structure of Stellarator 

The brief description 

Stellarator has been invented by Lyman Spitzer at Princeton Plasma Physics Laboratory in 1951 

(Fig. 2) [3]. This device was an 8-shaped chamber with twisted coils and constructed by financial 

support of Department of Energy of United States. The plasma was generated by a radio frequency 

electric field inside the chamber. It showed poor performance and the plasma in it was quickly 

destroyed [3]. The purpose of its construction was to show that plasma is confined in a torus 

chamber better than other devices (open-ended devices) existed at that time, and plasma heating 

and nuclear fusion reactions were not considered [3].  

 
Fig. 2.  Lyman Spitzer with first stellarator device in the world 

Princeton university's research in the field of stellarator developed with the construction of a more 

advanced device called Model C stellarator. This device started to work in 1961 and research 

activities on it continued until 1969 when it was changed to a tokamak geometry. Stellarator C 
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was the first stellarator that constructed in the form of a torus with twisted coils [3,4,5]. West 

Germany (Max-Planck Institute) [6] and Japan [7] also started extensive activity on the stellarator 

from the early 1960s. 

In 1950 and 1960 decades, high research activities have been done in the field of stellarator. But 

the complexity of the mathematical equations of stellarator plasma physics, and excellent results 

in experiments with Soviet tokamaks, caused the activities on these devices to decrease since the 

late 1960s. The research in this field was not completely stopped, and extensive research activities 

on the stellarator continued in West Germany and Japan. In 1990 decade, the construction projects 

of two large stellarators were started. Now, more than seven decades after the construction of the 

first stellarator, the new stellarators are about to enter the operational stage [3]. 

There are several models of stellarators: Special or 8-shaped stellarators, Modular stellarators, 

Classic stellarators, Torsatron, Heliotron, and Helias [2,8,9]. 
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Special or 8-shaped stellarator 

 
Classic stellarator 

 
Modular stellarator 

 
Torsatron 

 
Heliotron 

 
Helias 

Fig. 3.  Models of stellarators 

In stellarators, ohmic heating does not occur due to the absence of plasma current. Neutral particle 

beam injection, ion cyclotron resonance heating and electron cyclotron resonance heating methods 

are used for plasma heating [8,9]. 

Since the invention of stellarator, many devices of this type have been built in 10 countries of the 

world. These countries are: United States, Germany, Japan, Russia, Ukraine, Spain, England, 

Australia, Costa Rica and China [10-12].  
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Some of famous stellarators are: Helical Symmetric Stellarator (HSX) in Wisconcin University 

(USA) [13], CNT in Colombia University (USA) [14], W7-AS in Max-Planck Institute of Physics 

in Germany [15], W7-X in Max-Planck Institute of Physics in Germany [16], L-2M (RUSSIA) 

[17], Heliotron J in Kyoto University (Japan) [18], Large Helical Device (LHD) (Japan) [19], U-

2M (Ukraine) [20], and TJ-II (Spain) [21]. 

Large stellarators 

The largest stellarators in the world are Wendelstein 7-X (W7-X) in Germany [16] and Large 

Helical Device (LHD) in Japan [19], the material of their coils are superconductor (NbTi). The 

cost of construction of these devices is more than one billion dollars [16,19]. The results of 

experiments which have been done with these devices are comparable with the best results of 

tokamaks, and stellarator is considered an important candidate for the future commercial Fusion 

power plants [22,23]. 

The LHD machine was designed and constructed in Japan and has been operating since 1998 [24]. 

This device is the second large Stellarator in the world [24,25]. In the experiments which have 

been done with this device until the end of 2021, depending on the conditions separately, the 

maximum plasma confinement time, the maximum electron temperature, the maximum ion 

temperature and the maximum electron density were 1.5 second, 6.6 keV, 10 keV and 1.2×1021 m-

3, respectively [25]. In figure 4 inside view of the vacuum chamber of LHD device is shown [26]. 

 
Fig. 4. Inside view of the vacuum chamber of  LHD device 
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W7-X is the largest stellarator in the world that designed and constructed in Max-Planck Institute 

in Germany. This project started in 1997 and its construction was finished in 2014 and the 

experiments on it started from 2015. About 80% of the cost of this project was financed by 

Germany and about 20% by the European Union, the total cost for the construction and operation 

of this device between 1997 and 2014 was about 1.06 billion euros [22]. 

The goal of this device is to reach a plasma density of 3 × 1020 m-3 and a temperature of 60 to 130 

million Kelvin [27]. The magnetic coils of this stellarator are fabricated using niobium-titanium 

superconducting wires and are cooled with liquid helium to superconductivity temperature [28]. 

In the experiments which have been done in June 2018 with W7-X device, the ion temperature, 

density and confinement time were about 40 million Kelvin, 8×1019 m-3 and 200 ms, respectively. 

A world record for the triple product of fusion (ion temperature× plasma density× confinement 

time) equal to 6×1026 (degree×s×m-3) has been achieved [29]. The heads of this project claimed 

that based on these results and their plans, they expect that device reach to steady state performance 

in 2019 [29]. 

But in the end of October 2018 the experiments with W7-X have stopped for upgrading it up to 

August of 2022 [30,31]. During these years, the heating system of the W7-X device was upgraded 

and a new water cooling system, whose pipes are 6.8 km long, was added to the device for cooling 

the divertor and components of internal wall [30,31]. 

Next phase of experiments started in autumn 2022 and in them significant results were obtained, 

the goal for 2023 was to deliver one gigajoule of energy, but in the experiments in February 15, 

2023, the researchers were able to deliver 1.3 gigajoules of energy with an average heating power 

of 2.7 megawatts, which is much more than the best results before upgrading the device (75 

megajoules). Also, a new record of 8 minutes was obtained for the discharge time (before 

upgrading, the maximum plasma discharge time was 100 seconds) [22,23,32]. The aim is to 

increase the energy delivery to 18 GJ and the plasma discharge time to 30 minutes in the next few 

years [22,23,32]. German scientists say that their goal is to achieve the first stellarator fusion power 

plant in the 2030s [33]. 
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Small stellarators 

In recent years, three very small stellarators have been constructed (two in Spain and one in Costa 

Rica). The small Spanish devices named UST-1 and UST-2 have been designed and constructed 

in personal laboratory of Dr. Vicente Queral near Valencia. UST-1 is the smallest stellarator in the 

world that designed and constructed in 2005 and the experiments on it started in 2006, only about 

2700 euros have been spent for all the materials and tools used in the construction of this device 

[34,35]. The major radius of this device is 119.2 mm and its medium minor radius (<a>) is about 

21 mm and the volume of its plasma is 1.1 Liter. The heating in this device is done by ECRH 

(using a microwave magnetron with 100 W power), the power source of this device consists of 

five 12 V batteries connected in series and maximum value of generated pulsed current is 1200 A. 

A picture of this device is shown in figure 5 [34,35]. 

 
Fig. 5. A picture of UST-1 

UST-2 is a small stellarator with major radius=0.29 m, minor radius=40.6 mm and plasma 

volume=9.5 Liter. This device is also constructed in the personal laboratory of Dr. Vicente Queral. 

The main purpose of construction of these two small stellarators was to investigate cheap 

manufacturing methods and develop small stellarator devices [36]. 

Costa Rica started research in the field of stellarators from the second decade of the 21st century.  

In 2016, a small modular stellarator called SCR-1 was constructed by the Plasma Laboratory for 

Fusion Energy and Applications in the Plasma Physics Department of the Costa Rica Institute of 
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Technology based on the model of the Spanish small stellarator UST-1 at a cost of about 500000 

dollars [37]. All components of this device are made in Costa Rica, the goal of this small device 

is to reach a plasma temperature of 300000 K [38,39]. 

Iran's research program in the field of stellarators: 

Plasma and Nuclear Fusion Research School of Iran in cooperation with Advanced Technologies 

Corporation of Iran have started the design and construction project of a stellarator from the 

beginning of 2023.The initial study phase of this project has been completed and based on the 

results of studies conducted and with respect to the budget of this project and experimental and 

theoretical capabilities of Iran resulting from more than 5 decades of research in the field of plasma 

physics and nuclear fusion, and due to relative simple structures and much lower costs of 

construction the SCR-1 and UST-1 devices in comparison to other stellarators in the world, we 

have concluded that the best options for our project are construction of a stellarator similar to UST-

1 or SCR-1 devices. 

 

Table. 1. Comparison of UST-1 and SCR-1 stellarators  

Number Parameters UST-1 SCR-1 

1 Place Spain Costa Rica 

2 Model Modular Modular 

3 Major radius 119.2 mm 247.7 mm 

4 Minor radius 21 mm 40 mm 

5 Heating system ECRH, 1600 W ECRH, 5 kW 

6 Plasma volume 1.1 Liter 7.8 Liter 

7 Discharge 

duration 

2 ms 3 ms 

8 Maximum 

current 

1200 A 40 kA 

9 Construction 

expenses 

about 2700 euros 500000 dollars 

As can be seen from table. 1, the construction expenses of UST-1 are very low in comparison to SCR-

1. But   the main purpose of construction of the UST-1 was to investigate cheap manufacturing 

methods and developing small stellarator devices, and study of nuclear fusion and plasma physics 

is not its main goal. Therefore, UST-1 is not suitable for a long-term research project in the field of 

nuclear fusion and plasma physics. Due to this disadvantage of UST-1, SCR-1 chose as the model of 

Iranian stellarator.   
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Conclusions 

In this paper, stellarator, its history and different projects of this device have been explained. The 

stellarator research program of Iran described briefly and it was concluded that small Costa Rican 

device SCR-1 is the best option for design and construction a stellarator in Iran.   
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Abstract 

In this study, SiC-NiCr nanocomposite was deposited on Zr substrate using Mather type plasma 

focus device in the presence of H2 gas. In Plasma Focus (PF) devices, it is possible to test the 

coating sample in the presence of hydrogen gas, which can not be done by other methods. Target 

sample was prepared using silicon carbide, chromium, and nickel powders using a spark plasma 

sintering (SPS) procedure. Zr samples were 46.5 mm above the anode and the deposition process 

was carried out in 20 shots .The Zr substrate and coated with SiC-NiCr were subjected to thermal 

gravimetric analysis (TGA) at a rate of 200 C/min to a temperature of 10000 C for 1 hour. 

According to TGA results, activation energy (Ea) and activation entropy (∆S0) have decreased in 

the presence of the studied coating at high temperature. Also, the activation enthalpy value (∆Ho) 

increases compared to the substrate, which indicates a higher protection efficiency. 

Keywords: Plasma Focus, Zirconium, Silicon Carbide-Nickel Chrome, TGA 

Introduction 

Zirconium alloys are commonly utilized as nuclear fuel claddings due to their exceptional strength 

and corrosion resistance [1]. High temperature reactions of zirconium (Zr) and water result in large 

quantities of hydrogen gas being released [2, 3]. By releasing additional heat due to the exothermic 

reaction, Zr based claddings interact with steam at high temperatures (above 800o C) and cause 

oxidation and embrittlement: 

Zr (s) + 2H2O (1) → ZrO2 (s) + 2H2 (g) + 584.5 kJ/mol 

A practical solution to this problem is the development of protective coatings on the surfaces of 

Zr fuel sheaths. The protective coating should reduce the hydrogen absorption of Zr based alloys 

in reactors, improve corrosion resistance, and protect against high-temperature oxidation [4, 5].  

mailto:*h.anoosha@azaruniv.ac.ir
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The electron deposition method was used to prepare nanocomposite coatings from nickel on pure 

copper samples by Mansour Hashem et al. who realized that nickel-chromium, nickel-silicon and 

carbide chromium coatings with chromium and silicon carbide particles increases the 

microhardness and wear resistance [6]. Deposition of metal matrix composites (MMCs) consisting 

of carbides, metals and, some other materials is a flexible and low-cost method for composite 

coating. New composite SiC-NiCr films have shown better mechanical, tribological, anti-

corrosion and anti-oxidation properties compared to the pure metal coatings. 

In this article, the corrosion behavior of SiC-NiCr nanocomposite coating on Zr substrate at high 

temperature has been studied using thermal gravimetric analysis (TGA). 

Experimental 

A 2 kJ Mather type plasma focus device was used in this experimental study to deposit SiC-NiCr 

coatings. The schematic of the plasma focus device and the image of the PF device used in the 

research are shown in figure 1. Anode was prepared using silicon carbide, chromium, and nickel 

powders (99.9% purity) at weight ratios of 100, 80, and 20 gr, respectively, using a spark plasma 

sintering (SPS) procedure. During this process, powder materials are heated within a furnace at a 

temperature below their melting point. Thus, the atoms move within the powder particle 

(infiltrate), and the bond between them is formed. Figure 2 shows the SiC-NiCr target material 

made by the SPS method inside Cu anode that is installed in the plasma focus device. 

 
 

Fig. 1. Schematic of Mather plasma focus device 
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Fig. 2. SiC-NiCr target material inside Cu anode 

 

A rotary compressor lowered the pressure of the entire electrode set to 0.2 torr within a vacuum 

container. Afterward, H2 gas was injected into the vacuum container. An optimal pressure of 0.2 

torr at a voltage of 12 kV was found to be optimal for an excellent pinch in the experiment. An 

oscilloscope was used to record the voltage in terms of the current waveform at pinch time received 

from the Rogowski coil (Fig. 3).  

 

 

Fig. 3. Rogowski coil current derivative signal at pinch time 

 

An electrostatic field was applied between the anode and cathode by means of a 39 μF capacitor 

recharged by a high voltage in order to operate the PF device. The surface of the insulator was then 

affected by an electrical discharge, resulting in layer of current on it. Lorentz force is created when 
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a self−consistent magnetic field is created to accelerate the current layer toward the anode’s open 

end. This resulted in compression of the anode’s current layer, creating heated dense plasma. The 

elimination of the plasma column generated a strong magnetic field, which must be noted. A 

collision between high−energy electrons and the anode occurred when the electrons and ions were 

accelerated in opposite directions. Samples were placed 46.5 mm above the anode. Table 1 shows 

the characteristics of the Plasma Focus device used in our experiments. 

 

Table 1. Characteristics of the Plasma Focus device  

effective length of the anode 

(mm) 

95 

anode diameter (mm) 29 

effective insulation height (mm) 50 

cathode rod height (mm) 145 

cathode rod diameter (mm) 10 

number of cathode rods 12 

anode to substrate distance 

(mm) 

46.5 

number of shots 20 

optimal voltage (kV) 12 

 

 

Results and Discussion 

A thermogravimetric analysis (TGA) is a technique used to measure the change in mass of a sample 

over time and temperature in a controlled environment. The oxidation rate can be determined by 

calculating the normalized mass gained during the oxidation process using the following equation: 

[7]: 

W = K tn                                                                   (1) 

where W is the normalized mass gain, K is the oxidation rate constant, t is oxidation time, and n is 

the rate law identifier (i.e. n = 1 for linear n = 2 for parabolic oxidation behaviour).  

The activation energy of each alloy is determined via an Arrhenius equation according to 

https://www.sciencedirect.com/science/article/pii/S2352179119300146#bib0012
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ln(K) = ln(A) + (
1

𝑇
) (−

𝐸𝑎

𝑅
)  [

𝐽

𝑚𝑜𝑙
]                                              (2) 

where A is a constant, Ea is the activation energy, R is the ideal gas constant, and T is the 

isothermal oxidation temperature. The obtained ln(K) values from Equation (2) are plotted against 

the reciprocal of temperature (1/T) and fitted with a linear trend line. R-squared coefficient (R2 

value) of lnK-1/T and lnK/T-1/T graphs is 0.98 and 0.94, respectively. The higher the R2 value of 

the graph, the better the fit. 

 

 

Fig. 4. Diagram lnK in terms of 1/T at isothermal oxidation temperature (10000C) for substrate sample 

and SiC-NiCr coating  

 

https://www.sciencedirect.com/topics/engineering/ideal-gas-constant
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Fig. 5. Diagram ln(K/T) in terms of 1/T at isothermal oxidation temperature (10000C) for substrate 

sample and SiC-NiCr coating 
 

 

With the application of the SiC-NiCr coating, the activation energy (Ea) decreases significantly of 

9.55 kJ.mol-1 to -195.69 kJ.mol-1, indicating a higher corrosion rate, as depicted in Figure 4. By 

comparing the values of ∆S0, it becomes evident that the activation entropy of the coating decreases 

relative with substrate. A lower ∆S0 value suggests a slower dissolution of the metal in the presence 

of the coating. Table 2 illustrates the thermodynamic parameters of substrate and SiC-NiCr 

coating. 
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Table 2. Thermodynamic parameters of substrate and SiC-NiCr coating 

 
 ln(A) aE  

(/molkJ) 
−∆𝑯𝟎 

(J/mol)   
−∆𝑺𝟎  

)1-.mol1-(J.K 
∆𝑮𝟎 

(kJ/mol) 

  

Zr 1.9- 9.55 794.56 178.1 177.3 

coated -Zr

NiCr-SiC 

26.55- 195.69- 651.76- 642.94 64.94 

 

Conclusion 

In this experimental study, the SiC-NiCr coating was applied to the Zr substrate using a Mather 

type plasma focus device with an energy of 2 kJ, and then the samples were subjected to heat 

treatment at a temperature of 10000 C for 1 hour. 

According to the TGA results and the slope of the graphs of ln(K) in terms of 1/T and ln(K/T) in 

terms of 1/T, the values of activation energy (Ea), activation entropy (∆S0) and activation enthalpy 

(∆Ho) can be investigated the substrate and coating at high temperature. 

The results show that Ea and ∆S0 decrease and ∆H0 increases in the presence of the studied coating, 

which indicates the slower dissolution of Zr metal with SiC-NiCr coating apply. 
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Abstract 

The study investigated the impact of cold plasma generated by a dielectric barrier discharge (DBD) 

at atmospheric pressure and room temperature on the germination and seedling growth of pinto 

beans (Phaseolus vulgaris L.). Different power levels of cold plasma (30, 60, 90, and 120 W for 

20 seconds) were applied to the seeds to assess their effects on germination. All plasma treatments 

demonstrated notable positive effects on germination-related traits, such as germination 

percentage, seedling growth, and vigor index. The experiments revealed a decrease in water 

contact angle and the development of a hydrophilic seed surface due to plasma treatment. The 

germination percentages for 30, 60, 90, and 120 W were 88.89%, 97.78%, 100%, and 100%, 

respectively, representing improvements of 5.3%, 15.8%, 18.43%, and 18.43% over the control. 

Notably, the 120 W treatment significantly enhanced seed germination potential and vigor index 

compared to the control. In conclusion, the use of cold plasma was found to significantly enhance 

the germination and seedling growth of pinto bean seeds.   

Keywords: cold plasma, pinto bean, seed germination, DBD plasma 

Introduction 

It is anticipated that the global population will reach 9.7 billion individuals by 2050 [1]. This rise 

in population could lead to a 35 to 56 percent surge in food demand [2]. Grains and legumes are 

noteworthy for being abundant in protein and carbohydrates [3], and they hold a crucial position 

in human health by managing glucose metabolism, lowering blood cholesterol levels, and 

mitigating heart ailments [4]. Beans, a type of legume, are predominantly grown in temperate and 

tropical zones and enjoy popularity among various populations [5]. The global dry bean production 

reached 27.5 million tons in 2020, cultivated across 34.8 million hectares [6]. Pinto beans, 

renowned in America for their protein content of 21.4% to 23.6%, are a favored variety [7]. This 
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type of bean was introduced in 2021 due to its ability to grow vertically, high yield, and resistance 

to abiotic stresses [8]. 

Given the challenge of water scarcity, there is a growing recognition of the importance of adopting 

innovative technologies to enhance agricultural output and efficiency to ensure an adequate food 

supply [9]. Boosting seed germination stands out as a key approach to enhancing agricultural 

productivity [10]. One of the fundamental stages in a plant's life is seed germination [11], which 

enhances germination speed, establishment, and growth [12], and improves sunlight absorption by 

the plant, ultimately boosting the plant's yield [13]. Various techniques have been developed to 

enhance germination. Cold plasma, considered the fourth state of matter, is a novel and efficient 

technology in plant growth and increasing crop yield, without causing harmful biological pollution 

or requiring the use of chemicals on seeds [14- 16]. Dielectric barrier discharge (DBD) is the most 

common method for producing cold plasma (CP). This technique involves a high-voltage electrode 

and a ground electrode, with one or both electrodes being covered by insulating materials or 

floating between them to prevent the generation of thermal plasma [17]. DBD typically operates 

at frequencies ranging from 50 Hz to 10 MHz and pressures between 104-106 Pascal [18]. The 

benefits of this approach include a large discharge area, operation at room temperature, low 

maintenance costs, and a notable sterilization effect [19]. Cold plasma, a novel non-thermal 

technology, finds extensive applications in medicine, electronics, material science, and agricultural 

science [20]. Research has demonstrated that CP holds significant potential for enhancing seed 

germination rates and seedling survival [21]. Recently, there have been notable advancements in 

treating wheat and barley seeds [14], peas [22], millet [23], oats [24], and beans with cold plasma. 

This method has been shown to enhance germination speed by increasing the hydrophilic nature 

of the bean seed coat [15, 25].  

No articles have yet reported on the treatment of pinto beans with plasma. This study introduces, 

for the first time, the impact of DBD atmospheric cold plasma on germination, seedling length, 

water absorption, surface morphology, and germination index of pinto beans. Cold plasma, as a 

cost-effective and innovative method, has the potential to enhance seed germination, appealing to 

farmers and researchers. This article aims to explore the influence of plasma power consumption 
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on pinto bean germination characteristics and to offer an experimental model illustrating the 

impact of these power levels on seed treatment.  

Research Theories 

The experiments were conducted using a completely random design for pinto bean seeds 

(Phaseolus vulgaris L.) with three replications. All experiments were performed on healthy 

specimens. Initially, all seeds were disinfected with a 2% sodium hypochlorite solution for 60 

seconds, followed by three rinses with distilled water. Subsequently, they were treated with a 2% 

benomyl fungicide solution for 30 seconds and rinsed three times with distilled water. Each glass 

petri dish utilized in the study held 15 seeds. To mitigate water evaporation effects, caps were 

employed to cover the Petri dishes [26]. 

After 48 hours, the seeds were transferred to a germinator set at a constant temperature of 21 

degrees Celsius and a relative humidity of 43% for a 10-day germination assessment period [15]. 

Daily checks and recordings were made on the seeds and their germination rate. Upon completion 

of the experiment, the lengths of the roots and shoots were measured. 

Experimental 

The experimental setup comprises 4 high voltage power supplies and a dielectric barrier discharge 

(DBD) reactor housed in a Plexiglas enclosure. The custom-built DBD device (see Fig. 1) utilized 

in the trials had specific technical parameters. The power units employed could generate voltages 

ranging from 0 to 15 kV at a consistent frequency of 25 kHz and fixed wattages of 30, 60, 90, and 

120 watts. Throughout the experiment, the frequency, thickness, electrode-dielectric gap, electrode 

material (aluminum), and dielectric material (Pyrex) remained constant at 25 kHz, 2 mm, 4 mm, 

aluminum, and Pyrex, respectively. Seed samples were exposed to power levels of 30, 60, 90, and 

120 watts for 20 seconds. 
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(b) (a) 

Fig. 1. (a) The DBD reactor and the plasma generated within it and (b) the schematic showing seed 

placement within the plasma 

 

 

Seed Germination and Seedling Growth 

The final germination percentage is a crucial parameter in seed germination assessment, directly 

linked to seed quality and vitality. Higher seed quality leads to increased germination percentage 

and number of germinated seeds, resulting in a higher germination index. This attribute is 

calculated using the following equation: 

Final Germination Percentage after 10 days = [Number of germinated seeds / Total number of seeds] ×100 

The length of the shoot and root after 10 days was measured using a ruler and plotted on a graph. 

Measurements are reported in millimeters. The product of the length of the plant at the final 

germination represents the vigor index. The vigor index represents the germination percentage and 

potential, the lower the seed quality, the lower the germination percentage, and the vigor index 

decreases [14]. 

Scanning Electron Microscope (SEM) 

Irradiated and non-irradiated pinto bean seeds (seed coat) were examined using high-resolution 

SEM (ZEISS-EVO 18). 

Water Contact Angle (WCA) 

The main way to quantitatively assess wettability in plasma seed treatment is by measuring the 

WCA, or apparent contact angle. WCA measurements were conducted on untreated and plasma-

treated pinto bean seeds to evaluate surface wettability. After plasma treatment, 3 seeds from each 

group were randomly chosen, and a droplet of water was applied to the seeds using a dropper to 
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measure the water contact angle for all these seeds. The results are presented in a table as an 

average. 

Results and discussion 

Seed Germination and Seedling Growth 

The final germination percentage of pinto bean seeds increased significantly with higher plasma 

power compared to the control group. All plasma treatments boosted germination, seedling length, 

and vigor index by creating electron pores on the seed surface. The plasma weakened the shell, 

aiding sprout emergence with less energy. The germination percentages for 30, 60, 90, and 120 W 

were 88.89%, 97.78%, 100%, and 100%, respectively, representing improvements of 5.3%, 

15.8%, 18.43%, and 18.43% over the control (refer to Fig. 2). 

 

Fig. 2. Effect of DBD plasma treatments on final germination percentage 

According to Figure 3, in the treatment with powers of 30, 60, 90, and 120 W compared to the 

control, there was a 28%, 40%, 44.1%, and 47.2% increase in root length and a 47.9%, 60.8%, 

64.4%, and 69.4% increase in shoot length, respectively. These findings indicate that bean seed 

seedlings subjected to the 120 W treatment are likely to exhibit superior establishment and 

resilience compared to the other groups. 
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Fig. 3. Effect of DBD plasma treatments on root length and shoot length 

Success or failure in production relies on factors like germination percentage, speed, and plant 

strength. Maximum plant establishment occurs when seeds overcome unfavorable conditions and 

react appropriately. Any factor hindering establishment and reducing germination speed and 

uniformity also impacts performance. Therefore, proper germination is crucial for plant 

establishment and desired yield production across various conditions. The 30, 60, 90, and 120 W 

vigor index shows enhancements of 47.4%, 76.6%, 85.1%, and 90.2% compared to the control, 
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respectively (see Fig. 4). The study of bean seed vigor index under cold plasma treatment revealed 

a significant increase in germination power, attributed to enhanced water absorption potential 

leading to improved germination uniformity [11, 14- 16]. 

 

Fig. 4. Effect of DBD plasma treatments on vigor index 

 

 

Scanning Electron Microscope (SEM) 

SEM was utilized to assess the modifications in the surface morphology of the seed coating. The 

SEM images of the seed coating (refer to Fig. 5) indicate that the surface of the treated seeds has 

changed, showing small cracks on the seed surface caused by the plasma treatment. The changes 

on the surface of the plasma-treated seeds may potentially improve and accelerate water 

absorption. The surface erosion level of pinto bean seeds under 120 W plasma treatment was 

notable, leading to the creation of numerous cracks that promoted water infiltration into the seed, 

fortifying the shell for better embryo growth and ultimately boosting the germination of bean seeds 

[14, 15]. 
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Fig. 5. Coat images of pinto bean seeds: (a) untreated seeds, (b) seeds treated with 30 W, (c) 60 W, (d) 90 

W, and (e) 120 W powers; the scale bars = 2 µm 
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Water Contact Angle (WCA) 

The results reveal that treating seeds with plasma induces chemical and morphological alterations 

on their surface, resulting in a decline in the water contact angle. In the table below, it is evident 

that the contact angle reduction is directly influenced by the plasma power. As plasma power 

increases, the contact angle decreases, indicating a rise in water absorption. Essentially, longer 

plasma treatment durations and higher plasma powers correlate with reduced contact angles and 

heightened wetting rates [27]. All values in Table 1 are presented in degrees.  

Table 1.  Water Contact Angle  

control 30 W 60 W 90 W 120 W 

73.3 53.9 47.1 44.8 38.5 

 

Conclusions 

Researchers reported that plasma treatment can modify the surfaces of different seed varieties, 

potentially enhancing germination based on the seed type [14, 15]. This research aimed to evaluate 

the effects of DBD plasma treatment on seed germination, seedling growth, vigor index, and 

surface morphology of pinto bean seeds. SEM images were used to analyze structural changes in 

bean seeds after plasma treatment, showing cracks on the seed surface due to plasma interaction. 

Increasing plasma power from 30 to 120 W resulted in more extensive and larger cracks. Improved 

germination and seedling growth were observed with higher plasma power, associated with better 

water and nutrient absorption, as well as enhanced oxygen diffusion through established pathways. 

Noticeable changes in the wettability of pinto bean seeds post-DBD plasma treatment were also 

observed. The findings indicated that optimal treatment with 120 W DBD plasma significantly 

boosted germination, leading to a higher final germination rate and vigor index compared to 

untreated seeds [14- 20].  
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Abstract 

Non-cryogenic double-shell targets can be imploded and ignited as an alternative to traditional 

single-shell targets. In this paper, the implosion and ignition of non-cryogenic double-shell targets 

driven by heavy ions have been studied numerically. We have employed 1-D, 3T computer code, 

Deira-4, developed for heavy ion-driven inertial confinement fusion. Here, we have assessed the 

impact of fuel density gradient on the whole performance of implosion, ignition, and burn stages. 

The target energy gain has significantly improved by an increase in fuel mass of 0.7 mg due to the 

density gradient in the middle gas. The inner fuel compression process is also improved and shells 

have sufficient time to collide with each other. One of the concerns in double-shell targets is the 

growth of the Rayleigh-Taylor instability at the fuel-pusher interface. We have managed a density 

gradient profile in both the inner and outer shells to address this issue. We have observed that the 

ion temperature of the inner fuel layer will be below 10 keV at maximum compression, and the 

implosion velocity will arrive at 212 km/s.  

Keywords: Numerical simulation, double-shell target, high energy gain, gradient density layer  

Introduction 

Inertial confinement fusion is a method to obtain clean, safe, and economical nuclear energy, and 

it is being experimented and researched using various approaches. Numerous efforts have been 

made in target construction, beam energy, and methods to attain this approach. The low 

convergence ratio, ignition temperature, and implosion velocity make double-shell targets a 

preferred approach in recent decades. At the US National Ignition Facility (NIF), the targets driven 

with lasers have an inner shell, an in-between foam layer, and an outer shell. The inner shell 

encloses the fuel. Interest in these targets has been enhanced by the use of low-density DT gas or 

liquid DT with a density of 0.1-0.2 g/cm3 instead of cryogenic DT [1]. Because one of the 

disadvantages of common single-shell targets is the construction and maintenance of cryogenic 

DT. 
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To overcome these problems, a low-Z tamper layer surrounds the inner pusher, and an inner shell 

is equipped with a gradient density layer. This density gradient of W-Be for the inner shell has 

been successfully fabricated [2]. To simulate this fabrication, a double-shell target is used [1]. By 

using the gradient density layer as a multiple tamper layer, Rayleigh-Taylor instability in the 

deceleration and acceleration stage can be reduced [1]. Another simulation included the addition 

of a density gradient of about 5-20 µm between the inner pusher and tamper layers [3]. The capsule 

performance in these targets is the best due to its thin outer gold coating. The ratio of measured 

neutrons to released neutrons in one-dimensional simulation for a gold coating is higher than 1 and 

close to 10% [4] 

The inner shell only receives high-wavelength perturbations from the outer shell because of the 

foam layer between them. Pressure can be increased within a range of 2 Gbar by the middle layer 

of foam when the inner and outer shells collide [1]. Laser beams are employed to design the 

research described above. Heavy ions have higher efficiency compared to lasers, and the 

accelerator has a high repetition rate (10-30 Hz) [5]. Heavy ions have higher stopping power than 

light ions, but with a low current (10-15 kA), they can provide the necessary power ( ~ 200 TW) 

for inertial fusion [6]. The high efficiency of heavy ion targets (ranging from 20-30 %) indicates 

that high target energy gain can be achieved with lower driver requirements [5]. In double-shell 

targets, due to the collision between the two outer heavy shells and the inner light shell, it is 

possible to produce a high areal density. In double-shell targets driven by heavy ions, an outer fuel 

is used to increase the target energy gain. The structure and function of laser and ion double-shell 

targets are almost close to each other. In laser-driven double-shell targets, when the high-intensity 

laser focuses on the Hohlraum gold wall, it creates asymmetric preheating. The implosion of 

double-shell targets in previous decades was challenging due to the M-band radiation of gold 

causing this pre-heating. Research has been conducted to reduce this radiation and it has been 

mostly successful [4].  However, such a challenge is eliminated in double-shell targets driven by 

heavy ions The layers of a double-shell target designed by ion drivers will be distinct from those 

of laser drivers. Our aim in this research is to examine the density gradient of the middle foam 

layer and compare it with the target without gradient density. Liquid or DT gas fuel-based heavy-

ion targets have not been investigated yet, as we mentioned earlier in this paper. The following 

section will introduce a double shell target that uses non-cryogenic fuel and compare it to a target 
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with a gradient density layer between the two shells. A target with an inner and outer shell that has 

a density gradient has also been proposed in this paper. Our demonstration shows that optimizing 

the target can enhance the stability of the double-shell target. We also show that a target with 

gradient density layers can produce more energy gain compared to a target without gradient density 

layers. 

Research Theories 

Simulations and experiments have been carried out in NIF and also by OMEGA laser on double-

shell targets as direct and indirect drives [7]. These targets generally consist of a high-Z inner shell, 

an outer shell, and foam in between. The inner shell contains high-density DT gas or liquid DT 

fuel, which decreases radiation loss [7]. Cryogenic double-shell targets with heavy ion drive have 

received little research, but they have demonstrated greater compression and efficiency than 

single-shell targets[5]. In this approach, low-density DT gas is used instead of foam in the between 

shells. One of the most obvious advantages of the double-shell targets driven by laser is the use of 

non-cryogenic fuel, which causes problems in its construction. Cryogenic fuel should be kept at 

the triple point of deuterium (18.3 K) and maintained in a low-enough adiabatic state. 

In this paper, we study the double-shell target driven by heavy ions, which includes inner and outer 

non-cryogenic fuels. The design of the target is similar to that of the heavy ion cryogenic target as 

mentioned above. Figure 1-a) and Figure 1-b) show the non-cryogenic target without a gradient 

density layer and the non-cryogenic target with gradient density in the middle DT gas, respectively. 

A non-cryogenic target with gradient density in three layers can also be seen in Figure 1-c). The 

density gradient is linear and all targets have been optimized. As illustrated in Figure 1, for 

example, the initial density of inner Pb in target c, which is in the range of 0.2-11.3 g/cm3, increases 

linearly with an increase in radius. The targets were driven by Bi-209 ion beams with 5 MJ energy 

and 250 TW power for a duration of 20 ns. The one-dimensional three-temperature Deira-4 code 

is used to simulate the hydrodynamic behavior [8]. 
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Figure 30: Configuration of target a) without gradient density layers, b) with DT gas gradient density 

layer, and c) with gradient density layers. 

Results and Discussion 

a) Density gradient in foam layer 

In this section, we want to investigate a non-cryogenic double-shell target driven with heavy ion 

beams compared to a target with a density gradient in the gas between the shells. In double-shell 

targets, the outer shell launches a shock wave towards the middle gas, and then the space between 

the two shells causes the outer shell to accelerate inwards. In these targets due to the gas in the 

middle, the shells have enough time to collide with each other.  Thermonuclear gain is lower in 

non-cryogenic double-shell target ignitions than in cryogenic single-shell targets [9]. Our 

simulations on target a in Figure 30 showed that the thermonuclear gain is significantly less than 

that of the cryogenic fuel case. The cryogenic fuel is solid DT fuel with a density of 0.224 g/cm3. 

The energy gain in double-shell cryogenic is 70, while non-cryogenic is 26. It is possible to design 

double-shell targets that ignite at a lower temperature than the central ignition approach [7]. Target 

1-a) was not successful in achieving this condition. The ion temperature of the center cell in the 

inner fuel at maximum compression was approximately 131 keV, while the average temperature 

of the cells was approximately 65 keV. The implosion velocity estimate was around 340 km/s, 

which is not a satisfactory value for double-shell targets. We analyzed the target following Figure 

30-b), which has a density gradient in the middle gas layer. The density gradient in the middle gas 

causes the stored pressure, and with the same input energy, it creates more compression in the 

inner fuel. Figure 31 shows that a target with a density gradient and a solid line shows more 

compression than target 1- a). 
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The thermonuclear energy produced by target 1- b) is higher than target 1- a), as shown in Figure 

32. The energy gain for target 1- b) will be around 57 as a result. The increase in target energy 

gain is a consequence of the mass increase in the middle gas caused by the density gradient. Target 

1-a) had a 0.1 middle gas mass while Target 1-b) had a 0.8 middle one. Despite this, the implosion 

velocity at the pusher-fuel interface remains high at 314 km/s, which we will discuss in the 

following section. 
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Figure 31: Examining the evolution of the inner fuel areal density over time in target 1-a (dashed line) and 

target 1-b (solid line). 
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Figure 32:  Examining the evolution of the inner fuel thermonuclear energy over time in target 1-a 

(dashed line) and target 1-b (solid line). 

b) Density gradient in inner pusher  

Our focus in this section will be on a target that has a density gradient in its layers, which is causing 

Rayleigh-Taylor instability and decreasing the implosion velocity. Consequently, we ignite the 

targets in Figure 1. The implosion velocity in target 1-c) is equivalent to 212 km/s. Double-shell 

laser-driven targets were also estimated to have such a velocity [10]. By using heavy ion beams, 

we were able to achieve a velocity with a gradient non-cryogenic target for the first time. In 

addition, the ion temperature for the fuel inner cell is 10 keV, while the other cells are only 3 keV. 

These results show that we were able to control the temperature and implosion velocity by 

adjusting the density gradient of the inner shell. The implosion velocity of targets 1-a) and 1-c) is 

compared in Figure 33, and target 1-c) was found to have better results when there was a density 

gradient present. 
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Figure 33: Temporal evolution of the pusher-fuel interface velocity for targets 1-a (dashed line) and 1-c 

(solid line). 

Recently, there has been a study on the hydrodynamic instabilities in multi-shell targets [11]. 

Rayleigh-Taylor and Richtmyer-Meshkov are two important challenges. The Rayleigh-Taylor 

instability occurs when a light fluid accelerates into a heavy fluid. On the other hand, the 

Richtmyer-Meshkov instability is a result of disturbances, like a strong shock, happening at the 

interface between two fluids. The Richtmyer-Meshkov instability is responsible for the 

perturbation, while Rayleigh-Taylor sustains it [11]. 

As previously stated, the density gradient of the inner shell was utilized to minimize the growth of 

the Rayleigh-Taylor instability. The expression for Rayleigh-Taylor growth is ~ e . According to 

the growth rate of Rayleigh-Taylor γ=∫A(t)
a(t)

D(t)
dt relationship, the growth of Rayleigh-Taylor 

instability decreases with increasing thickness D and decreasing the implosion velocity (which is 

also proportional to the acceleration, a(t)) [6, 11]. Here, A(t) is the Atwood number, A(t)=
|𝜌1−𝜌2|

𝜌1+𝜌2
. 

The thickness of the inner shell of the targets1- a) and target1-c) is shown in Figure 34. According 

to this Figure, the thickness of the inner pusher in the target with gradient density is higher than in 

the target without gradient density. The velocity profile in target 1-c) is lower than target 1- a) so 

the A(t) in the target with gradient density is lower than the other in Figure 33 . By this result, the 
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instability in target 1- c) during the implosion phase (up to 23 ns), will have a lower value than 

target 1-a). Therefore, we achieved the control of Rayleigh-Taylor instability in the implosion 

stage (up to 23 ns) by creating a density gradient in the inner and outer shells. 
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Figure 34: Temporal evolution of the inner pusher thickness for targets 1-a (dashed line) and 1-c (solid 

line). 

 

Conclusion 

Simulations and experiments on double-shell targets driven with laser beams have been carried 

out in recent years. Heavy ion beams are a drive option for these targets that have not received 

much attention. Heavy ions were utilized to drive non-cryogenic double-shell targets in this paper. 

The presence of density gradient in the layers of these targets was investigated. We observed that 

we can achieve optimal energy gain with less concern for Rayleigh-Taylor instability. The density 

gradient prevents the preheating of the inner fuel, and by compressing it more at a lower 

temperature, it causes a higher energy gain than without the density gradient. 
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Abstract:  

The ion temperature or ion energy distribution is a very important parameter of the plasma 

boundary in nuclear fusion devices which can have great impacts on physical processes such as 

ablation of surfaces exposed to plasma and the deposition processes transferred by plasma. 

Measurement of ion temperature in the SOL (Scrape Off Layer) region typically uses a Retarding 

Field Analyzer (RFA) that is variable according to the selective tract or retard of plasma ions by 

an electric field. In order to measure the ion temperature of plasma in Alborz tokamak, a retarding 

field analyzer (RFA) has been used. This analyzer consists of four grids were made of stainless 

steel-316, insulating pieces between them and a copper collector. To investigation of the probe 

correct operation in Alborz tokamak chamber. The tests were performed by a glow discharge 

plasma based on define applied pressure and voltage on anode and cathode, and thus the ion energy 

distribution function in plasma has been investigated. 

Keywords: ion temperature, ion energy distribution, retarding field analyzer, tokamak, SOL 

plasma, diagnostic.  

1. Introduction 

Currently, in fusion reactors, plasma is being investigated as a suitable approach to produce large 

amounts of energy without pollution. Achieving a high quality plasma in which ion particles have 

appropriate energy distribution is one of the most important issues in tokamaks. Ion energy 

research is optimally used to identify and understand plasma properly, especially in the scrape of 

layer (SOL) and plasma edges. e. i, High Field Side (HFS) and Low Field Side (LFS) [1]. 

The ion energy distribution function in the edge of plasma shows that the sputtering efficiency of 

the materials on the first wall of the tokamak is depending to 1) the amount of energy of the ion 
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particles, 2) ion bombardment and unusual interactions in ELMs (edge localized mode) that 

transfer ions to SOL region [2]. 

In addition, many industrial applications of plasma require to getting know extensively with the 

ion energy distribution function (IEDF). Many plasma applications, especially in the field of 

industrial plasma, for example; Surface modification in semiconductors, deposition of atomic 

layers and reactive ion etching are dependent on ion flux density and ion energy distribution 

function.  

Retarding potential analyzers (RPA), also called retarding field energy analyzers (RFEA), are 

commonly used to measure the ion energy and ion temperature.  

To date, RFEAs have been used on JET[3,4] , ISTTOK [5], EAST [6], STOR-M [7], ASDEX [1] 

tokamaks and other plasma device . These types of analyzers do not have very large dimensions; 

they are very affordable in the field of plasma industrial too [8].  On the other hand, plasma 

thrusters equipped with RFA are being used to measure ion beam intensity in space missions [9].  

Alborz tokamak as a fusion machine with a plasma which its lifetime is about one millisecond 

needs a set of diagnostics related to measurement of ion characteristics in order to provide the 

necessary measurements for control, evaluate, optimize the plasma performance and further 

understand the physics of the plasma in tokamak.  In this article, the design and construction of an 

RFA diagnostic tool to measure the ion energy in Alborz tokamak has been discussed. In theory 

part, the general process of the operation of this type of diagnostic tool is explained. In the design 

and construction section, the dimensions of the probe that built are mentioned, and in the 

experimental setup section, the measurement of ion energy in glow discharge system of Alborz 

tokamak is discussed. 

2. Theory 

In tokamaks there is an unconfined region of plasma known as SOL. Plasma particles are 

transferred from plasma core to the inner solid surfaces area of the tokamak, in fact, this layer 

determines the degree of plasma with surface interaction [10]. 
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RFA is one of the diagnostic device used in plasma production systems to calculate the energy 

distribution function of plasma ions. Typically, an RFA consists of two or three grids to detect ion 

energy and suppress secondary electron emission. RFA as a meshed energy analyzer is a diagnostic 

with biased electrode at different voltages in certain ranges. The voltages are chosen according to 

density and temperature of the plasma to filter the charged species of plasma in order to determine 

the characteristics of plasma such as ion density, ion temperature, ion energy distribution and 

plasma particle velocities.  

In addition to the ion energy distribution function, the electron energy distribution function 

(EEDF) can be measured by the analyzer with inverting the grid potential in RFEA [9]. One of the 

main parameters of plasma that determines the discriminating in design and configuration of 

components in RFA is the distance that a particle is significantly affected by the electrostatic 

charge, which is called the Debye length [11]. This distance varies according to the temperature 

and density of electrons in plasma. Debye length is determined by the temperature 𝑇𝑒 and density 

𝑛𝑒 of electrons in plasma 

𝜆𝑑 ≈ √
𝜀0𝑘𝐵𝑇𝑒

𝑛𝑒𝑞𝑒
2                                                       (1) 

Where, kB is Boltzmann's constant, 𝑛𝑒 is electron density, and 𝑇𝑒 is the electron temperature. The 

main issue in designing RFA is the distance between the electrodes and determining the size of the 

meshes on grid. when the plasma enters to RFA and the ions pass through the grids that are in 

contact with them [12]. finally, the plasma beam with a high percentage of high-energy ions collide 

to the detector surface in a range proportional to the voltage applied to third grid. When ions have 

collision with collector, a series of secondary electrons are created. The current caused by the 

impact of the ions on the collector is a function of the energy intensity of the ions passing through 

the third grid, which have been able to overcome the electric field caused by the grids and reach 

to the surface of collector consequently. 

𝐼𝑐(𝑉𝑑) = −
𝑍𝑖
2𝑒2𝑛𝑖𝐴

𝑚𝑖
∫ 𝑓(𝐸)𝑑𝐸
∞

𝑒𝑉𝑑
                               (2) 

𝑑𝐼𝑐

𝑑𝑉
= −

𝑍𝑖
2𝑒2𝑛𝑖𝐴

𝑚𝑖
𝑓(𝐸)                                        (3) 

𝑑𝐼𝑐

𝑑𝑉
∝ −𝑓(𝐸)                                               (4) 
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The changes of the collector current in terms of the third grid voltage are proportional to factors 

such as: the surface of the collector that is in contact with the ion beam in plasma(𝐴), the ion 

density of the plasma(𝑛𝑖), and the mass of the ion particles(𝑚𝑖). The most effective factor in 

changing the current of collector in terms of ion voltage is related to the ion charge (𝑧𝑖
2𝑒2) [13]. 

The flow of incident and secondary electrons caused by the collision of high-energy ions to the 

collector are measured as collector current, and the graph of changing in collector current 

according to the changes of the third grid voltage [10].  

3. Design and Construction  

In this study, a four-grid RFA designed and constructed. This diagnostic has been used to measure 

the ions energy of glow discharge plasma in Alborz tokamak. Alborz tokamak is a D-shaped cross-

section machine with major radius of 0.45 m, minor radius of 0.15 m and toroidal magnetic field 

of 0.85 T by 16 magnetic coils to achieve a 20 kA plasma current. It is one of the small tokamaks 

and the first tokamak that was built by Iranian researchers which is located in Amirkabir University 

now. Figure (1) shows a view of Alborz tokamak. 

 

Figure 1: View of Alborz Tokamak 
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In order to achieve the energy distribution function of plasma ions has been implemented a four-

electrode RFA arrangement, the potential applied to the grids from the outermost to the innermost 

electrode successively is floating potential, negative voltage, positive voltage and negative voltage. 

In addition, the collector is connected to a current measurement circuit outside the vacuum 

chamber.  

The first electrode is connected in such a way that the first grid is connected to a floating potential 

with the aim of reducing plasma disturbances. A constant negative voltage is applied to the second 

grid, which is a defensive of electrons from the plasma. In order to filter the ions of plasma based 

on their energy, a positive voltage is applied to the third grid so that the ions with high energy that 

are able to pass through the electric field caused by the applied voltage to this grid will pass through 

it. Finally, a negative voltage is applied to the innermost grid, which is on the path after the third 

grid, it causes the electrons to be repelled from the plasma. 

So that the percentage of ions with high energy in the plasma that reaches the collector after passing 

through four grids be higher than the percentage of electron [5].  In figure (2), the schematic of the 

four-grids RFA probe is shown. 

 

Figure 2: Schematic of four-grids RFA probe. 

the designs reported in this study implement the standard RFA arrangement of four parallel 

electrodes based on retarding field are placed in such a way that charged particles enter the 

chamber through a hole. they are analyzed pursuant to retard has been created by electric field 
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through the bias potentials applied to the grids. the RFA designs described in this study that the 

inlet hole must be wide enough to allow transfer sufficient flux from the plasma of tokamak. 

Besides, the hole should be small enough so that the electrostatic sheath created around the edges 

of the gap is large enough to fill the width of the aperture and protect the diaphragm from huge 

volume of plasma. 

A cylindrical stainless steel -316 housing with a diameter of 13.5 mm. there is a hole at the end of 

the cup that the length of its edge is about 80 mm. Inside this cup, a cylindrical insulation made of 

polytetrafluoroethylene (PTFE) with dimensions of 50 ×65 mm is used. Inside the housing, four 

circular mesh plates with a diameter of 40 mm. The electrodes are insulated from each other by 

PTFE plates with different thicknesses. The copper collector with diameter of 40 mm and thickness 

of 3 mm is placed. In figure (3), a view of constructed RFA probe is shown. 

 

Figure 3: a view of constructed RFA probe 

 

4. Experimental Setup 

To create a glow discharge inside Alborz tokamak, a steel electrode with a radius of 1 cm and a 

height of 5.5 cm is embedded on one of   Alborz tokamak `s valves. By connecting this electrode 

to the body of the plasma vacuum chamber, the electrode will act as the anode and the vacuum 

chamber will play the role of cathode. An electric discharge will be formed between these two 

electrodes by connecting the power supply. Experiments have been performed with glow discharge 

plasma at pressure of 2.1 x 10-1 Torr. Argon is working gas, in which the discharge is produced at 

voltage of 500 volts at the stated pressure. In Figure 4, a view of the glow discharge plasma formed 

in Alborz tokamak is shown. In Figure 5, the measured current from the collector is shown in terms 

of voltage applied to the positive grid.  
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Figure 4: a view of glow discharge plasma formed in the Alborz tokamak 

 

 

Figure 5: the measured current from the collector in terms of voltage applied to the positive grid 

 

The diagram above is based on the measured current from the collector and the voltage applied to 

the positive grid. According to the diagram, the temperature of the ion in the voltage range of 0 to 

30 Volt is equal to 8-10 electron volts. as reported by experiments, as much as the applied potential 

on the electrodes to ionize the gas in the chamber increases, the maximum measured current 

increases and the temperature of the ion also increases. 

In the case of RFA sweeping, we can calculate the ion temperature for every half-period of the 

RFA grid voltage sweep. The ion temperature now can be described by I–V characteristics. The 

results obtained by the probe were compared with the results of the Langmuir probe and the 

correctness of these results was confirmed. 
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5. Conclusion  

The ion temperature in the edge of a tokamak is a very important parameter to analyze the plasma 

interaction with the first wall materials. RFA is designed and constructed as a diagnostic tool for 

measuring ion energy. This probe was installed in Alborz tokamak and it was used to estimate the 

ion energy of the glow discharge plasma in tokamak. The ion energy of glow discharge plasma in 

Alborz tokamak was evaluated at certain pressure and voltage. 
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Abstract 

In this paper, using two-dimensional PIC simulation, the acceleration of the injected electron beam 

and the evolution of the excited plasma wave in the interaction of a high-energy proton beam with 

an underdense plasma having a small step density along its uniform density have been investigated. 

The simulation results indicate that in the proton beam-plasma interaction system with considered 

optimum parameters, in the presence of a small step density along the uniform plasma, the excited 

electric field corresponding to the plasma wave remains stable for longer distances and its 

amplitude increases up to 280 MeV/m in a short time and distance. Moreover, it turns out that the 

electron beam that enters the plasma containing a step small density, at a distance about one plasma 

wavelength behind the proton beam, can gain energy from the generated stable plasma wave field 

for longer times and reach high acceleration gradients while maintaining its emittance appreciably. 

Keywords: 2D PIC Simulation, Small step density, Intense proton beam, Beam emittance, 

Acceleration gradient. 

Introduction 

In plasma accelerators, the main factor for particle acceleration is a large-amplitude plasma wave 

excited in the plasma. Large-amplitude plasma waves are usually excited by injecting a short and 

intense laser pulse or a high-energy particle beam into the plasma. Recent research shows that the 

proton beams are the most promising driver for exciting the plasma fields for one-step acceleration 

of electrons [1-2]. In this method, the high-energy proton beam is propagated in the plasma and 

creates a strong plasma wave, and in this process, the energy of the particle beam is transferred to 

the plasma through the excited plasma wave. A part of this energy can be used to accelerate an 

electron beam known as a witness beam which has much lower energy than the proton beam, and 

thus the high-energy electron beams are produced [3]. 

The mechanism of the particle acceleration in plasma is known as LWFA [4] for laser drivers and 

PWFA [5] for particle beam drivers. For both techniques, the amount of effective energy for the 
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acceleration is determined by the energy of the driving beam and the gain of energy transfer from 

the beam to the electron beam. To effectively create a plasma wave by a particle beam, the length 

of the driving particle beam, 𝜕𝑧, must be such that 𝑘𝑝𝜕𝑧 ≅ √2  where 𝑘𝑝 is the electron plasma 

wave number [6]. The size of the transverse spot of the particle beam, 𝜕𝑟, should also be such as 

𝑘𝑝𝜕𝑟 ≤ 1 to prevent filamentation instability [7]. 

In recent years, the interaction of the proton beam with plasma has been widely studied. The results 

of the research in this field show that in the electron acceleration system by plasma wave, the 

appropriate choice of the plasma parameters and accelerator proton beam is important. In reference 

[8], plasma parameters have been investigated to achieve energies in the order of Giga-electron 

volts. Also, it has been shown in various research experimentally and theoretically [9-11] that it is 

important to select a suitable profile for the plasma density to achieve a stable plasma wave field. 

In this paper, the spatiotemporal propagation of the plasma wave and its corresponding electric 

field due to the high-energy proton beam propagation in an underdense plasma with a uniform 

density, with a small step density along it, is studied by two-dimensional PIC (Particle-In-Cell) 

simulation method. The results illustrate that in the proton-plasma beam interaction system, 

considering the appropriate parameters for the plasma and also for the driver and witness beams, 

an electron beam of several Mega-electron volts can be accelerated up to the order of several 

hundred Mega-electron volts by the excited strong plasma fields. Meanwhile, the emittance of the 

electron beam which is one of the most important criteria for measuring the accelerated beam 

quality is considerably maintained during the propagation. The paper is organized as follows: in 

section 2, we introduce the simulation method and considered simulation parameters. In section 3, 

the simulation results are presented and discussed. Finally, section 4 is devoted to the summary 

and conclusion 

Two-Dimensional Pic Simulation  

 

In this article, the FBPIC simulation code [12] is used. This code is a precise two-dimensional PIC 

simulation code in cylindrical coordinates, which is very suitable for simulating systems with 

symmetry, including the particle-plasma beam interaction systems. To simulate the considered 
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system using a two-dimensional FBPIC simulation code, the plasma with density 
20 -32.6 ×10 m is 

assumed to have a uniform density profile with length 20mm  that has a small density gradient as

/ 0.03n n   along its profile. Also, 12 proton micro bunches with the shape of Gaussian profile 

with characteristics as 0.4
z p

k   , 0.4
r p

k   and 
82.5 10

P
N    are considered as the driver 

beam. The witness electron beam is also considered with Gaussian profile with characteristics 

z
= 60μm  and 

r
=10μm . Moreover, the dimensions of the simulation box in the direction of z 

and r are 60mm  and 1mm , respectively. Also, the time and distance steps are respectively 

considered as 0.05 m  and 0.2fs .  

In general, in the PIC simulation technique, the density of particles on the grid is calculated by the 

weighting method. Then, the electric field is obtained by solving the Poisson equation on the grid 

points. The electric field of the network is calculated by interpolation at the location of the 

particles. After that, the new position and velocity of the particles are calculated using the 

relativistic Newton-Lorentz equations. In this procedure, each particle moves according to the 

Lorentz force applied by the electromagnetic fields in the position of the particle, 

( )  
v

F q E B
c               (1) 

 The evolution of the electromagnetic fields is done according to Maxwell's equations [13], 
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Result and Discussion  

Considering the specifications mentioned in the previous section, the high-energy proton beam is 

sent into the uniform plasma. A plasma wave is formed by the repulsion of plasma electrons and 

disturbance in the plasma background. The witness electron beam also enters the plasma at a 

distance of one plasma wavelength behind the driver proton beam. Figures 1(a) and 1(b) show the 

electric field of the plasma wave in a plasma with a small step density / 0.03n n   at times 26pst 

and 67pst  , respectively. As can be seen, the amplitude of the excited plasma wave field 

increases with time and in longer time ( 67pst  ) its amplitude is approximately about 280Mev / m

. The small step density in the uniform plasma profile causes the generated plasma wakefield 

remain stable for longer distances. 
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Figure1. Evolution of the plasma wave field in a plasma with / 0.03n n   at time (a) t=26ps and (b) 

t=67ps. 

 

Figures 2(a) and 2(b) also show the electric field corresponding to the plasma wave in a plasma 

without taking into account the small step density ( / 0n n  ) at times 26pst   and 67pst  , 

respectively. By comparison of the plasma wave amplitudes in Fig. 1 and Fig.2, one can see that 

in the short time ( 26pst  ) the plasma field amplitude in both plasmas is almost the same, but by 

increasing the time, the field amplitude in the plasma with a small step density has increased more 
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than the plasma with a completely uniform density. Moreover, in absence of a small step density 

in the plasma profile, the field stability starts to be reduced with time during the propagation in the 

plasma. 

 

 

Figure2. Evolution of the plasma wave field in a plasma with / 0n n   at time (a) t=26ps and (b) t=67ps. 

The reason for this behavior is that in the interaction of the beam of energetic particles with the 

plasma, by increasing the time, due to the beam energy reduction as well as the appearance of the 

nonlinear and relativistic phenomena in the system which causes the increment of the wavelength 

and reduction of the phase velocity of the excited plasma wave, the electric field corresponding to 
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the excited plasma wave becomes unstable and its amplitude starts to decrease. By creating a small 

change in the plasma density, the phase velocity of the plasma wave and its wavelength change, 

and therefore this leads to the stability of the field and the increase of its amplitude. In such a 

system, the witness electron beam that enters the plasma behind the driving ion beam can be 

trapped in the plasma wave field for longer distances and get energy from the stable plasma wave 

field for more times. 

In the system of plasma wave excitation by the particle beams unlike the laser-driven plasma wave 

generation system, the phase velocity of the excited plasma wave is not equal to the driver group 

velocity. In beam-plasma interaction system, the wave phase velocity decreases over time and 

there is a considerable difference between the beam velocity and the wave phase velocity which 

increases by propagating through the plasma [10]. Here, the final excited plasma wave amplitude 

enhances by superposition of the waves excited by the proton micro bunches train propagating in 

the plasma. Therefore, with the decrease in the wave phase velocity, the constructive superposition 

does not happen, and the wave amplitude decreases over time, and the wave damping eventually 

occurs. On the other hand, in addition to decreasing the phase velocity, the plasma wavelength 

increases during propagation due to the nonlinear and relativistic effects, and the wavelength of 

the excited wave which is in the order of the plasma wavelength changes and finally it leads to a 

wave with a weak amplitude. In the presence of a small step density, in fact, an increase in density 

leads to a decrease in the plasma wavelength and an increase in the phase speed, and in longer 

times, the wave amplitude is amplified and remains stable.  

One of the important criteria in measuring the quality of the accelerated electron beam is the 

emittance ( ) of the electron beam. The emittance of a beam is a criterion of the energy dispersion 

and spatial distribution of the particles in the beam. The smallness of the emittance value means 

that the dispersion is less. Also, the beam luminance ( B I  ) increases by decreasing the 

emittance. The components of the transverse emittance ( ,
x y
  ) are given by 

2 2 2( ) ( ) [( )( )]x x x x x x x x x         

   

     (8) 

2 2 2( ) ( ) [( )( )]y y y y y y y y y                 (9) 
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where  x and x′ are the position and angle of the particles [14]. In these furmulas x  is the average 

of x-coordinate of all particles of the electron beam and 
x z

x dx dz     . x   is also the average 

of x  -coordinate of all particles of the electron beam. 

Here, in Figures 3(a) and 3(b), the temporal evolution of the transverse spatial distribution of the 

accelerated electron beam particles in the interaction of the high-energy proton beam with the 

plasma containing a small step density along its uniform profile has been indicated in times 

26pst   and 67pst  , respectively. The calculated emittance value is written on the figures. As 

it can be seen, with the increasing time, the electron beam emittance remains appreciably constant 

in the considered system. 

Figures 3(c) and 3(d) illustrate the temporal evolution of the transverse spatial distribution of the 

accelerated electron beam particles in the plasma with uniform profile in times 26pst   and 

67pst  , respectively. As seen, in the presence of the small step density, the emittance of electron 

beam is more preserved in comparison with the uniform plasma.  
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Figure 3. Evolution of the transverse emittance of the electron beam in a plasma with / 0.03n n   at time 

(a) t=26ps and (b) t=67ps and in a uniform plasma at time (c) t=26ps and (d) t=67ps. 
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In general, the accelerated electron beam tends to diverge and as a result, the emittance increases. 

One of the ways to preserve beam emittance is to control the forces acting on the beam. The 

focusing forces in the plasma can be changed by changing the plasma density. In the presence of 

a small step density, the plasma density is smoothly increased and the focusing forces on the 

accelerated beam increase slowly, and finally the emittance can be maintained to an acceptable 

level.  

 

Conclusions  

In summary, in this paper, the evolution of the plasma wave in the interaction of a high-intensity 

proton beam with a uniform underdense plasma that has a small step density along its profile 

density, using the two-dimensional PIC simulation method has been investigated. The simulation 

results show that when the energetic proton beam passes through the plasma, a plasma wave is 

created and the electric field corresponding to this wave increases with time. Furthermore, in the 

presence of a small step density along the plasma, the electric field corresponding to the plasma 

wave maintains its stability for longer times and the field amplitude increases more. In this system, 

the witness electron beam, which is sent into the plasma behind the proton beam, is trapped in the 

created plasma wave field and can accelerate to energies of several hundred Mega-electron volts 

while maintaining its emittance.  
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Abstract 

The ionosphere is a region of Earth's upper atmosphere, which is composed of a plasma consist of 

positively charged ions, negatively charged electrons, and neutral particles. Due to the complex 

interplay between various physical processes, such as solar winds, lightning discharges, radio 

waves, and high-energy particles, the ionosphere is susceptible to a wide range of plasma 

instabilities that can cause fluctuations in density, temperature, and electric field. Therefore, to 

understand the behavior of the ionosphere and improve the performance of radio communication 

and navigation systems, it is essential to investigate the various plasma instabilities that occur in 

this region.  

The current filamentation instability is one of the important instabilities in the ionosphere which 

plays a significant role in the amplification of magnetic fields in the ionosphere, particularly when 

a solar wind electron beam encounters a weakly ionized plasma. In this paper, the current 

filamentation instability of the interaction of an electron beam with different layers of the 

ionosphere and the growth rate of instability has been investigated. By solving the fluid description 

in the presence of binary collision terms between charged and neutral particles and using the local 

approximation method, the dispersion relation of unstable mode has been obtained and the effect 

of magnetic field driven-destabilization and current-driven stabilization on the growth rate of 

instability has been studied. Results show the magnetic threshold for the current filamentation 

instability in the collisional magnetized ionosphere, in which the instability will disappear for a 

larger magnetic field than one. Studies show that the value of the magnetic threshold increases by 

increasing electron beam current density. These results could be important in the explanation of 

many phenomena that happened in the ionosphere. 

Keywords: Current Filamentation Instability, Magnetic Field, Weakly Ionized Plasma 
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Introduction 

The ionosphere is a region of Earth's upper atmosphere, which is composed of a plasma consisting 

of positively charged ions, negatively charged electrons, and neutral particles [1]. This region of 

the atmosphere which extends from about 60 kilometers to over 1,000 kilometers from the Earth's 

surface, plays a critical role in radio communications and navigation systems, and its conditions 

can have significant effects on satellite positioning systems, radio antennas, and radar systems. 

Due to the complex interplay between various physical processes, such as solar winds, lightning 

discharges, radio waves, and high-energy particles, the ionosphere is susceptible to a wide range 

of plasma instabilities that can cause fluctuations in its density, temperature, and electric field. 

Therefore, to understand the behavior of the ionosphere and improve the performance of radio 

communication and navigation systems, it is essential to investigate the various plasma instabilities 

that occur in this region [2-5]. 

One such important instability of the ionosphere is the current filamentation instability, which is a 

type of current-driven plasma instability that usually occurs in the F region of the ionosphere. 

When an electron beam penetrates a plasma, provided that the electron current is much higher than 

Alfven limiting current, a return current is produced to neutralize the beam current, leading to 

various current instabilities in the beam-plasma system [6-13]. Current filamentation instability 

(CFI), which is excited by transverse perturbations perpendicular to the electron beam, a magnetic 

repulsion between the two oppositely directed currents tends to reinforce the initial transverse 

perturbation and consequently, a magnetic field is produced and grows exponentially in time. The 

current filamentation instability plays a significant role in the amplification of magnetic fields in 

the ionosphere, particularly when a solar wind electron beam encounters a weakly ionized plasma. 

Therefore, the behavior of this instability under different conditions in the ionosphere has been 

considered in recent years [14-16].  

In this paper, the current filamentation instability of the interaction of a diluted electron beam with 

the F region of the ionosphere and the growth rate of instability has been investigated. By solving 

the fluid description in the presence of binary collision terms between charged and neutral particles 

and using the local approximation method, the dispersion relation (DR) of unstable mode has been 
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obtained and the effect of magnetic field driven-destabilization and current-driven stabilization on 

the growth rate of instability has been studied. 

Model Description  

We consider a long and warm diluted electron beam with density 𝑛𝑒𝑏
0  and non-relativistic velocity 

𝑉𝑒𝑏
0  in the x direction passing through weakly ionized plasma region of the ionosphere in the 

presence of an external magnetic field �⃗� 0 = 𝐵0𝑥 with cyclotron frequency 𝜔𝑐 = 𝑒𝐵0/𝑐𝑚𝑒. 

Adopting the multi-fluid approach as well as considering the beam temperature and collisional 

effects, the time evolution of system can be investigated by the continuity, momentum, and 

Maxwell equations, (for simplicity, hereafter on, we used the subscripts b, e, i, and n for beam, 

electron plasma, ion plasma, and neutral background respectively.) 

𝜕

𝜕𝑡
𝑛𝑗,𝑛 + ∇. (𝑛𝑗,𝑛�⃗� 𝑗,𝑛) = 0,          (j=b, e, i)                                                                  (1) 

𝑚𝑗𝑛𝑗 (
𝜕

𝜕𝑡
+ �⃗� 𝑗 . ∇) �⃗� 𝑗 = 𝑞𝑗𝑛𝑗 [�⃗� +

�⃗⃗� 𝑗×(�⃗� +�⃗� 0)

𝐶
] − ∇𝑃𝑗 − 𝜈𝑗𝑛 𝑚𝑗𝑛𝑗(�⃗� 𝑗 − �⃗� 𝑛),                 (2) 

𝑚𝑛𝑛𝑛 (
𝜕

𝜕𝑡
+ �⃗� 𝑛. ∇) �⃗� 𝑛 = −∇𝑃𝑛 − ∑ 𝜈𝑛𝑗 𝑚𝑛𝑛𝑛(�⃗� 𝑛 − �⃗� 𝑗),𝑗                                           (3) 

∇ × �⃗� = −
𝜕

𝜕𝑡
�⃗� ,                                                                                                           (4) 

𝛻 × �⃗� =
4𝜋

𝑐
𝐽 +

1

𝑐

𝜕

𝜕𝑡
�⃗� ,                                                                                                 (5) 

In Eqs. (1)-(5), 𝑞𝑗 is the charge of species j, c is the speed of light in vacuum, and 𝑚𝑗,𝑛, 𝑛𝑗,𝑛, 𝑃𝑗,𝑛, 

�⃗� 𝑗,𝑛 are the mass, number density, pressure, and fluid velocity of charged species j, and neutral 

respectively. �⃗�  and �⃗�  are the electric and magnetic fields and 𝜈𝑗𝑛  (𝜈𝑛𝑗 ) is the elastic collision 

frequency of charged species j (neutrals) with neutrals (charged species j). As seen in these 

equations, the ionization and recombination terms have been ignored. In the momentum equation, 

the pressure gradient of cold background species and neutrals are negligible, ∇𝑃𝑛 ≅ ∇𝑃𝑖 ≅ ∇𝑃𝑒 ≅

0, which the pressure gradient of beam electrons can be expressed as ∇𝑃𝑏 = 𝛾𝑏𝑇𝑏∇𝑛𝑏 where 𝑇𝑏 

is the temperature expressed in units of energy and 𝛾𝑏 is the heat capacity ratio. 

The equilibrium state of the beam-return current system considering the collision of charged 

particles with neutral atoms has been investigated in detail in non-magnetized [15] and magnetized 

[16] cold plasma by the authors of this article. 
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Assuming quantities perturbed according to exp [𝑖𝑘𝑦𝑦 − 𝑖𝜔𝑡], with wave vector �⃗�  perpendicular 

to the beam velocity, �⃗� = 𝑘𝑦�̂�, and magnetic field parallel to the 𝑧-axis and electric field �⃗� = 𝐸𝑥 �̂� 

and using local approximation method, we find the linearized equations,  

−𝑖𝜔𝑛𝑗
1 + 𝑖𝑘𝑦 𝑛𝑗

0𝑉𝑗𝑦
1 = 0,      (j=b, e, i ,n)                                                                                             (6) 

(−𝑖𝜔 + 𝜈𝑏𝑛∥,⊥ )�⃗� 𝑏
1 = −

∇𝑃𝑏
1

𝑚𝑒 𝑛𝑏
0 −

𝑒

𝑚𝑒
(�⃗� 1 +

�⃗⃗� 𝑏
0×�⃗� 1

𝑐
+
�⃗⃗� 𝑏
1×�⃗� 0

𝑐
) + 𝜈𝑏𝑛∥,⊥ �⃗� 𝑛

1−𝜈𝑏𝑛∥ �⃗� 𝑏
0 𝑛𝑏

1

 𝑛𝑏
0,             (7) 

(−𝑖𝜔 + 𝜈𝑒𝑛 )�⃗� 𝑒
1 = −

𝑒

𝑚𝑒
(�⃗� 1 +

�⃗⃗� 𝑒
1×�⃗� 0

𝑐
) + 𝜈𝑒𝑛 �⃗� 𝑛

1 ,                                                                                    (8) 

(−𝑖𝜔 + 𝜈𝑖𝑛 )�⃗� 𝑖
1 =

𝑒

𝑚𝑖
(�⃗� 1 +

�⃗⃗� 𝑖
1×�⃗� 0

𝑐
) + 𝜈𝑖𝑛 �⃗� 𝑛

1,                                                                                       (9) 

(−𝑖𝜔 + 𝜈𝑛 )�⃗� 𝑛
1 = 𝜈𝑛𝑖 �⃗� 𝑖

1 + 𝜈𝑛𝑒 �⃗� 𝑒
1,                                                                                               (10) 

where 𝜈𝑏𝑛∥,⊥  is the effective collision frequency of beam to neutral particles in the parallel and 

perpendicular direction to the beam velocity [39], and  𝜈𝑛 = 𝜈𝑛𝑖 + 𝜈𝑛𝑒  is the effective frequency 

of the neutral collisions. 

The following linearized Maxwell equations complete the description of the system:  

𝑖𝜔

𝑐
�⃗� 1 = 𝑖�⃗� × �⃗� 1                                                                                           (11) 

𝑖�⃗� × �⃗� 1 =
4𝜋

𝑐
𝑗 1 −

𝑖𝜔

𝑐
�⃗� 1                                                                              (12) 

where the perturbed current density is  

𝐽 1 = ∑ 𝑞𝑗𝑛𝑗�⃗� 𝑗𝑗 = 𝑒( 𝑛𝑖
0�⃗� 𝑖

1 −  𝑛𝑒
0�⃗� 𝑒

1− 𝑛𝑏
0�⃗� 𝑏

1 − �⃗� 𝑏
0𝑛𝑏

1).                                (13) 

The dispersion relation, Dr, describing the linear dynamics current filamentation instability of the 

electron beam- magnetized ionosphere can be obtained by solving the coupled Maxwell-fluid 

equations as follows: 

𝐷𝑟 = {𝐾4βtb
2 B0 + 𝑖C0�̅�

2(𝛼B3 + �̅�B1 + ν̅bn∥B2) − 𝐾
2�̅� [βtb

2 (ν̅bn⊥ − 𝑖�̅�)(𝛼B3 + ν̅bn∥B2) − (ν̅in −

𝑖�̅�)(ν̅en − 𝑖�̅�) (𝛼𝛽
2(𝑖ν̅bn⊥ + �̅�) − C0(𝑖ν̅bn∥ + �̅�))]} {ν̅in

2C1 + C2 + 2ν̅in[−𝑖�̅�C1 + ν̅ni(�̅�
2𝐴 +

ν̅ne(ν̅en�̅�
2 − 𝑖�̅�𝑢 + 𝜇νen𝛺

2))]}                                                                                                        (14) 

where the expressions of 𝑢, 𝐴, 𝑤, 𝐵0,1,2,3, and 𝐶0,1,2 are  

u=�̅�2 − 𝛺2 



 

308 

𝐴 = (νen
2 − 2iνen�̅� − �̅�

2 +𝛺2) 
𝑤 = (1 − iνen�̅� − �̅�

2) 
B0=(ν̅bn∥ − i�̅�)(ν̅bn⊥ − i�̅�)(ν̅in − i�̅�)(νen − i�̅�) 
B1=ν̅ne + 𝜇(ν̅en − i�̅�) − i�̅�𝑤 − iν̅niν̅en�̅� + ν̅in𝑤 

B2 = iν̅ne + i𝛼ν̅ne + �̅�𝑤 + ν̅niν̅en�̅� + 𝜇(iν̅ni + (1 + 𝛼)(iν̅en + �̅�)) + 𝑖ν̅in𝑤 

B3 = (ν̅en − i�̅�)(iν̅in + (1 + 𝜇)(iν̅ni + �̅�)) 

C0 = (ν̅bn⊥
2 − 2iν̅bn⊥�̅� − u) 

C1=ν̅ne
2𝑢 + �̅�2𝐴 + 2ν̅ne�̅�(ν̅en�̅� − i𝑢) 

C2=(�̅�2 − 𝜇2𝛺2)[2iν̅ne�̅�(iν̅en�̅� + u) + ν̅ni
2𝐴 + 2ν̅ne�̅�(ν̅en�̅� − i𝑢) − 2iν̅ni(ν̅ne(νen�̅� − iu) + �̅�𝐴) −

C1] 

In the above equation, 𝜇 = 𝑚𝑒/𝑚𝑖 is the ratio of the electron to ion mass and 𝛼 =  𝑛𝑏
0/𝑛𝑒

0 is the 

ratio of the unperturbed beam to plasma electron number density. The obtained DR has been 

expressed in terms of the following dimensionless variables: 

𝐾 = 𝑐𝑘𝑦/𝜔𝑝,  𝛽 = 𝑉𝑏
0/𝑐,  𝛽𝑇𝑏 = 𝑉𝑇𝑏

 /𝑐,  �̅� = 𝜔/𝜔𝑝, 𝛺 =
𝜔𝑐

𝜔𝑝
  ،  �̅� = 𝜈/𝜔𝑝, 

where 𝜔𝑝 = (4𝜋𝑛𝑒 
0 𝑒2 𝑚𝑒⁄ )1/2 is the background plasma frequency. 

 

Results and Discussion 

In this section, the results of numerical analysis of the dispersion relation solutions Dr=0 of the 

collisional current filamentation instability in the ionosphere are presented. In the F region of the 

ionosphere, at a distance of 150-1000 km from the earth's surface, the electron density is in the 

range of 105-106 cm-3 and the ionization degree is up to a maximum of 1%. Experimental 

observations indicate that the ratio of the density of penetrating electron beams to the plasma 

electron number density in different layers of the ionosphere can vary from 10-2 to 10-4 [1]. To 

analyze the current filamentation instability, by solving the dispersion equation Dr=0, the 

normalized growth rate of the most unstable normal mode (𝛾/𝜔𝑝) versus normalized wave number 

(𝑐𝑘𝑦/𝜔𝑝) has been depicted in Fig. 1 for magnetized ionosphere with a cyclotron frequency of 

𝛺 =
𝜔𝑐

𝜔𝑝
= 0.015 and non-magnetized ionosphere with 𝛺 = 0. Appropriate physical parameters of 

the ionosphere are the ratio of unperturbed beam to plasma electron number density 𝛼 =  𝑛𝑏
0/𝑛𝑒

0 =

4 × 10−3, electron beam temperature 𝑇𝑏 = 3 𝑒𝑉 , initial electron beam velocity 𝑉𝑏
0 = 0.4 𝑐, 𝑇𝑒 =

𝑇𝑖 = 0.02 eV, neutral density 𝑛𝑛 = 10
10𝑐𝑚−3 , and the ionization degree 𝑖 = 𝑛𝑒

0/𝑛𝑛
0 = 10−3 . 
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Fig. 1. The growth rate of the CFI in the magnetized (𝛺 =
𝜔𝑐

𝜔𝑝
= 0.015) and unmagnetized (𝛺 = 0) 

regime for 𝛼 = 4 × 10−3, 𝑉𝑏
0 = 0.4 𝑐, plasma density 𝑛𝑒

0 = 106 cm-3 and 𝑖 = 10−3 

As seen from this figure, the magnetic field can reduce the instability growth rate, in agreement 

with our previous results reported by [16]. Physically, the growth rate of the instability is 

proportional to the deviation of the filament currents in the increase of the static magnetic field of 

the input disturbance. The presence of an external magnetic field in the direction of the beam 

prevents the deviation of electrons and thus prevents the increase of the filament current density, 

reducing the growth rate of the current filamentation instability. For further investigation, the 

numerical evaluation of the maximum growth rate in terms of the reduced vector is displayed in 

Fig. 2 for magnetic field intensity 𝛺 =
𝜔𝑐

𝜔𝑝
 from 0 to 0.03. The other parameters are the same as 

Fig.1. 
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Fig. 2. Numerical evaluation of the normalized growth rate 𝛾/𝜔𝑝 in terms of normalized wave number 

𝑐𝑘𝑦/𝜔𝑝 and cyclotron frequency 𝛺. 

It is found from this figure that increasing the magnetic field intensity decreases the cut-off wave 

number, i.e., reduction of unstable wavelength region, to stabilize the system at large 𝛺. Also, Ω 

reduces the maximum growth rate of instability at any given wavelength. On the other hand, there 

exists a threshold cyclotron frequency where the instability disappears for Ω > 𝛺𝑡ℎ. This threshold 

value depends on various parameters of the beam, including the ratio of the number density of the 

beam to the plasma,  𝛼, and the beam velocity, 𝛽. Thus, to investigate their role the maximum 

growth rate of instability for various admissible 𝛼 values and various 𝛽 have been investigated in 

Fig. 3 and Fig. 4.  
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Fig. 3. Dimensionless growth rate 𝛾/𝜔𝑝 in terms of (a) dimensionless wave number 𝑐𝑘𝑦/𝜔𝑝, (b) 

cyclotron frequency 𝛺 for three values of 𝛼 = 5 × 10−2, 5 × 10−3, and 5 × 10−4. The other parameters 

are the same as Fig. 1. 
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Fig. 4. The plot of CFI growth rate versus cyclotron frequency for 𝛽 = 0.2, 0.3, and 0.4 . 

It is evident from Fig. 3(a), as the ratio of beam to plasma density increases, the electron beam 

becomes denser, and the instability growth rate increases. Therefore, for a fixed value of magnetic 

field, the system becomes more unstable. Fig. 3(b) shows that increasing 𝛼 results in an increase 

the cut-off wave number, which causes a broadening of unstable wavelength region, as well as an 

increase the maximum growth rate of instability for any arbitrary unstable wavelength because of 

growing the magnetic field fluctuation with current density. On the other hand, it is found from 

Fig 4 that increasing the velocity of beam,  𝛽, enhances the maximum growth rate due to the 

increase in current density, the main factor of instability. So, as both α and β increase, the threshold 

value of magnetic field 𝛺𝑡ℎ also increases. Hence, larger magnetic fields are needed to prevent the 

excitation of current filamentation instability at high current densities and beam velocities.   

 

Conclusion 

In this paper, the current filamentation instability is studied in the ionosphere. The incoming solar 

wind electron beam interacts with different layers of the ionosphere and gives rise to several 

plasma unstable modes, especially the CFI. By analyzing the dispersion relation of unstable mode, 

the effect of magnetic field driven-destabilization and current-driven stabilization on the growth 
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rate of instability has been studied. Results show there is a magnetic field threshold for the current 

filamentation instability in the collisional magnetized ionosphere, in which the instability will 

disappear for a larger magnetic field than ones. One can deduce that the value of the magnetic 

threshold increases by increasing electron beam current density, indicating that the presence of 

magnetic field stabilizes the current filamentation instability. Furthermore, decreasing the 

magnetic field increases the unstable wavelength region as well as the maximum growth rate of 

the instability. On the other hand, in the magnetized ionosphere, with the increment of the velocity 

and density of electrons beam, the growth rate of instability becomes larger, and the system is 

more unstable for a fixed magnetic field. These results could be important for understanding the 

many phenomena that occur in the ionosphere. 
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Abstract 

The particle-in-cell (PIC) method, based on plasma kinetic theory without further approximation 

is employed to demonstrate the existence and excitation of the ion and electron Bernstein waves. 

These electrostatic modes have the capability to penetrate high-density regions in tokamaks, 

making them suitable candidates for radiofrequency (RF) heating schemes aimed at reaching and 

heating the core regions of tokamaks. The presence of Bernstein waves involved in the RF heating 

is illustrated through the reconstruction and simulation of the NSTX spherical tokamak plasma, 

located at the upper hybrid resonance point-a site of wave generation due to mode conversion. 

Utilizing the XOOPIC code, an approximated uniform plasma slab is simulated with parameters 

corresponding to the NSTX plasma at this point. Theoretical and computational analyses of these 

waves are conducted by by comparing the power diagrams obtained from the PIC method and 

dispersion curves derived from theory. The strong alignments between the computational power 

diagrams and theoretical dispersion curves confirms the efficacy and robustness of the PIC method 

within this context.  

 

Keywords: Electron Bernstein Waves; Ion Bernstein Waves; Particle-in-Cell Method; Plasma 

Heating; Radio Frequency Waves. 

 

Introduction 

Electrostatic Bernstein waves, with frequencies falling within the electron or ion cyclotron range, 

offer a unique advantage by being able to propagate within the high-𝛽 devices operating in over-

dense regimes, such as the spherical tokamaks that routinely operate at relatively high densities. 
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This characteristic makes them promising candidates for heating and current drive in over-dense 

fusion plasmas [1-3].  

Radiofrequency (RF) heating, applied within both the ion and electron gyrofrequency regimes, 

serves as a method to excite Bernstein waves through mode conversion, with the ultimate goal of 

achieving burning plasmas [4, 5]. These waves travel across the magnetic field, making them 

particularly effective for heating the plasma core, as they can penetrate beyond the cutoffs of other 

magnetized waves. They are strongly absorbed at cyclotron resonances, offering potential for 

localized heating and serving as options for ion and electron cyclotron resonance heating. 

Electron Bernstein waves (EBWs) can only propagate within the upper hybrid resonance (UHR) 

region surrounding over-dense plasma. Consequently, plasma heating involves exciting plasma 

waves by launching electromagnetic waves from the edge plasma into the core. Microwave 

launchers located outside the plasma [1] couple microwave power to EBWs through the mode 

conversion process near the UHR region [6-8]. The launched electromagnetic wave propagates 

into the plasma until it reaches a point where the resonance cyclotron harmonics match the wave 

frequency [9]. 

Ion Bernstein waves (IBWs) are utilized in fusion devices to transfer RF energies to ion cyclotron 

harmonics. They are categorized into pure and neutralized IBWs based on their propagation angle 

relative to the magnetic field direction. Pure IBWs, in conditions where electrons are stationary, 

propagate almost perpendicular to the magnetic field with a narrow frequency range. In contrast, 

neutralized IBWs, occurring when electrons are in Boltzmann equilibrium with the wave potential, 

propagate at an angle close to perpendicular, but with a wider frequency range due to electron 

movements [10-15]. 

Spherical tokamaks, such as the National Spherical Torus Experiment (NSTX) at the Princeton 

Plasma Physics Laboratory (PPPL), routinely operate in high-β regimes, featuring over-dense 

plasmas with densities up to 1020 m−3, resulting in the first four electron cyclotron harmonics 

being over-dense. This study focuses on Bernstein waves within a plasma sample using NSTX 

parameters. NSTX employs high-power RF waves ranging from 1-2 MW and beyond for 

subsequent programs. The ramping of power to these levels commenced approximately a decade 
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ago with the availability of powerful gyrotrons. These power levels induce challenging nonlinear 

effects, which are addressed numerically [16-18]. 

The particle-in-cell (PIC) method utilizes fundamental equations without approximations, enabling 

the retention of the plasma's nonlinear physics. This method captures most physics from first 

principles, including the kinetic description of the plasma and the complete set of Maxwell’s 

equations for the waves, without further approximation [19, 20]. 

Similar studies using PIC codes have been conducted over the past two decades. For instance, J. 

S. Lönnroth et al. investigated Ion Bernstein wave excitation using the self-consistent two-

dimensional particle-in-cell method [21], while Thomas G. Jenkins et al. numerically studied 

nonlinear effects associated with radiofrequency wave propagation through plasma in the time 

domain, employing both fluid and PIC methods [22]. Animesh Kuley et al. developed a particle 

simulation model to control instability for steady-state operations of fusion experiments, providing 

a first-principles tool for studying RF nonlinear interactions with plasmas [23], and A. Kuley et al. 

developed and verified a nonlinear simulation model for radiofrequency waves using fully kinetic 

ion and drift kinetic electron [24]. 

This study examines Bernstein waves theoretically and computationally in the context of resonant 

heating for fusion plasma generation. Initially, we analyze the dispersion relation of electron and 

ion Bernstein waves using parameters specific to the NSTX spherical tokamak. Subsequently, we 

simulate the plasma at the tokamak's resonant point using the PIC method. Our simulations employ 

a uniformity approximation for magnetic field and density, focusing on demonstrating the 

possibility of wave excitation within a confined plasma. 

The essence of resonant RF heating methods lies in the excitation of plasma waves within their 

resonant regions through mode conversion. In these processes, incident wave energy is channeled 

into resonant pathways via wave-wave interactions, subsequently transferring energy to particles 

through wave-particle interactions. Notably, the excitation of electron and ion Bernstein waves 

plays a pivotal role in these methodologies applied in Tokamaks. We proceed by discussing the 

theory and obtaining dispersion curves specific to the NSTX parameters. 
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Dispersion Relation In a Magnetized Plasma 

The dispersion relation in a magnetized plasma is given by [25-27]: 

(1) 1 = 2 ∑
e−𝑘⊥

2𝑟L𝜎
2

𝑘⊥
2𝑟L𝜎

2 ∑
𝑛σ
2𝜔p𝜎

2

𝜔2 − 𝑛σ
2𝜔c𝜎

2

∞

𝑛σ=1

𝐼𝑛σ(𝑘⊥
2𝑟L𝜎

2 )

𝜎=i,e

, 

Here, the first summation represents ion (i) and electron (e) species, and the second is for 𝑛σ =

1,2,⋯, denoting the order of generalized Bessel function, 𝐼𝑛σ. In this equation, 𝜔 and 𝑘⊥ stand for 

the frequency and perpendicular wave-number of the wave, respectively. 𝜔c and 𝜔p represent the 

cyclotron and plasma frequencies, while 𝑟L is the Larmor radius. 

Since 𝑟Li ≫ 𝑟Le, solely electrons are focused, the electron Bernstein modes emerge within the 

range of electron cyclotron frequency and electron Larmor radius, including their resonances at 

electron cyclotron harmonics as illustrated in Figure 1. 

 
Figure 1. Dispersion curves of Electron Bernstein waves derived from Eq. (1) theoretically. 

On the other hand, considering the ion component reveals the presence of ion Bernstein modes. 

Figure 2(a) displays upper branches related to electrons with resonances around the first and 

second electron cyclotron harmonics 𝜔ce ≈ 1836𝜔ci. Conversely, lower accumulated branches in 

Figure 2(b) correspond to ion cyclotron harmonics concentrated near zero, with resonances (𝑘⊥ →

∞) around the ion cyclotron harmonics. 
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(a) (b) 

Figure 2. Dispersion of (a) Electron Bernstein waves and (b) Ion Bernstein waves  derived from Eq.(1) 

theoretically. 

 

The dispersion relation, Eq. (1), highlights two critical features: (1) In non-magnetized plasmas 

(zero cyclotron frequency), Bernstein waves do not excite. (2) These waves are not constrained by 

plasma density (plasma frequency), making them ideal for heating the dense plasma core at the 

center of tokamaks. They propagate perpendicular to the external magnetic field and are 

characterized by their longitudinal (electrostatic) nature, with the electrical field component 

aligned with propagation. 

Particle-in-Cell Simulation Method 

The dispersion relations for electron and ion Bernstein waves are derived using plasma kinetic 

theory, necessitating consideration of kinetic effects in models aimed at simulating these waves. 

Subsequently, a plasma containing fusion characteristics is simulated using a PIC kinetic model to 

demonstrate the existence and excitation of these waves within the plasma. 

All kinetic plasma models rely on Maxwell’s equations to compute electromagnetic fields; their 

differences lie in how they calculate sources of charge and electric current densities. In the PIC 

method, the Lorentz equation is integrated into the system of Maxwell’s equations when 

determining these sources based on the position and velocity of individual particles [28]. The 

advantage of PIC over other methods, such as ray-tracing [29, 30] and full-wave calculations used 
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for simulating wave-plasma interactions, lies in its ability to closely adhere to the fundamental 

physics governing plasma behavior [3]. Initially, periodic electrostatic simulations, encompassing 

basic effects, were conducted in one dimension with particle counts ranging from 102~103 on 

computers with a memory capacity of 100 kB. Presently, fully relativistic electromagnetic 

simulations, incorporating wave and particle injectors at boundaries, as well as collision effects, 

are carried out in three dimensions with 106~1010 number of particles on highly parallelized 

computing systems. 

A key characteristic of the PIC method is its utilization of super-particles to reduce computational 

volume, where a certain number of actual particles are represented by these super-particles. These 

super-particles are defined in continuous position and velocity spaces, while electromagnetic fields 

are defined in discrete position spaces, with their temporal changes considered in discrete time 

steps. By starting with an initial value, successive time points are calculated. The time difference 

between positions and velocities is ∆𝑡 /2, allowing for integration of motion equations using the 

leapfrog method.  

Following the computation of fields from initial values, motion equations for particle positions are 

solved using the finite difference time domain (FDTD) method. Subsequently, boundary 

conditions such as particle absorption and emission are applied. Collisions are investigated using 

the Monte Carlo method. The source sentences are obtained through adapting continuous particle 

positions to discrete grid positions for use in field equations, after which fields advance a time 

step, and this time cycle is repeated. 

RF waves are utilized for heating in the NSTX Spherical tokamak, with a minor radius 𝑎 = 44 cm 

and a major radius 𝑅 = 1.05 m. In a heating experiment depicted in Figure. 3, a wave at a 

frequency of 𝑓0 = 15 GHz is emitted by an RF antenna located near the tokamak's equator. 

Bernstein waves are excited in a region where the input wave frequency matches the upper hybrid 

frequency, spanning from 1 cm to the plasma edge. Once excited, these waves propagate towards 

the core of the plasma, heating the central regions of the tokamak. 

Figure. 4 illustrates the simulation conducted on a slab with dimensions ∆𝑥 = 1 cm and ∆𝑦 =

0.002 cm, positioned on the equatorial plane (𝜃 ≈ 0). Referring to Figure. 3 [17], in the radial 
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direction, 𝑥 ranges from 𝑥s = 43 cm to 𝑥f = 44 cm, while in the poloidal direction, 𝑦 ranges from 

𝑦s = 0 to  𝑦f = 0.002 cm. The toroidal direction is denoted by z. The slab's parameters are based 

on those of the fusion plasma at the NSTX Spherical tokamak edge: electron and ion density of 

𝑛e = 𝑛i = 0.18 × 1019 #/m3, electron temperature 𝑇e = 63 eV, and ion temperature 𝑇i =

0.0025 eV. The magnetic field in this region comprises two components,  𝐵𝑦 = 0.21 T and 𝐵𝑧 =

0.18 T. Accordingly, the ratio 𝜔𝑝𝑒 𝜔𝑐𝑒⁄ used for the simulations is 1.55.  

The simulation employs 2048 cells along the x-direction, with periodic boundary conditions 

utilized in the y-direction due to the system's approximate symmetry in this dimension. The 

number of super-particles assigned is an average of approximately 2861 per cell. 

 
Figure 3. Outboard wave injection to excite EBW current drive, launched in the equatorial plane, from 

both poloidal and toroidal views for NSTX [17]. 

 

 

Figure 4. The plasma slab used in the simulation based on the parameters of NSTX. 
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Results and Discussion  

Demonstrating the presence of the electron and ion Bernstein waves in the simulated region is 

crucial to illustrate the potential for RF heating and the excitation of Bernstein waves. After 

conducting the Particle-in-Cell (PIC) simulation on a slab depicted in Figure 4, the electric field 

𝐸𝑥 was examined over a two-dimensional plane, comprising position (𝑥) and time (𝑡) axes, by 

conducting a diagnosis along a horizontal line at y = 0.01 mm for a time period of ∆t = 4 ns, as 

depicted in Figure 5, we explored the system without the incident RF wave. Here, the input wave 

amplitude was set to zero, signifying no wave entry. This analysis clearly shows the existence of 

the electron and ion Bernstein waves. Demonstrating the excitation of Bernstein waves and the 

effectiveness of RF heating requires showing the existence of Bernstein waves without the input 

RF wave. After parametric studies and running the simulation for t = 4 ns, we obtained the electric 

field 𝐸𝑥  at y = 0.01 mm, confirming the presence of these waves within this specific region of 

space and time. 

 
Figure 5. The electric field 𝑬𝒙 on a horizontal line at the position 𝒚 = 𝟎. 𝟎𝟏 𝐦𝐦, for a timespan of  ∆𝒕 =

𝟒 𝐧𝐬, obtained on a two-dimensional plane consists of two position (𝒙) and time (𝒕) axes. 

To confirm the existence of Bernstein waves, a 2D Fourier transformation of this electric field was 

performed across both position and time domains, yielding the frequencies and wave-numbers of 

these excited waves, respectively. The resulting power spectrum, depicted in Figure 6, highlights 

regions of energy accumulation (the bright areas). The frequencies and wavelengths within these 

areas correspond to the excited waves carrying this energy. By correlating these regions with the 

dispersion curves shown in Figure 1 and Figures 2, we can classify the type of these excited waves. 

The color bar on the right side of Figure 6 indicates the magnitude of power 𝑃𝑥(𝑘⊥, 𝜔) assumed to 
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propagate in the x-direction perpendicular to the external magnetic field. The yellow regions 

within the diagrams, representing the maximum values of the color bar, signify the highest power 

or energy accumulation resulting from the gyro motions of electrons and ions in the mechanisms 

of Bernstein waves. 

 

Figure 6. The power spectrum of 𝑬𝒙(𝒙, 𝒕) derived from Figure 4 by a 2D Fourier transformation. 

Figure 6, can be evaluated in two distinct regions representing low and high frequencies 

corresponding to ion and electron harmonics, respectively. Figure 7, specifically focuses on the 

high-frequency region of Figure 6, where the frequency and wave-number axes are logically 

normalized to the electron cyclotron frequency and the electron Larmor radius, respectively. In 

this power diagram, the highlighted yellow lines indicate the excited electron cyclotron harmonics, 

which precisely match the lines illustrated in Figure 1. Comparing Figures 7 and 1 clearly 

demonstrates the presence and driving of the electron Bernstein waves in the simulation region. 

 
Figure 7. The power spectrum of 𝑬𝒙(𝒙, 𝒕) derived from Figure 4 by a 2D Fourier transformation in the 

ranges of high electron frequencies. 
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Figure 8, zooms in on the low-frequency zone of Figure 6, with the frequency and wave-number 

axes normalized to the electron cyclotron frequency and the ion Larmor radius, respectively. 

Notably, the lower brightened areas near the horizontal axis signify a concentration of power and 

consequent energy accumulation due to the ion resonant modes within the range of ion cyclotron 

frequencies. The accumulation observed in the ion cyclotron frequency region is likely a result of 

the gyro motions of ions characteristic of the ion Bernstein waves. Comparing Figures 8 and 2(a), 

and noting the significant overlap of the resonant regions in these graphs, clearly demonstrates the 

presence and excitement of the ion Bernstein waves in the simulation region. 

 
Figure 8. The power spectrum of 𝑬𝒙(𝒙, 𝒕) derived from Figure 4 by a 2D Fourier transformation in the 

ranges of low ion frequencies. 

 

 

Conclusion  

The Particle-in-Cell (PIC) method was employed to simulate electron and ion Bernstein waves, 

essential for the RF heating scheme designed to reach and heat the core regions of tokamaks. These 

electrostatic waves represent two crucial modes in tokamaks, capable of penetrating high-density 

regions to heat the plasma core. The PIC method, rooted in plasma kinetic theory, offers the 

advantage of maintaining the fundamental physics governing plasmas. This method enables us to 

investigate the evolution of the particle velocity distribution function, which acts as the source for 

these waves. 

As an experimental example of Bernstein wave excitation, the RF heating scheme in the NSTX 

spherical tokamak was reconstructed and simulated. A plasma with parameters matching those of 
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the NSTX spherical tokamak in the Upper Hybrid Resonance (UHR) layer with 𝑛e = 𝑛i = 0.18 ×

1019 #/m3, 𝑇e = 63 eV and 𝑇i = 0.0025 eV,  𝐵𝑦 = 0.21 T and 𝐵𝑧 = 0.18 T was simulated using 

the XOOPIC code on a slab characterized by the same density, temperature, and poloidal and 

toroidal magnetic fields.  

The power diagrams derived from the PIC method within the designed slab effectively 

demonstrated the existence and excitation of Bernstein waves in both ion and electron modes. The 

strong alignment of the simulation diagrams with the dispersion curves of these waves obtained 

from theoretical relations affirms the efficacy of the PIC method. 

Having explored the existence of Bernstein waves in the nonlinear regime, the subsequent step 

involves identifying and elucidating the potential nonlinear phenomena expected to arise with high 

levels of injected power. A comprehensive simulation of RF coupling must consider the 

nonlinearities arising from perturbations in particle orbits. 

While full-wave theory cannot calculate nonlinear effects within this framework, this paper 

successfully demonstrated the presence and driving of Bernstein waves in both ion and electron 

forms within the NSTX tokamak plasma. We made the simplifying assumption that the plasma's 

characteristics—such as density, temperature, and external magnetic fields—remained uniform 

due to the confined area of their excitation in the UHR layer during the mode conversions 

associated with RF heating.  
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Abstract  

A Monte Carlo simulation code has been developed to optimize the number of magnets confining 

the plasma in the H- multicusp ion source.  This code improves the existing drawbacks in the 

particle studio CST program and predicts the lifetime of primary electrons and the effects of 

collisions of electrons and hydrogen gas atoms. In this work,  the CYCLONE30 multicusp negative 

ion source is analyzed by using a 3D Monte Carlo simulation code to trace electron trajectories. A 

realistic geometry and multicusp magnetic field configuration are taken into account, and the 

electron trajectories are followed. Vibrationally excitation of hydrogen by fast electrons, 

dissociative attachment to highly vibrationally-excited molecules and ionization related to 

production of the H- ion are three reactions that are considered. 

In this simulation 12 cusps are found  to provide the highest plasma intensity in our configuration. 

Our simulation illustrates the existence of an optimum point in choosing the number of permanent 

magnets for confining the plasma. 

Keywords:  Multicusp ion source, Magnetic confinement, Electron trajectory    

Introduction 

Multicusp ion sources have been widely used in particle accelerators [1-3] and fusion reactors [4].  

Permanent magnets can be utilized to improve the density and the uniformity of DC discharge 

plasma.  The underlying idea of a set of permanent magnets is to force the electrons to spend a 

large portion of their flight path inside the plasma. In this way, the probability of a collision with 

a neutral gas molecule in the plasma is enhanced. This procedure increases the probability of an 

ionizing process, i.e., the current of a negative ion beam. Experimental results indicate that the 

large increase in density in this type of source is mainly due to the confinement of the primary 

ionizing electrons by the magnetic fields of the magnets.  The confinement of ions, however, is 
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found to be significantly weaker.  Plasma can be lost to the line cusps and to the regions between 

the cusps [5]. 

In this work, we analyze the CYCLONE30 multicusp negative ion source [6] by using a 3D Monte 

Carlo simulation code  (C#)  to trace electron trajectories.  A realistic geometry and multicusp 

magnetic field configuration are taken into account, and the electron trajectories are followed.  The 

neutral gas atom is hydrogen in the present study.  In this article, we focus our attention mainly on 

processes the H- volume is produced.  The types of collisions that we calculated are vibrational 

excitation of hydrogen by fast electrons, dissociative attachment to highly vibrationally-excited 

molecules and ionization related to production of the H- ion.  Our simulation illustrates the 

existence of an optimum point in choosing the number of permanent magnets for confining the 

plasma. 

Research Theories 

 The electron trajectories are calculated numerically by solving the 3D equation of motion 

mdV/dt = q(E+ V×B),                                                                                                             (1) 

where m, V, q, E, and B are the electron’s mass, velocity, and charge, and the electric and magnetic 

fields, respectively.  The electric field is neglected in the above equation because it is negligibly 

small over the entire plasma region.  When x is the position vector, the definition of the velocity 

vector is given by  

dx/dt = V.                                                                                                                                   (2) 

We have used a Runge-Kutta integrator to solve the two equations of motion above. 

Here we only consider production processes to follow electron orbits in the chamber.  The 

following production processes and ionization are taken into account by the Monte Carlo method 

in each time step [7]: 

Vibrational excitation of H2                                  H2 + efast   → H2
* (υ " ≥ 5) + e,                               (3) 

Dissociative attachment                             H2
* (υ") + eslow → H- + H.                                      (4) 
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The vibrational levels (υ ") are also taken into account because the reaction cross-sections are also 

ʋ" dependent [8].  Dissociative electron attachment to vibrationally-cold H2 (υ
 " = 0) molecules is 

known to have a very small cross section (10-21 cm2). 

The experiment of Allan and Wong [9] and the theoretical calculations of  Wadehra and Bardsley 

[10] showed that the DA (dissociative attachment) cross section increases by five orders of 

magnitude when the hydrogen molecules are vibrationally excited from υ "= 0 to υ "= 5, and stay 

constant at higher υ ".  The collisions between electrons and neutral atoms are calculated by the 

Monte Carlo method.  The collision length is the distance between two successive collisions caused 

by a test particle and is defined as:  

l = -λ ln(r),                                                                           (5)  

where λ is the mean free path of the collision and r is a random number between 0 and 1.  Because 

the cross sections are energy dependent, we consider three corresponding to different energies.  

At the beginning or after a collision, the particle starts with a speed derived from Maxwell’s speed 

distribution, and a random direction is chosen to continue the trajectory calculation. 

The following scheme is used to generate the Maxwell speed distribution of the particles for the 

Monte-Carlo calculation: 

,                                                          (6) 

where r is a random number and is the most probable speed of the particle having 

temperature T and mass m. 

The mean free path λ for individual reaction is calculated from the reaction cross-section.  Because 

the reaction rates and the cross sections are energy dependent, Maxwell’s speed distribution of the 

electrons is considered.  The flight length ζ is obtained by integrating the flight path in each time 

step as follows: 
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 .                                                                           (7) 

If ζ becomes equal to l, the collision process is included in that time step.  Here, we assume that 

the hydrogen atoms fill the chamber as a neutral gas and have no kinetic energy because their 

thermal energy is considerably less than that of electrons. 

 

Physical Model of The Multicusp Ion Source  

 Fig 1 shows the simulated ion source configuration.  This ion source consists of four major parts: 

the source body (walls of the plasma chamber), the lid which holds the filament, the magnetic filter 

and the puller assembly.  The body of the original design of the source is a 150-mm-long, 100-

mm-diameter copper cylinder around which ten columns of permanent magnets with magnetic 

field of 6.2 kG are mounted.  In the center of the chamber we assume there is a filament made of 

tungsten that generates electrons after heating.  

 
Fig. 1.  Schematic layout of the CYCLONE30 chamber. 
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 Magnetic Field Calculation 

The complete topology of the magnetic field configuration of the ion source is calculated in a 

separate computer code, CST PARTICLE STUDIO [11].  Fig 2 shows a simulated magnetic field 

configuration.   

The filament power supply has a current of 100 A and a voltage of 10 V.  According to Bio-savart’s 

law, the magnetic field of a wire with a current of 100 A in the 2 cm surrounding the wire is 

calculated as follows: 

B = μ0I/2πr = (4π ×10-7×100) / (2π× 0.02) = 10-3 T = 10 G.                            (8) 

As is clear from Fig 2, near the surfaces of the magnets the magnetic field is roughly 1800 G, and 

in the center of chamber, it is zero.  Thus in comparison with such a high magnetic field (1800G), 

we ignored the field induced by the filament (10 G). 

 

Fig. 2.  Multicusp magnetic field configuration from a top view inside the ion source. 
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 Simulation Method 

To the best of our knowledge, no specific simulation method has been reported yet to explore the 

optimal number of cusps of the magnetic field; furthermore, are lacking proper theoretical methods 

to economize the time and the cost of the design and the fabrication.  To evaluate the performance 

of different cusp spacing, we simulated the total distance that electrons travel. 

CST is able to track particles in an electric and magnetic field but it does not simulate the 

interactions of particles.  Also, it provides data concerning neither the particle trajectory, position 

and velocity at the desired time nor the total path traveled by a particle.  In order to optimize the 

CYCLONE30 ion source, we developed a computer program.  Our developed Monte Carlo code 

was used to find the total distance that electrons traveled.  

 

The process of optimization is as follow: the number of permanent magnets used to create magnetic 

field lines is the optimization parameter, and the chamber’s radius, height and filament position 

are constant.  The number of magnets is varied from 4 to 14 with the geometrical specifications 

shown in Fig 1.  The magnetic field is calculated by using CST software and exported to our Monte 

Carlo code.  Because of having a magnetic flux density at every point of the chamber, 5000 

electrons are emitted from the filament and  are allowed to leave the filament cathode in different 

positions, and because they have random velocity direction, they move in the magnetic field 

created by the surrounding magnets.  

  

The simulations are performed for 4 to 14 magnets with the geometrical specifications shown in 

Fig 1.  The magnetic field is calculated by using CST software and exported to our Monte Carlo 

code.  Electrons are emitted from the filament and are allowed to leave the filament cathode at 

different positions and different initial angles; they move in the magnetic field created by the 

surrounding magnets.  The initial energy of the emitted electrons is assumed to be 200 eV in the 

present simulations because the discharge voltage is 200 V.  Electrons collide with neutral atoms 

elastically or inelastically and their movement is affected by the magnetic field.  In the case of 
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inelastic collisions, electrons ionize or excite the atoms.  When the electron’s energy decreases to 

very low energies like 1 eV, according to dissociative attachment reaction it is attached to excited 

hydrogen molecules or it collides with the chamber wall and leaves the chamber.  In this 

simulation, the total length that electrons have traveled, the total number of collisions and the 

percentage of electrons involved in gas ionization are calculated. 

Results and Discussion 

 Table 1 shows the value of the total electron path and the number of collisions of electrons with 

neutral gas for different numbers of magnets.  As can be seen, these values are the highest for 12 

magnets, which shows a super performance in comparison to the other configurations for this 

specific dimension.  When 12 columns are employed, electron trajectories and numbers of 

collisions are higher. This result shows that 12 is an optimum case because electrons take more 

trajectory which results in more collisions, ionization, and finally more plasma density, which is 

the goal of this research. Electrons are stopped either due to complete loss of their energy in the 

process of interactions or due to collision with the chamber of ion source. 

 

Table 1. Calculation of the total electron trajectory and number of collisions for the CYCLONE30 

multicusp in different numbers of magnets. 

 

 

 4 6 8 10              12               14 

Sum of electron 
trajectory(m) 

11376  18568 21793 37062    43589      18758 

Total number of collisions  3309 3068 3685 6864       7070         3990 

               

Average confinement time      2.1E-06   7.3E-06    4.9E-06     6.9E-06     7.4E-06  3.6E-06 

of electrons in the chamber (s)  

 

Fig 3 shows the percentage of electrons that lose their energy due to interactions in the chamber 

at a hydrogen pressure of 4 mTorr.  The number of samples is 5000.  As Fig 3 shows the maximum 
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percentage of electrons involved in ionization, excitation and dissociative attachment interactions 

occurs when the number of permanent magnets is 12. 

 
Fig. 3.  Percentage of electrons that lost their energy completely due to interactions at a hydrogen pressure 

of 4 mTorr. 

Fig 4 shows the flight time of electrons.  The total number of electrons for each simulation is 5000, 

and almost 90 percent of them hit the wall and stop in our simulation, but a small fraction of them 

collide with hydrogen molecules.  As is evident in Fig 4 when the number of magnets is 12, more 

electrons fly in the chamber, which entails more negative-ion current production. 

 
Fig. 4.  Flight time of electrons. 
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