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Determining Detector Dead Time by Statistical Analysis of Detector Counts (Paper ID: 1012) 

 
Jalilzadeh H. Correspondent1*, Ashrafi S. Co-Author1, 2, Ariafar H. Co-Author 1 

 

1Faculty of Physics, University of Tabriz, Tabriz, Iran 

 
2Research institute for Applied Physics & Astronomy, University of Tabriz, Tabriz, Iran 

 

Abstract 

Dead time in the Geiger-Mueller detector can cause detector counts to be lost. Statistical parameters 

such as variance and distribution of time intervals of counts are affected. This distorts the Poisson 

distribution of counts and changes its statistical parameters. In this study, the dead time of the detector 

has been investigated using these changes. The variance-to-mean ratio is one method used to determine 

dead time by measuring the degree of deviation of the Poisson statistic from the measured count 

compared to the real count. This study is carried out for a paralyzable model and a non-paralyzable 

model for the Geiger-Mueller detector using Python programming language. Due to the randomness 

of the time intervals between the emitted radiations, the Monte Carlo method was used in the 

simulation. This study investigated two different microsecond dead times for each of the models. The 

results of the simulation for the counts and variances showed an acceptable agreement with the results 

of the existing analytical relationships for paralyzable and non-paralyzable models. Thus, the dead time 

was obtained using these results for two ideal models (P and NP models). The difference between the 

dead time obtained from the simulation results and the dead time input to the program was less than 2 

percent. 

Keywords: Time interval distribution, Geiger-Mueller detector, Paralyzable model, Non- paralyzable 

model, Hybrid model, Mont Carlo simulation 

 

Introduction 

The Poisson distribution is characterized by the equality of its variance and mean. In the case of the 

Geiger-Mueller detector, counts follow a Poisson distribution, if all the particles reaching thedetector 

are counted, the variance will be equal to the expected value. This can be concluded based on the fact 

that the variance and mean are equal in the Poisson distribution [1-5]. 
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To estimate the dead time, the recommended method is Variance To Mean Ratio (VTMR) [2]. If all 

particles reaching the detector are counted, VTMR = 1 . However, the presence of dead time in the 

detector prevents the counting of all particles, especially at high count rates. As a result, some events 

will always be lost, depending on the dead time of the detector. 

There are two models for dead time correction: the non-paralyzable (NP) model and the paralyzable 

(P) model. In the NP model, the dead time cannot be extended, and only events are lost. On the other 

hand, in the P model, in addition to event loss, the particle will cause the dead time to be extended by 

the amount of the dead time. These models represent two extremes for the behavior of an ideal detection 

system. However, real counting systems exhibit behavior that falls between these two extremes. Hybrid 

models have been developed to address this behavior, which are a combination of the ideal models [6-

7]. The different models for dead time are illustrated in Figure 1 [4]. 

 

 
Fig. 1. Illustration of counts registered by NP, P and hybrid dead time models. 

 

 
Research Theories 

As previously stated, a portion of the real count rate is not accounted for. In light of this, a mathematical 

expression has been put forth for both the non-paralyzable and paralyzable models, 
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𝑵𝑷 

= 𝟏 − 𝟐𝝉𝒑𝒎 +  𝑷  

outlining the correlation between the observed counts and the true counts [8,9]. In the case of the 

non-paralyzable model, the relationship is defined as follows:. 

 

𝒎 = 
𝒏

 
𝟏+𝝉𝑵𝑷𝒏 

 
, (1) 

 

where 𝑚 is measured count rate, 𝒏 is real count rate at which counts are actually measured in 

counts per second and 𝝉𝑵𝑷 is dead time of non-paralyzable model. 

 

For the paralyzable model, this relationship is given as: 

 

𝒎 = 𝒏. 𝒆𝒙𝒑(−𝝉𝑵𝒏), (2)  

Where 𝝉𝑵 is dead time of paralyzable model. 

In order to derive our findings based on statistical parameters such as variance and mean, it is 

imperative to calculate the variance of the measured counts for each of the models at hand. 

Previous studies conducted by Muller and Kosten have successfully determined the variance for 

these specific models [1,2]. Specifically, the variance to mean ratio for the nonparalyzable dead 

time model can be expressed as: 

 

𝑽𝑻𝑴𝑹 = 
𝝈𝟐(𝒎𝒕) 

= 𝟏 − 𝟐𝝉 
𝒎𝒕 

 

 
𝑵𝑷 

 
𝒎 + 𝝉𝟐 𝒎𝟐 (3) 

 

The aforementioned equation is derived by dividing the Muller relationship by the mean value. 

In this equation, 𝜎2(𝑚𝑡) represents the variance of the measured count, mt denotes the mean of 

the measured count, and t signifies the measurement time. Additionally, the VTMR (Variance-to- 

Mean Ratio) for the paralyzable dead time model can be expressed as: 

 
 

𝑽𝑻𝑴𝑹 = 
𝝈𝟐(𝒎𝒕

) 
 

𝒎𝒕 

 

𝝉𝟐

𝒎 

𝒕 

(4) 
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The performance and operations of the Geiger-Mueller detector are extensively examined by 

analyzing the distribution of time intervals between consecutive counts. This distribution, which 

typically follows a Poisson distribution, is widely employed to model random events. By utilizing 

the Poisson distribution, we can gain insights into the likelihood of an event occurring within a 

specific time interval. In the case of the Geiger-Mueller detector, these events correspond to the 

generation of electrical pulses resulting from the interaction between radioactive particles and the 

detector. Each electrical pulse represents the entry of a radioactive particle into the detector, and these 

pulses are independent of one another and unaffected by the timing of previous pulses. As a result, 

the time distribution in the Geiger-Mueller detector is commonly represented using the Poisson and 

exponential distribution. This modeling approach allows us to accurately predict and analyze the 

probability of electrical pulse occurrences across different time intervals [10]. 

 

Experimental 

In this study, the statistical parameters of counts and time intervals were generated using the Monte 

Carlo method. The Geiger-Mueller detector simulator was developed in the Python programming 

environment for this purpose. To obtain observed (measured) total counts, count rates, and their 

statistical parameters, the program requires input data such as detector dead times and true count 

rates. In order to facilitate a more accurate comparison, a fixed measurement time of 1 second was 

used for all models in this research article. Within the simulator, radiation is emitted randomly, and 

the time interval between two radiation events (t) is sampled from a well- known interval distribution 

[4]: 

𝒇(𝒕)𝒅𝒕 = 𝒏. 𝒆𝒙𝒑(−𝒏. 𝒕) 𝒅𝒕 (5) 

 
The investigation involved analyzing both the paralyzable and non-paralyzable models under two 

different total dead times, namely 150 µs and 300 µs. As a result, four different cases were simulated. 

These simulations yielded a total of 23 entries, representing the true count. Furthermore, the obtained 

simulation results were compared to the results obtained from analytical relations (1), (2), (3), and 

(4). 
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Results and Discussion 

Table 1 shows the results of simulation and analytical (VTMRs and count rates) for the dead time of 

150 µs for two paralyzable and non-paralyzable models. The value of VTMR for GMSIM is obtained 

using the values obtained for the observed counts through simulation and relations (3) and (4). 

 

Table 1. Comparison of VTMRs resulted in GMSIM to Mueller formula (eq. (3)) for non- 

paralyzable model; and to Kosten formula (eq. (4)) for paralyzable model. 

 

Count rate (cps) Variance to mean ratio   

Input/ 

true 

Measured  𝝉𝑵𝑷 = 𝟏𝟓𝟎 

µs 

 𝝉𝑷 = 𝟏𝟓𝟎 µs  

NP P GMSIM Eq. (3) GMSIM Eq. (4) 

20 19.95 19.95 0.994 0.994 0.994 0.994 

40 39.85 39.7 0.988 0.988 0.988 0.988 

60 59.85 59.35 0.982 0.982 0.982 0.982 

80 79 79.2 0.976 0.976 0.976 0.976 

100 99.05 98.2 0.971 0.971 0.971 0.970 

200 194.1 193.65 0.943 0.943 0.942 0.942 

300 287.45 286.4 0.916 0.916 0.914 0.914 

400 377.95 378.35 0.890 0.890 0.887 0.887 

500 466.75 467.2 0.865 0.865 0.860 0.861 

600 547.1 546.2 0.843 0.842 0.836 0.836 

700 632.7 626.5 0.819 0.819 0.812 0.811 

800 717.65 711.05 0.796 0.797 0.787 0.787 

900 793.55 781.6 0.776 0.776 0.766 0.764 

1000 869.4 859.6 0.756 0.756 0.742 0.742 

2000 1543.2 1483.55 0.591 0.592 0.555 0.556 

3000 2048.8 1916.85 0.480 0.476 0.425 0.426 

4000 2496.55 2199.75 0.391 0.391 0.340 0.341 

5000 2866 2396.3 0.325 0.327 0.281 0.292 

6000 3146.8 2424.55 0.279 0.277 0.273 0.268 

7000 3400.4 2438.85 0.240 0.238 0.268 0.265 

8000 3649.95 2423.7 0.205 0.207 0.273 0.277 

9000 3834.35 2351.4 0.180 0.181 0.295 0.300 

10000 3980.05 2206.2 0.162 0.160 0.338 0.331 

 
The simulation results obtained for the variance-to-mean ratio (GMSIM) are very close to the 

results obtained from equation (3) for the non- paralyzable model and equation (4) for the 

paralyzable model using the results obtained from relations (1) and (2). Therefore, these results can 

be used to obtain the dead time. 
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Fig. 2. GMSIM variance to mean ratio for non-paralyzable model (𝜏𝑁𝑃 = 300 µ𝑠). 

 
 
 

Fig. 3. GMSIM variance to mean ratio for paralyzable model (𝜏𝑃 = 300 µ𝑠). 
 

In Fig. 2. and Fig. 3. "Analytical" shows the results obtained from Eq. (3) and Eq. (4). 

By fitting the results of the GMSIM, dead time can be determined which are: 152±2 μs, 303±3 

μs for nonparalyzable model using dead time input parameter of 150 μs and 300 μs, while for 

paralyzable model, the GMSIM results are 152±2 μs, and 302±2 μs, using same dead time 

input parameter as nonparalyzable model. 
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Conclusions 

In this article, considering that we used the Monte Carlo method for simulation, it was observed that 

the results for the observed counts and statistical parameters are in good agreement with the results 

obtained from the analytical relationships. These results were successfully used to determine the dead 

time of the Geiger-Mueller detector. Therefore, the Monte Carlo method is an efficient method for this 

simulation. 

Considering the success of the simulation done in the article, further development of the simulator 

program can help future research in the field of detector counts. 
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An improved model for dead time correction of G-M detector (Paper ID: 1018) 

Ariafar H. Correspondent1*, Ashrafi S. Co-Author1,2, *, Jalilzadeh H. Co-Author1,2. 

1Faculty of Physics, University of Tabriz, Tabriz, Iran 

2Research institute for Applied Physics & Astronomy ,, University of Tabriz, Tabriz, Iran 

Abstract 

Due to the long dead time, the application of the G-M counter is limited to relatively low count rates. 

To extend the range of application of these counters, the hybrid dead time model is used. This hybrid 

model is based on two paralyzable and non-paralyzable dead time models. The new model involves 

two parameters, which are paralyzable and non-paralyzable dead times. The dead times used in the 

model are very closely related to the physical dead time of the G-M tube and its resolving time. The 

use of this hybrid model provides the possibility of performing accurate corrections on G-M tube 

counts and expands the scope of the detector's application. In this work, to find paralyzable and non-

paralyzable dead time values, the experimental method of two sources has been used. The radioactive 

source used is 226𝑅a . Also to correct the counts in this work, the non-linear least square algorithm 

method has been used. In the count rate of 5090 cps, the paralyzable and non-paralyzable dead times 

are respectively equal to 𝜏𝑃 = 43.316 𝜇𝑠 and 𝜏𝑁𝑃 = 54.006 𝜇𝑠. Additionally in the count rate of 4053 

cps, 𝜏𝑃 = 45.941 𝜇𝑠 and 𝜏𝑁𝑃 = 54.818 𝜇𝑠. In the new hybrid model, the dead time of the paralyzable 

and non paralyzable system in these counting rates are equal to 𝜏𝑃 = 0.0068 𝜇𝑠 and 𝜏𝑁𝑃 = 54.181 𝜇𝑠. 

Keywords: G-M counter, hybrid model, paralyzable model, non-paralyzable model, non-linear least 

square algorithm 

 

Introduction 

G-M detectors have been used in nuclear physics for almost a hundred years and have a wide range of 

applications. These detectors have several advantages, including high sensitivity  to various types of 

radiation, high pulse height, and low price. However, they also have some disadvantages, such as the 

inability to measure the energy of radiation particles and a long dead time compared to other radiation 

detectors [1]. The dead time of a detection system refers to the time it takes for the system to process 

one event before it can process another. Any events that occur during this dead time are lost [2]. At 
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high count rates, the dead time becomes a significant limitation for the applications of any detection 

system. 

To expand the useful count rates of G-M detectors, it is important to accurately describe the dead time 

and its components and develop a correction model [3]. The traditional one-parameter dead time 

models, such as the paralyzable and nonparalyzable models, are not sufficient to properly represent 

the dead time response of a detection system [2]. To address this limitation, a new two-parameter dead 

time model based on a hybrid approach is proposed in this research. This model combines both 

paralyzable and non-paralyzable dead time components. By using this new dead time model, accurate 

corrections can be made for G-M counters with high counting rates, leading to a significant increase 

in the usable range of these counters. 

 

Research Theories 

In the non-paralyzable model proposed by Feller and Evans, the dead time is not extended and any 

radiation events that happen during the detector's dead times are not included in the count [4], [5]. The 

relationship between the actual counting rate and the observed counting rate is significant and can be 

describe as follows:  

𝑚 =
𝑛

1+𝜏𝑁
                                                                                                                                        (1) 

In the non-paralyzable model, the observed counting rate (m) is the rate at which counts are actually 

measured in counts per second (cps). The true counting rate (n) is the actual rate at which counts are 

occurring in cps. The non-paralyzable dead time (τN) is the time it takes for the detector to recover 

after each count in microseconds (μs). When a radiation event happens during the dead time, it is not 

counted, but the dead time is extended [4], [5]. The relationship between the true and observed 

counting rates can be expressed as follows: 

𝑚 = 𝑛 exp(−𝑛𝜏𝑃)                                                                                                                             (2) 

Where (m) is the observed count rate, (n) is true count rate and  𝜏𝑝 is the paralyzable dead time in 𝜇𝑠. 

Equation (2) cannot be easily solved, so this model is transformed into the following form using the 

inverse method and approximation with Taylor expansion: 



 

11 

𝑛 = (
8𝜏𝑃
3𝑚4

3
) + (

3𝜏𝑃
2𝑚3

2
) + (𝜏𝑃𝑚

2) + 𝑚                                                                                                  (3) 

The paralyzable and non-paralyzable models have achieved some success, but it has been proposed 

that the actual dead time characteristics of the G-M counter lie somewhere in between these models 

[6]. Lee and Gardner have introduced a new hybrid model that combines the best of both models. 

𝑚 =
𝑛exp(−𝑛𝜏𝑃)

1+𝑛𝜏𝑁
                                                                                                                                 (4) 

In this model, the non-paralyzable dead time refers to the time when a G-M tube is unable to detect 

the next radiation event. On the other hand, the paralyzable dead time is the time between the end of 

the non-paralyzable dead time and when a pulse larger than the discriminator level can be developed 

(Fig1).  

When radiation enters and creates an electron-ion pair in the G-M tube, the electron is accelerated 

towards the anode, causing a series of electron avalanches along the anode wire. While electrons 

quickly gather at the anode, ions tend to stay longer around the anode due to their slower mobility. 

This ion space charge blocks the electric field needed for developing avalanches, effectively pausing 

the G-M discharge for a certain period of time (𝜏𝑁). 

As the positive ions drift towards the cathode, the space charge becomes less concentrated, allowing 

the electric field to gradually recover to its original strength. If a second radiation event happens during 

this recovery period (𝜏𝑃), a partially developed pulse may be generated. Whether or not this pulse is 

registered by the counting system depends on the discriminator level of the system [5]. 

 
                Fig.1. Illustration of the dead time behavior of the G-M detector on an oscilloscope. 
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Experimental 

To ensure the accuracy of the results, it is crucial to conduct experimental verification. In order to do 

this, we utilize experimental data from two decaying sources. 226𝑅𝑎 sources are placed in front of a 

G-M tube, and measurements are taken every ten seconds. 

The general geometry of this experiment is as follows: 

 

 

 

 

 

 

Fig.2. The general geometry. 
 

This geometry includes a G-M tube to detect the rays, a scalar counter, two 226𝑅a sources( the half-

life of  226𝑅a is 1600 years, and its activity is 9𝜇𝑐𝑖), a base made of aluminum to keep the sources 

stable to prevent possible errors from losing the count, and an artificial source to prevent dispersion 

from surrounding environment.  

 

 

 

 

 

 

 

Fig.3. Basic structure of the G-M counter. 

A block diagram for the G-M counter we can be building is given above. The purpose of these blocks 

are as follows: 

HV supply: Converts the 220 V urban electricity voltage to the 400 V needed by the G-M tube. 

G-M tube: Detects ionizing radiation: emits a current pulse whenever a ionization event occurs inside 

the tube. 

Inverter: Converts the current from the G-M tube into an inverted voltage pulse. 

Pulse stretcher: Converts the very short pulse from the inverter into 1.5 ms pulse. 
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To determine the dead times of the hybrid model, a method involving two sources is recommended. 

This is because the hybrid model includes an additional parameter, requiring an extra split source 

compared to the usual split source method.We denote each set of split sources as a and b, with 12 

representing the combined sum source, and 1 or 2 indicating individual split sources. In order to 

maintain the conservation of true counting rates, six formulas are used for the six measurements of 

split and combined sum sources.  

𝑚𝑎1 =
𝑛𝑎1𝑒𝑥𝑝 (−𝑛𝑎1𝜏𝑃)

1+𝑛𝑎1𝜏𝑁𝑃
                                                                                                                        (5) 

𝑚𝑎2 =
𝑛𝑎2𝑒𝑥𝑝 (−𝑛𝑎2𝜏𝑃)

1+𝑛𝑎2𝜏𝑁𝑃
                                                                                                                        (6) 

𝑚𝑎12 =
(𝑛𝑎1+𝑛𝑎2)𝑒𝑥𝑝 (−[𝑛𝑎1+𝑛𝑎2]𝜏𝑃)

1+(𝑛𝑎1+𝑛𝑎2)𝜏𝑁𝑃
                                                                                                  (7) 

𝑚𝑏1 =
𝑛𝑏1𝑒𝑥𝑝 (−𝑛𝑏1𝜏𝑃)

1+𝑛𝑏1𝜏𝑁𝑃
                                                                                                                      (8) 

𝑚𝑏2 =
𝑛𝑏2 𝑒𝑥𝑝(−𝑛𝑏2𝜏𝑃)

1+𝑛𝑏2𝜏𝑁𝑃
                                                                                                                    (9) 

 𝑚𝑏12 =
(𝑛𝑏1+𝑛𝑏2)𝑒𝑥𝑝 (−[𝑛𝑏1+𝑛𝑏2]𝜏𝑃)

1+(𝑛𝑏1+𝑛𝑏2)𝜏𝑁𝑃
                                                                                               

   

The system equations involve six unknowns, including two dead times (𝜏𝑃 and 𝜏𝑁𝑃) and four split 

true counts (𝑛𝑎1, 𝑛𝑎2, 𝑛𝑏1, and 𝑛𝑏2) [6]. The set (a) corresponds to counts (5090.5±71.34 cps, 

2968.6±54.48 cps, and 2933.1±54.15 cps), while the set (b) corresponds to the counts (4053.9±63.67 

cps, 2325±48.21 cps, and 2235.4 ± 47.28 cps).  

Since the equations have a transcendental nature, a numerical iterative scheme is necessary. In this 

study, the non-linear least square algorithm method is employed to solve these equations. 

Subsequently, the iterative methods are used to calculate the dead times from the six measurements 

data obtained from two source methods, which satisfy equations (5) through (10). The calculated dead 

times are then compared to the original ideal G-M counter characteristics. 

 

Results and Discussion 

The data we collected from our experiments revealed some interesting findings. We measured the 

paralyzable and non-paralyzable dead times of our system for different counts. For counts 𝑚12, 𝑚1, 

and 𝑚2, we obtained values of 5090.5±71.34 cps, 2968.6±54.48 cps, and 2933.1±54.15 cps, 

respectively. The corresponding dead times were 𝜏𝑃 = 43.316 𝜇𝑠 and 𝜏𝑁𝑝 = 54.006 𝜇𝑠. 

 (10) 
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 We also measured the dead times for a different set of counts: 𝑚12, 𝑚1, and 𝑚2. The values we 

obtained were 4053.9±63.67 cps, 2325±48.21 cps, and 2235.4 ± 47.28 cps, respectively. The dead 

times for these counts were 𝜏𝑃 = 45.941 𝜇𝑠 and 𝜏𝑁𝑝 = 54.818 𝜇𝑠 in addition in the new hybrid model, 

the dead time of the paralyzable and non paralyzable system in these counting rates are equal to 𝜏𝑃 =

0.0068 𝜇𝑠 and 𝜏𝑁𝑃 = 54.181 𝜇𝑠. 

 When we applied the hybrid model, we found that the paralyzable dead time was very small compared 

to the overall dead time of our detection system. This suggests that our G-M system follows the non-

paralyzable model for these counts. 

Based on the results presented in Table (1), we can conclude that our proposed hybrid model provides 

more accurate corrections compared to the non-paralyzable and paralyzable models. This model can 

be used to correct the counts obtain from our G-M system and estimate any count losses. 

 

 

 

 

 

 

Table 1. Corrections of counts. 
Observed count 

rates 

  Corrections                               

 

 

Counts/S 

Hybrid model 

 

Counts/S 

Non-paralyzable 

model 

Counts/S 

Paralyzable 

model 

 

Counts/S 

𝑚𝑎1           2968
± 71 

           3539 ±
78   

 3535 ± 78   3447 ± 105 

𝑚𝑎2      2933 ±
54 

3489 ± 77 3485 ± 77 3398 ± 103 

𝑚𝑎12    5091 ±
71 

7028 ± 136 7021 ± 138 6845 ± 245 

𝑚𝑏1 
2325
± 48 

2658 ± 64 2665 ± 63 2623 ± 61 

𝑚𝑏2 
2235
± 47 

2541 ± 62 2547 ± 61 2508 ± 59 

𝑚𝑎12 
4054
± 64 

5198 ± 105 5212 ± 106 5131 ± 99 
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The results we obtained show that our hybrid model is better at making accurate corrections compared 

to both the non-paralyzable and paralyzable models. This model can be used to correct G-M system 

counts and estimate the number of losses. Our system adhered to the non-paralyzable model, but this 

newly presented model can be used for any other type of G-M system that may follow either the 

paralyzable model or both the non-paralyzable model and the paralyzable model, considering the 

contribution of the paralyzable model 

Conclusions 

In this paper, we have shown that in the two source method, it is important to keep the test geometry 

intact and stable. To ensure accurate counting rates, the combined intensity of split sources should be 

equal to the sum intensity of the sources. Additionally, it is crucial to keep the background counts very 

low, as they are not taken into account.  

Further research can explore the use of higher count rates. The focus of this paper was on the 

relationship between observed and true counting rates, and how they are compared through 

measurements. However, it was found that due to dead time effects, the observed events deviate from 

the Poisson random statistic.  

To estimate dead times, a variance-to-mean ratio model can be used. This involves repeating 

measurements at different count rates and comparing the degree of deviation of the Poisson statistic 

from the measured count to estimate the true count. 
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Abstract  

In high energy physics experiments and imaging systems, the accurate detection and measurement of 

radiation is crucial for understanding fundamental particles and their interactions. This study presents 

a comprehensive comparison of the performance of 3D pixel detectors with other commonly used 

radiation detectors in the fields of high energy physics and imaging. The focus is on evaluating the 

efficiency, resolution, and sensitivity of 3D pixel detectors in comparison to traditional radiation 

detectors such as scintillators, semiconductor detectors, and gas-filled detectors. The research 

methodology involves experimental characterization of each detector type under various radiation 

sources and energy levels, as well as simulations to assess their performance in different operating 

conditions. 

The results of this study provide valuable insights into the strengths and limitations of 3D pixel 

detectors compared to other radiation detectors, offering significant information for researchers and 

engineers in selecting the most suitable detector for specific applications in high energy physics and 

medical imaging. Additionally, the findings contribute to advancing the development and optimization 

of radiation detection technologies for improved performance and reliability in demanding scientific 

and medical environments. 

Keywords: 3D pixel detector, high energy physics, imaging, performance analysis, radiation detectors. 

 

Introduction  

Radiation detectors are essential tools for the detection and measurement of high energy particles and 

radiation in various fields, including high energy physics experiments and medical imaging 

applications. The development of advanced detectors with improved performance characteristics is 

crucial for enhancing the accuracy and efficiency of these applications. In recent years, the 3D pixel 

detector has emerged as a promising technology with potential advantages over commonly used 

radiation detectors such as scintillation detectors and semiconductor detectors. 3D pixel detectors are 

a type of semiconductor radiation detectors that have electrodes penetrating through the bulk of the 
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sensor, creating a three-dimensional array of pixels [1]. They offer several advantages over 

conventional planar detectors, such as higher radiation hardness, lower leakage current, faster charge 

collection, and reduced pixel capacitance [1-2]. This paper presents a comparative performance 

analysis of the 3D pixel detector and commonly used radiation detectors, aiming to evaluate their 

respective capabilities in high energy physics experiments and imaging. 

The principles of radiation detection and measurement have been extensively studied and applied in 

various scientific and technological fields. In high energy physics, the accurate detection of high 

energy particles is essential for studying fundamental particles and their interactions. Similarly, in 

medical imaging, radiation detectors are used to capture images for diagnostic and therapeutic 

purposes. Commonly used radiation detectors include scintillation detectors, which utilize the 

emission of light when struck by radiation, and semiconductor detectors, which rely on the generation 

of electron-hole pairs in a semiconductor material. 

The 3D pixel detector is a relatively new technology that offers several potential advantages over 

traditional radiation detectors. It is based on a three-dimensional array of small pixel sensors, which 

allows for precise spatial resolution and efficient charge collection. The 3D pixel detector also exhibits 

high radiation hardness and energy resolution, making it a promising candidate for high energy physics 

experiments and medical imaging applications. 

Several studies have investigated the performance characteristics of the 3D pixel detector and 

compared it with commonly used radiation detectors. These studies have highlighted the potential 

advantages of the 3D pixel detector in terms of spatial resolution, energy resolution, efficiency, and 

radiation hardness. However, a comprehensive comparative analysis of the performance of the 3D 

pixel detector and commonly used radiation detectors is necessary to provide a clear understanding of 

their capabilities and limitations. 

In this paper, we present a thorough comparative performance analysis of the 3D pixel detector and 

commonly used radiation detectors, aiming to provide valuable insights into their respective 

capabilities in high energy physics experiments and imaging applications. The findings of this analysis 

will contribute to the advancement of detector technologies and inform the selection of suitable 

detectors for specific applications in high energy physics and medical imaging. 

 

Comparison of Different Features of Semiconductor Detectors 
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When comparing the performance of 3D pixel detectors with other types of radiation detectors 

commonly used in high energy physics experiments, imaging and especially medical imaging, several 

factors be highlighted such as; Spatial resolution, Energy resolution, Radiation tolerance, Efficiency 

and Material budget. 

 

Spatial Resolution 

3D pixel detectors typically offer excellent spatial resolution due to their fine segmentation and precise 

position measurement capabilities. This can be compared with the spatial resolution of other detectors 

such as scintillation detectors or gas-based detectors. For instance, J. balibrea et al. at investigated five 

different models to reconstruct the 3D-ray hit coordinates in five large LaCl3(Ce) monolithic crystals 

optically coupled to pixelated silicon photomultipliers [3]. They report that the average resolutions 

close to 1-2 mm FWHM are obtained in the transverse crystal plane for crystal thicknesses between 

10 mm and 20 mm using analytical models. For thicker crystals, average resolutions of about 3-5 mm 

FWHM are obtained. While for example Lanza, R C et al. [4] discuss the use of gas scintillators for 

imaging of low energy isotopes. They report that the spatial resolution has been measured at 3-4 mm 

FWHM.   

The spatial resolution of a detector refers to its ability to accurately determine the position of radiation 

interactions. In high energy physics experiments, spatial resolution is essential for identifying the 

location of particle interactions and reconstructing their trajectories. Amlan Datta et al. also discusses 

the development of high spatial resolution X-ray detectors using solution-processable two-dimensional 

hybrid perovskite single-crystal scintillators grown inside microcapillary channels. These detectors 

demonstrate excellent spatial resolution and have the potential for low-cost large-area ultrahigh spatial 

resolution high frame rate X-ray imaging. The detectors are capable of detecting thermal and fast 

neutrons too. Furthermore, they reported that the spatial resolution of the PEALPB detectors was 

determined to be ~ 32% better than micro columnar CsI detectors. [5] 

Therefore, compared to scintillation detectors or gas-based detectors, 3D pixel detectors offer 

significantly higher spatial resolution due to their fine segmentation and precise position measurement 

capabilities. Scintillation detectors, as an illustration, typically have a spatial resolution in the range of 

millimeters to centimeters, while gas-based detectors have a resolution of a few hundred micrometers. 

https://arxiv.org/pdf/2010.13427.pdf
https://arxiv.org/pdf/2010.13427.pdf
https://www.osti.gov/search/author:%22Lanza,%20R%20C%22
https://arxiv.org/pdf/2010.13427.pdf
https://arxiv.org/pdf/2010.13427.pdf
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In contrast, 3D pixel detectors can achieve spatial resolutions of tens of micrometers or even better 

[5]. 

The high spatial resolution of 3D pixel detectors is due to their small pixel size, typically in the range 

of 50-100 micrometers. This fine segmentation allows for precise position measurement and 

localization of radiation interactions. In addition, the 3D design of the detector allows for charge 

sharing between adjacent pixels, further improving the spatial resolution [5-6]. 

The improved spatial resolution of 3D pixel detectors has significant implications for high energy 

physics experiments, where precise position measurement is essential for identifying particle 

interactions and reconstructing particle trajectories.  

In medical imaging application, mostly high spatial resolution is important for accurately localizing 

and characterizing tumors or other abnormalities. Additionally, all of the aforementioned features are 

identical for this area.  

 

 Energy Resolution 

The energy resolution of a detector is vital for accurately measuring the energy of radiation 

interactions. 3D pixel detectors are known for their excellent energy resolution, especially for charged 

particles. Comparing this with the energy resolution of semiconductor detectors or calorimeters can 

provide insights into their relative performance. This is due to their ability to precisely localize the 

interaction point of the incoming radiation within the detector volume, resulting in improved spatial 

resolution and subsequently enhanced energy resolution. In comparison to traditional semiconductor 

detectors, 3D pixel detectors often exhibit narrower FWHM values, indicating higher energy 

resolution. The energy resolution of 3D pixel detectors can vary depending on the specific design, 

material, and application. However, typical energy resolutions for 3D pixel detectors can range from 

around 1% to 0.1% FWHM for X-ray and gamma-ray detection. In some cases, even better energy 

resolutions have been achieved in research and development settings. It's important to note that these 

values are approximate and can vary based on the specific implementation and conditions. 

Mele F et al. conducted a study on advancements in High-Energy-Resolution CdZnTe Linear Array 

Pixel Detectors with Fast and Low Noise Readout Electronics, achieving an energy resolution of 

approximately 0.96% FWHM [6]. In a separate study, Wen Li et al. investigated the energy resolution 

limiting factors of multi-pixel events in 3D position-sensitive CZT gamma-ray spectrometer, achieving 
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an energy resolution of about 1.8∼1.9% FWHM at 662 keV [7]. Moreover, Seiichi Yamamoto et al. 

explored an ultrahigh spatial resolution radiation-imaging detector using 0.1 mm × 0.1 mm pixelated 

GAGG plate combined with a 1 mm channel size Si-PM array, achieving a 0.31-mm FWHM for Am-

241 [8]. Gu Y et al. studied a high-resolution, 3D positioning cadmium zinc telluride detector for PET, 

achieving a spatial resolution of 0.44±0.07 mm in the direction orthogonal to the electrode planes. 

Measurements based on coincidence electronic collimation yielded a point spread function with 0.78 

± 0.10 mm FWHM [9]. Furthermore, William R. Kaye, in his Ph.D. thesis, reported the performance 

of HPGe at approximately 0.2% FWHM at 662keV. And further, the energy resolution of pixelated 

CdZnTe for gamma rays was found to be 0.36% FWHM at 2614 keV [10]. 

Energy resolution of pulsed neutron beam provided by the ANNRI beamline at the J-PARC/MLF in 

the single-bunch mode, is better than about 1% between 1 meV and 10 keV at a neutron source 

operation of 17.5 kW [11]. Yvan A. Boucher in his thesis reported A137Cs spectrum from the HPGe 

detector showing an energy resolution of 0.30% FWHM at 662 keV [12]. In addition, the spatial 

resolution of semiconductor pixel detector in [13] is 99.3 µm which is according to detection efficiency 

about 0.1% for 4MeV neutrons. Also, with the state-of-the-art readout technology, the Orion Group at 

the University of Michigan consistently achieves single-pixel events energy resolutions below 0.40% 

FWHM at 661.7 keV for most direct-attachment CdZnTe detectors. Hence, it is possible to reduce the 

weight and size of hand-held, 3-D CdZnTe devices at a small cost of energy resolution (<0.1%) and 

calibration time [14]. 

However, there are some other semiconductor detectors with energy resolutions below 1% FWHM 

include: 

 Silicon Drift Detectors (SDD) which are semiconductor detectors commonly utilized in X-ray 

spectroscopy and other applications requiring high energy resolution. The energy resolution of SDDs 

has been the subject of various research papers. As a case in point, Strüder L. et al [15] discusses the 

development of SDDs for electron microscopy applications, reporting that the energy resolution of an 

SDD was enhanced from 152 eV at Mn K α, with a 3.5 mm2 small SDD operated at -20°C, to less 

than 5 electrons (rms) in 2008 at 100,000 counts per second for a 10 mm2 active area [15-16].  

 Germanium Detectors: High-purity germanium (HPGe) detectors are known for their excellent 

energy resolution, making them suitable for gamma-ray spectroscopy in nuclear physics and materials 

analysis. Roques, J. P. et al discusses the radiation hardness of 3D silicon radiation detectors and their 
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use in High Energy Physics (HEP) experiments. They highlight the superior radiation tolerance of 3D 

detectors compared to planar sensors, among other advantages [17]. Another researcher Lee, I Y 

explains that Germanium detectors provide significantly improved energy resolution in comparison to 

sodium iodide detectors, as explained in the preceding discussion of resolution. Germanium detectors 

produce the highest resolution commonly available today [18]. Additionally, Zeng, Z. compares the 

energy resolution of a broad-energy germanium detector with semi-coaxial HPGe detectors. They 

show that the broad-energy germanium detector can achieve a better energy resolution than semi-

coaxial HPGe detectors [19]. 

 CdZnTe Detectors: Cadmium Zinc Telluride (CdZnTe) detectors are used in medical imaging, 

security screening, and nuclear spectroscopy due to their high energy resolution and room temperature 

operation. Mele F et al discusses the development of CdZnTe detectors for medical, astrophysical, or 

industrial applications. They report that the energy resolution of a CdZnTe detector was measured to 

be 782 eV FWHM (1.3%) on the 59 keV line at room temperature (+20 °C) using an uncollimated 241 

Am [20]. Another researcher Wang, S. et al. reports that the energy resolution of a CdZnTe detector 

was better than 5% (FWHM) at 59.5 keV and better than 1.2% (FWHM) at 662 keV [21]. 

 Scintillation Detectors with Photomultiplier Tubes (PMTs) can achieve energy resolutions below 

1% FWHM, making them useful in gamma-ray and X-ray spectroscopy. These detectors are 

commonly used in various fields such as medical imaging, materials analysis, and nuclear physics due 

to their high energy resolution capabilities.  

For 3D pixel detectors, as mentioned previously, the energy resolution is often better than 1 %, even 

reaching 0.1%. For example, Robertson JG et al. proposed a universal energy response model for 

determining the energy resolution of a detector based on the assumption that the energy response can 

be described by a Gaussian function. The model was tested on various detectors, including high-purity 

germanium, sodium iodide, and liquid argon detectors, with results showing that the model is accurate 

and can be used to determine the energy resolution of a detector with an uncertainty of less than 1% 

[22, 23]. Moreover, Oonuki, K. et al. developed a thick CZT detector with a thickness of 0.5 cm for 

rare event and low-background searches, including neutrino less double beta (0νββ) decay, low-energy 

nuclear recoils, and coherent elastic neutrino-nucleus scattering. The detector features an excellent 

energy resolution, low detection thresholds down to the sub-keV range, and enhanced background 

rejection capabilities. The energy resolution of these detectors is about 0.1% FWHM in the region of 
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interest around Qββ = 2039 keV [24] (Fig. 1). Besides, a P-type point contact (PPC) germanium 

detector used in rare event and low-background searches also achieved an energy resolution of about 

0.1% FWHM, with similar results to those mentioned previously [24, 25]. 

 
Fig. 1. Photo of the pixel detector. The detector has dimensions of 23.7 × 13.0 mm2 and a thickness of 

0.5 mm. The cathode surface is shown in the picture [25]. 

To comparing this feature, a universal energy response model has been proposed for determining the 

energy resolution of a detector. The model is based on the assumption that the energy response of a 

detector can be described by a Gaussian function. The model has been tested on a variety of detectors, 

including a high-purity germanium detector, a sodium iodide detector, and a liquid argon detector 

[22]. 

 

Radiation Tolerance 

High energy physics experiments often involve high radiation levels. Comparing the radiation 

tolerance of 3D pixel detectors with other detectors, such as silicon strip detectors or gas-filled 

detectors, can demonstrate their suitability for use in such environments. 

Dalla Betta G-F et al. discuss the radiation hardness of 3D silicon radiation detectors and their 

application in High Energy Physics (HEP) experiments, emphasizing the superior radiation tolerance 

of 3D detectors compared to planar sensors, along with other advantages [26]. Also, Dalla Betta G-F 

et al. present another study reviewing silicon radiation detectors, with a focus on fabrication aspects. 

They discuss the evolution of silicon radiation detectors from planar to 3D sensors and emphasize the 

advantages of 3D sensors, including their superior radiation tolerance [2]. Y. Dieter et al. compare the 

radiation tolerance of passive CMOS sensors with conventional planar sensors, demonstrating that 

passive CMOS sensors are radiation tolerant and can withstand a fluence of 1 × 1016 neq/cm2, the 

expected fluence for the future innermost ATLAS pixel detector layer. They also show that the 
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performance of passive CMOS sensors in terms of noise and hit-detection efficiency is comparable to 

that of conventional planar sensors [27]. 

 

Efficiency 

The efficiency of a detector in capturing and registering radiation events is an important performance 

metric. Comparing the efficiency of 3D pixel detectors with other detectors, can highlight their relative 

performance in detecting radiation. 

van der Sar et al. discusses the potential silicon photomultiplier (SiPM)-based scintillation detectors 

in photon-counting computed tomography (PCCT) scanners, as an alternative to CdTe and CZT 

detectors. They investigate fast SiPM-based scintillation detectors for X-ray photon-counting 

applications and compares their energy response and count rate performance with other detectors. The 

results demonstrate that the SiPM-based scintillation detectors exhibit higher detection efficiency than 

scintillation detectors and photomultiplier tubes [28]. Furthermore, in another study, van der Sar et al. 

review silicon radiation detectors, focusing on fabrication aspects. They discuss the evolution of silicon 

radiation detectors from planar to 3D sensors and highlight the advantages of 3D sensors, including 

their superior radiation tolerance. However, they do not compare the efficiency of 3D pixel detectors 

with other detectors [29]. Additionally, Iida, H. et al. compares the performance of a pixelated CdZnTe 

detector with a conventional scintillation detector, demonstrating that the CdZnTe detector exhibits 

higher energy resolution and detection efficiency than the scintillation detector [30]. 

 

Material Budget 

In high energy physics experiments, minimizing the material budget of detectors is essential to reduce 

multiple scattering and energy loss. Comparing the material budget of 3D pixel detectors with other 

detectors, such as wire chambers or calorimeters, can demonstrate their advantages in minimizing 

material interactions [31]. 

In comparing the material budget of 3D pixel detectors with other detectors such as wire chambers or 

calorimeters, it's important to consider the amount of material present in the detector system, as this 

can affect the interactions of particles and the overall performance of the detector [32]. 

3D pixel detectors typically have a low material budget due to their compact design and use of 

semiconductor materials. The thin active layers of the detector contribute to minimizing the amount of 
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material particles must traverse before interacting with the detector. This low material budget is 

advantageous in high-energy physics experiments as it reduces multiple scattering and energy loss, 

allowing for more accurate measurements of particle trajectories and energies [33]. 

In contrast, wire chambers, which consist of arrays of thin conducting wires, and calorimeters, which 

absorb and measure the energy of particles, can have higher material budgets. Wire chambers contain 

a larger amount of structural material due to the wires and support structures, while calorimeters often 

incorporate dense absorber materials such as lead or tungsten [34]. 

The lower material budget of 3D pixel detectors can be particularly beneficial in experiments where 

minimizing material interactions is critical for achieving precise measurements of particle properties 

and interactions. Additionally, in applications where space is limited or minimizing the impact of the 

detector on the particles being measured is important, the low material budget of 3D pixel detectors 

can be advantageous [35-36]. 

For high-energy physics experiments and other applications where material budget is a concern, the 

comparison of material budgets between 3D pixel detectors, wire chambers, and calorimeters is an 

important factor in selecting the most suitable detector technology for the specific experimental 

requirements. 

By comparing these performance factors, we can evaluate the strengths and limitations of 3D pixel 

detectors relative to other commonly used radiation detectors in high energy physics experiments. This 

comparison can inform the selection of detectors based on the specific requirements of the experiment 

and contribute to the advancement of radiation detection technologies in the field. 

 

Discussion 

Medical Imaging and Industrial Applications 

3D pixel detectors can be used for various medical imaging modalities, such as X-ray, computed 

tomography (CT), positron emission tomography (PET), and single photon emission computed 

tomography (SPECT). These modalities use different types of radiation sources and detection 

mechanisms to produce images of the internal structures and functions of the human body [1].  

The choice of one clinical device over another is influenced by technical disparities among the 

equipment, such as detection medium, shorter scan time, patient comfort, cost-effectiveness, 

accessibility, greater sensitivity and specificity, and spatial resolution [1]. 
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In [2] Silicon radiation detectors, a special type of microelectronic sensor, are reviewed for their 

fabrication aspects. They can directly convert radiation into an electrical signal, ready to be processed 

by an electronic circuit.  In conventional planar detection structures, photon absorption efficiency is 

limited by the thickness of the detector, which is itself limited by charge transport properties in the 

chosen material [37]. The evolution of detector technologies has been mainly driven by the ever-

increasing demands for frontier scientific experiments [2]. The effectiveness and precision of disease 

diagnosis and treatment have increased, thanks to developments in clinical imaging over the past few 

decades. This is due to the huge development and progression of science steadily in imaging modalities 

[1]. AI has been incorporated with diagnostic and treatment techniques, including imaging systems. 

Its applications aided in manipulating sophisticated data in imaging processes and increased imaging 

tests’ accuracy and precision during diagnosis [1,37,38]. 

DESIGN AND FABRICATION  

Beside comparing the performance of 3D pixel detectors with other types of radiation detectors, other 

features and fabrication methods could also be compared as follow.  

 

Fig. 2. 3D-trenched-electrode pixel: (A) schematic cross-section; layouts of two adjacent pixels of 55 

× 55 μm2 size in (B) existing device and (C) proposed device [39]. 

Boughedda A. et al. discusses a design modification to an existing 3D-trenched pixel detector aimed 

at improved fabrication yield (Fig. 2). The device concept is studied and its performance is evaluated 

by TCAD simulations, in comparison to the existing one. The modified design features a less uniform 

electric field distribution but is expected to yield good timing performance and high radiation 

tolerance. The results show potential for the proposed design but besides highlight some drawbacks, 

such as less uniform electric field distribution [39].  
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Anderlini L. et al. reports on the development, production, and characterization of innovative 3D 

diamond sensors achieving 30% improvement in both space and time resolution with respect to sensors 

from the previous generation (Fig. 2). This is the first complete characterization of the time resolution 

of 3D diamond sensors and combines results from tests with laser, β rays and high energy particle 

beams (Fig. 3) [40]. 

 
Fig.3. (A) schematic representation of the generic 3D a×b rectangular elementary cell. (B) projection 

of the cell on the transverse plane. (C) electrical model of a single cell [40]. 

G. W. Deptuch et al. discusses the vertically integrated photon imaging chip (VIPIC1) pixel detector 

(Fig. 4), a stack consisting of a 500-μm-thick silicon sensor, a two-tier 34-μm-thick integrated circuit, 

and a host printed circuit board (PCB) [41]. 

 

Fig. 4. A cross-section of the Ni-DBI bonding connection between the sensor diode and the pixel 

electronics of the VIPIC1 chip [41]. 

Liu, P. et al., introduces a new technique for luminosity measurement using 3D pixel modules. The 

technique has been tested using 2016 and 2017 ATLAS data at a collision energy of 13 TeV, and its 

integration into the comprehensive luminosity analysis is progressing well [42]. 
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Fig. 5. 3D pixel layouts, showing pairs of adjacent pixels [43]. 

3D pixel detectors have shown some unexpected and notable outcomes in various applications. For 

instance, the fabrication yield improved by a design modification to an existing 3D-trenched pixel 

detector at [39]. Also, the 3D silicon sensor technology has been chosen to instrument the innermost 

pixel layer of the ATLAS Inner Tracker at CERN, which is the most exposed to radiation damage. 

This is due to its superior radiation hardness [43]. In addition, three foundries (CNM, FBK, and 

SINTEF) have developed and fabricated novel 3D pixel sensors to meet the specifications of the new 

ITk pixel detector for ATLAS Inner Tracker Upgrade (Fig. 5). These are produced in a single-side 

technology on either Silicon On Insulator (SOI) or Silicon on Silicon (Si-on-Si) bonded wafers by 

etching both n- and p-type columns from the same side [43]. Furthermore, different applications have 

benefited from advancements in 3D detector technologies. For instance, new micro-dosimeters that 

can measure the linear energy transfer (LET) of ionizing particles at cellular levels were developed 

recently (Fig. 6). At the same time, highly efficient neutron detectors with trenches or 3D detectors 

made in diamond were developed by several research groups around the world too [44-46]. 

The emerging technologies and future trends in 3D pixel detector radiation detection technology 

include advancements in detector materials, such as the development of novel semiconductor materials 

with improved radiation detection capabilities and reduced noise levels. Additionally, there is ongoing 

research in the optimization of readout electronics to enhance the sensitivity and precision of radiation 

detection. Furthermore, advancements in data acquisition systems are enabling higher data throughput 

and improved signal processing for more accurate and efficient radiation detection. These 

developments are driving the evolution of 3D pixel detector technology towards higher performance 

and broader applications in fields such as medical imaging, security screening, and scientific research 

(Fig. 7). 

https://www.frontiersin.org/articles/10.3389/fphy.2022.957089/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.957089/full
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https://www.frontiersin.org/articles/10.3389/fphy.2022.957089/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.957089/full
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Fig. 6. Front side (a) and backside (b) photographs of IBL wafers. View of FE-I4 devices, front side 

(c,d) and backside (e) from ATLAS Forward Proton(AFP) production [44]. 

 
Fig. 7. Sketch of the cross-section (a) and frontside (b) of an ultra-thin 3D diode (U3DTHIN) [45]. 

 

Conclusion 

In conclusion, the comparative performance analysis of 3D pixel detectors and commonly used 

radiation detectors in high energy physics and imaging demonstrates the potential advantages of 3D 

pixel detectors in terms of spatial resolution, radiation hardness, and efficiency. The results suggest 

that 3D pixel detectors show promise for improving the precision and quality of data acquisition in 

high energy physics and imaging applications. However, further research and development are needed 

to fully realize their potential and address any remaining challenges. Overall, this analysis contributes 

to the ongoing exploration of advanced detector technologies for enhancing scientific research and 

medical imaging. 
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Abstract 

Natural radioactive materials are typically found in the water, air, and soil. In all building materials 

including concrete, brick, granite, and marble stones, etc., there are natural radionuclides from the K-

40, and decay series of U-238, Th-232, and. Measurement of these radionuclides are important for 

human health and for radiation protection. This study aimed to determine the activity of thorium-232, 

potassium-40, cesium-137, and radium-226 radionuclides in six samples of granite, and marble stones 

obtained from Neyriz City, Fars Province. 

Neyriz City in the Fars Province has many stone mines. For example, an active marble mine in this 

city extracts 2,500 tons per month, producing approximately 650–700 tons. The stones produced in 

this city are exported to most parts of Iran, and also other countries, such as China and India. 

In the first step, the stone samples were grounded to obtain a completely uniform sample, they were 

placed in suitable Marinelli containers and then examined and analyzed using gamma spectroscopy. A 

high-purity germanium detector was used to measure radionuclides. 

The maximum activities measured for Thorium-232, Potassium-40, and Radium-226 are 11.76, 

1215.55, and 29.96 Bq/kg, respectively, which were measured in the granite stone sample no.3. For 

Cesium-137, no activity higher than the minimum detectable activity of the detection system was 

observed in any stone sample. The maximum effective dose rate absorbed in the air caused by natural 

radionuclides was calculated in one of the granite stones as 111 nGy/h.  

Keywords: HPGe, Granite, Marble, Natural Radioactive, NORM, Gamma Spectroscopy 

 

Introduction 

Radioactivity is defined as the process of spontaneous decay and transformation of unstable nuclei into 

stable nuclei. Radioactive materials can be of natural or artificial origin [1]. Natural radionuclides 

include the decay chains of U-235, U-238, and Th-232, as well as K-40. Natural materials containing 

these nuclei are known by the NORM1 [2]. The concentration of natural radioactivity is important 

                                                 
1 Naturally Occurring Radioactive Material 
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from the point of view of health physics [3]. Natural radionuclides are found in water, air, and soil, so 

it is obvious that they are present in all building materials such as concrete, brick, sand, stone, etc. 

Marble is a metamorphic stone mainly composed of calcite and other minerals. Any limestone with a 

polishable surface is called marble and is mostly used as a wall and floor covering in houses. Because 

this stone is generally composed of sediments, it may contain some amount of radioactive material. 

Granite is a hard igneous stone that usually has a medium to coarse grain. Granites are suitable as 

construction and decorative materials for internal and external use [4]. 

Granite and marble are widely used as building materials in Iran and the world. Due to the presence of 

natural radionuclides in them, it is important to determine the activity concentration of these substances 

and to determine the radiation exposure of people. In the field of determining natural radioactivity, 

many investigations have been conducted in Iran, including in Golestan province, Fars province, the 

fields of the Parsian operational area, around Tehran city, Arak, Hoviezeh, Kerman, and Ramsar [5-

12]. 

Similar investigations have been conducted in other countries of the world, including the Netherlands, 

Bangladesh, Ireland, Iraq, and Qatar, to determine the natural activity in soil or building materials [13-

17]. There are three natural radioactive chains in nature, which are Uranium-235, Uranium-238, and 

Thorium-232[18]. Radon gas which is produced in natural decay chains, is the most important cause 

of internal exposure to people. Internal exposure to alpha particles occurs through inhalation of radon 

gas. Radium-226 is present in all rocks and soils in varying amounts. the activity of 226Ra in natural 

samples is determined by measuring the γ ray emitted from its progeny, like 214Bi, and 214Pb, 

provided that the 226Ra- 222Rn secular equilibrium has been established [19]. 

The purpose of this research was to determine the amount of natural, and artificial radioactivity of 

marble and granite stones used in Neyriz city of Fars province and also to evaluate the dose of people 

in the houses where these stones were used for their construction. 

 

Research Theories 

Gamma Spectroscopy: 

The stone samples were prepared from Neyriz city, which included three samples of marble and three 

samples of granite. The collected samples were crushed and dried to remove moisture and passed 
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through a mesh of a specific size and homogenized. Each sample was weighted and transferred to a 

clean and dry Marinelli container. Then they were sealed and kept for 8 weeks to reach equilibrium. 

Efficiency calibration was done by using a reference material, provided by the International Atomic 

Energy Agency, i.e. RGTh. The background measurement was performed for 327,600 seconds in the 

absence of any radiation source using an HPGe detector. 

The activity of six samples after reaching the secular equilibrium was measured using an HPGe 

gamma-ray spectroscopy system. The activity value of Ra-226 was calculated from the peaks of Pb-

214 and Bi-214. The activity of K-40 was obtained from the peak with the energy of 1461 keV of this 

radionuclide, and the peaks of Pb-212, Ac-228, and Tl-208 were used to calculate the activity of the 

Th-232 chain. 

  

Dosimetry quantities: 

Quantities to evaluate the amount of natural radiation of building materials: 

Radium equivalent activity 

It is useful to obtain the radiological risk of the building materials, which is obtained from Eq. 1. 

𝑅𝑎𝑒𝑞(
𝐵𝑞

𝑘𝑔
) = (𝐴𝑇ℎ ∗ 1.43) + 𝐴𝑅𝑎 + (𝐴𝑘 ∗ 0.77) 

Eq. 

1 

In this equation, ATh is the specific activity of thorium-232, ARa is the specific activity of radium-

226, and AK is the specific activity of potassium-40. The amount of activity equivalent to radium for 

the samples should be less than 370 Bq/kg [20-22]. 

Effective absorbed dose rate 

The effective absorbed dose rate from natural gamma radiation in the air at a distance of one meter 

from the ground surface is calculated using Eq. 2. 

�̇� (
𝑛𝐺𝑦

ℎ
) = 0.462𝐶𝑈 + 0.604𝐶𝑇ℎ + 0.0417𝐶𝐾 

Eq. 

2 

where the C coefficients of the activity of each substance are in terms of Bq/kg, the permissible limit 

of this coefficient is 80 nGy/h [23, 24]. 

Annual effective dose 

After calculating the dose using Eq. 2, the annual effective dose can be obtained using Eq. 3. 

AED(
𝑚𝑠𝑣

𝑦
) = �̇� (

𝑛𝐺𝑦

ℎ
) ∗ 8760(

ℎ

𝑦
) ∗ 0.7 ∗ 0.8 ∗ 10−6 

Eq. 

3 
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That the conversion factor of absorbed dose in the air to effective dose is 0.7 and the occupation factor 

indoor is 0.8. The amount of AED should be less than 1 millisievert per year [23-25]. 

Gamma activity concentration index 

This index related to the annual dose is due to gamma radiation caused by surface material, whose 

value should be less than 6 for surface materials such as tiles and less than 1 for bulk materials. This 

index is obtained using Eq. 4 [26, 27]. 

𝐼𝛾 =
𝐴𝑅𝑎
150

+
𝐴𝑇ℎ
100

+
𝐴𝐾
1500

 
Eq. 

4 

Internal hazard index 

The amount of internal exposure of radon and its daughters is quantified with this coefficient shown 

in Eq.5. For safe use of material in the building, this quantity should be less than one [28,29]. 

𝐻𝑖𝑛𝑡 =
𝐴𝑅𝑎
185

+
𝐴𝑇ℎ
259

+
𝐴𝐾
4810

 Eq. 5 

External hazard index 

The external hazard index can be determined by Eq. 6. If this index is less than one, the risk of natural 

external exposure will be negligible [28,29]. 

𝐻𝑒𝑥𝑡 =
𝐴𝑅𝑎
370

+
𝐴𝑇ℎ
259

+
𝐴𝐾
4810

 
Eq. 

6 

In this section, the summary of the theoretical basis should be given, if any. Here, you can cite 

handbooks or classical papers in the field, and use equations, if necessary. Do not use equations that 

are common knowledge. 

RESULTS AND DISCUSSION 

Based on the results, the MDA values for Th-232, Ra-226, and K-40 were found to be obtained 0.9692, 

1.2529, and 1.2056 Bq/kg respectively. The types of detected natural radioactive nuclei and their 

activity levels are shown in Table 1. 

Table 1.  Detected natural radioactive nuclei in each sample and their specific activity 

Sample K-40 (Bq/kg) 
Th-232 

(Bq/kg) 

Ra-226 

(Bq/kg) 

Marble 

no.1 
5.45±2/33 *2 20.42±4.52 

Marble 

no.2 
7.26±2.69 * 17.48±4.18 

Marble 4.4±2.09 * 19.98±4.47 

                                                 
2The values marked with * mean that the activity value is less than the minimum detectable activity value. 
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no.3 

Granite 

no.1 
2.81±1.67 * * 

Granite 

no.2 
7.5±2.74 * 2.71±1.65 

Granite 

no.3 
1215.55±34.86 76.11±8.72 29.96±5.47 

The highest specific activity of Ra-226 was observed in granite sample no.3 with value of 29.96±5.47 

Bq/kg. While in granite sample no.1, the amount of this radionuclide was lower than the minimum 

detectable activity amount. The activity of the thorium-232 chain in most of the samples was lower 

than the MDA value, except granite sample no.3. In granite sample no.3, the amount of potassium-40 

was significantly high and its value was measured as 1215.55±34.86 Bq/kg, while in other samples it 

was almost in the average value of 5.5 Bq/kg. 

The quantities used to determine the radiation risk and calculate the dose of people due to the natural 

radiation of building materials are calculated for each sample and listed in Table 2. 

Table 2. Evaluated quantities of natural radiation of building materials and their risk 

Sam

ple 
𝑅𝑎𝑒𝑞(

𝐵𝑞

𝑘𝑔
) �̇�(

𝑛𝐺𝑦

ℎ
) 𝐴𝐸𝐷 (

𝑚𝑠𝑣

𝑦
) 𝐼𝛾 𝐻𝑖𝑛𝑡 𝐻𝑒𝑥𝑡 

Mar

ble 

no.1 

24.61

7 

±4.86 

9.66

1 

±2.0

7 

0.04

7 

±0.0

1 

0.1

40 

±0.

03 

0.11

2 

±0.0

2 

0.05

6 

±0.0

1 

Mar

ble 

no.2 

23.07

0 

±4.66 

8.37

9 

±1.9

2 

0.04

1 

±0.0

1 

0.1

21 

±0.

03 

0.09

6 

±0.0

2 

0.04

9 

±0.0

1 

Mar

ble 

no.3 

23.36

8 

±4.75 

9.41

4 

±2.0

5 

0.04

6 

±0.0

1 

0.1

36 

±0.

03 

0.10

9 

±0.0

2 

0.05

5 

±0.0

1 

Gra

nite 

no.1 

2.164 

±1.28 

0.11

7 

±0.0

7 

0.00

1 

±0.0

003 

0.0

02 

±0.

001 

0.00

1 

±0.0

003 

0.00

1 

±0.0

003 

Gra

nite 

no.2 

8.485 

±2.67 

1.56

5 

±0.7

6 

0.00

8 

±0.0

03 

0.0

23 

±0.

01 

0.01

6 

±0.0

09 

0.00

9 

±0.0

04 

Gra

nite 

no.3 

1074.

771 

±127.

57 

110.

500 

±5.9

8 

0.54

2 

±0.0

3 

1.7

71 

±0.

09 

0.70

9 

±0.0

4 

0.62

8 

±0.0

4 
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In most cases, all parameters are below the limiting levels, except for granite no.3. Although in this 

sample, the equivalent activity of radium and effective absorbed dose rate are higher than the 

permissible limit, the annual effective dose rate is lower than the permissible limit for ordinary people. 

In addition, the Hint and Hext indexes are lower than the limited level for this sample. For granite no.3 

the gamma activity concentration index is less than the limited level for surface materials like tiles but 

this index is higher than the limited level for bulk material. The lowest measured parameters belong to 

granite sample no.1, all of which are less than limited levels. 

All parameters for marble stones are almost equal and their variation is negligible. 

 

Conclusions 

In this research, the radionuclides present in 6 samples of marble and granite stones used in Neyriz 

city of Fars province were identified using gamma spectroscopy using HPGe semiconductor detector, 

and their activities were determined. The maximum activity of Ra-226, Th-232, and K-40 was 

observed in granite sample number 3, and their values were 29.96±5.47, 76.11±8.72, and 

1215.55±34.86 Bq/kg, respectively. Except for one granite sample, the activity of the thorium-232 

chain was lower than the MDA value. Also, the activity value of radium-226 in granite sample no. 1 

was lower than this value. Values higher than MDA for cesium-137 were not observed in any sample. 

To check the amount of natural radiation of building materials and determine the amount of risk caused 

by them, it is recommended to calculate parameters such as radium equivalent activity, annual effective 

dose rate, gamma activity concentration index, internal hazard index, and external hazard index. 

Criteria and permissible limits are defined for each of the parameters. These parameters were 

calculated for each sample of marble and granite, and most of the samples were within the allowed 

range in terms of the amount of natural radioactivity. Although granite sample no.3 had an activity 

equivalent to radium exceeding the permissible limit, could be used as a building material due to the 

annual dose limit being lower than the permissible limit recommended by ICRP-60 for ordinary 

people. Based on the gamma activity concentration index, granite sample 3 should be used as tiles for 

the building. It is noticeable, that the granite sample no.3 measurement was repeated due to the 

significant high natural activity and confidence in the results, and the same results were obtained again.  

It is suggested that dosimetry be done for the workers and workplace of this stone’s mine to ensure the 

workers' safety and prevent occupational exposure exceeding the permissible limit. 
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Abstract 

Accurate dosimetry calculations are essential in nuclear medicine for optimizing patient care and 

safety. This study compares dosimetry calculations using the Monte Carlo (MC) method and the 

Medical Internal Radiation Dosimetry (MIRD) method for three radiopharmaceuticals administered to 

an adult female patient undergoing SPECT imaging. The absorbed doses in various organs were 

evaluated, with the MC method showing higher absorbed doses in the kidneys and liver, while the 

MIRD method predicted higher absorbed doses in the thymus, liver, and kidneys. The differences in 

dose estimations between MC and MIRD methods were 11.57% and 1.70% for the 99mTc-HMPAO 

and 99mTc-DMSA, respectively. The effective doses calculated by the MC method were 13.68mSv 

and 5.27mSv, while the MIRD method yielded slightly different results with effective doses of 

15.47mSv and 5.18mSv. The study concludes that MC calculations provide a more accurate 

representation of absorbed doses compared to the MIRD method, emphasizing the importance of 

accurate dosimetry in nuclear medicine. The MC method outperforms the MIRD method in predicting 

absorbed doses, making it a valuable tool for optimizing radiation therapies and improving patient 

outcomes. 

Keywords: Absorbed Dose, SPECT imaging, 99mTc-HMPAO, 99mTc-DMSA, MIRD method, 

Monte Carlo simulation. 

Introduction 

Nuclear medicine is crucial for improving healthcare, particularly in cancer treatment. Tomographic 

methods are used to determine activity distribution, and as new radiopharmaceuticals are introduced, 

the importance of nuclear medicine will continue to grow. Internal dosimetry calculates absorbed dose 

distribution within tissues, with SPECT images providing precise three-dimensional distributions. 

Biodistribution and imaging techniques are essential for absorbed dose calculations, which must be 

assessed individually for each patient due to patient-specific parameters[1]. The Medical Internal 

Radiation Dosimetry (MIRD) committee standardized methods for absorbed dose calculations, but 



 

44 

alternative methods are needed for diagnostic and therapeutic applications[2,3]. The Monte Carlo 

(MC) method involves computationally intensive calculations, while simpler calculations are used in 

MIRD methods. Studies have evaluated dosimetry for different radiopharmaceuticals, such as 111In 

and 90Y, and 18F-FDG for PET imaging, showing differences in calculated doses between MC and 

MIRD methods. Voxel-based dosimetry methods have been utilized to enhance therapeutic efficacy, 

and studies have compared different methods for estimating internal doses with promising results.  

Flux et al. evaluated the patient's dosimetry for the administered activity of 185 MBq of 111In on day 

zero, and 7.4–15 MBq/kg of 90Y on day 7. The study found that 90Y remained in the blood and target 

organs longer than 111In. The red marrow absorbed a median dose of 0.97 Gy for 90Y, and there was 

no correlation between hematological toxicity and the absorbed dose in the red marrow[1]. Ezzati et 

al. calculated the dose factors of 18F-FDG for patients undergoing PET imaging, revealing variations 

in calculated doses between MC and MIRD for different organs[4]. 

Kim et al. utilized personalized voxel-based dosimetry employing S-value techniques to assess the 

efficacy of 177Lu-DOTATATE therapy. They compared the accuracy of single- and multiple-voxel 

S-value methods through MC simulations, and validated the latter using a single-photon emission 

computed tomography dataset. The precision of the methods increased with the utilization of more 

dose kernels. The findings revealed that single voxel S-values and 20 voxel S-values exhibited average 

dose estimation errors of less than 6%, while organ-based dosimetry using OLINDA/EXM had errors 

of up to 123%. This suggests that voxel-based dosimetry techniques have the potential to enhance the 

therapeutic outcomes of 177Lu-DOTATATE and facilitate the investigation of tumor dose responses 

[5]. 

Accurate dosimetry calculations are crucial for therapeutic effectiveness and reducing radiation 

exposure, with the S-value and MC methods being commonly used techniques. This study aims to 

compare the accuracy of the MC and MIRD methods for absorbed dose calculations of specific 

radiopharmaceuticals in an adult female patient after SPECT imaging, with the goal of improving 

patient care and radiation safety in nuclear medicine practices. 
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Research Theories 

Monte Carlo Method: 

The MCNPX 2.7 code used MC simulation as a dosimetry method to accurately assess absorbed dose 

distribution by considering radionuclide and tissue density distributions. The study involved a female 

MIRD phantom undergoing SPECT imaging with 99mTc-HMPAO and 99mTc-DMSA 

radiopharmaceuticals. The administered activity for each radiopharmaceutical in SPECT imaging was 

740 MBq for 99mTc-HMPAO and 185 MBq for 99mTc-DMSA[6-8]. Biokinetic data from ICRP 

publications were utilized for calculating absorbed doses[9]. The table1 below shows the cumulative 

distribution of radiopharmaceutical activity for each SPECT imaging. The biokinetic model estimated 

the distribution and metabolism of each radiopharmaceutical in the body. Each simulation considered 

500 million particle histories, and the maximum uncertainty was below 1%. 

Table 1. Activity distribution data for 99mTc-HMPAO, and 99mTc-DMSA. 

Radiopharmaceutical 
Activity 

receives 
Organs 

𝐴�̃�/𝐴0 
(h) 

[9] 

99mTc-HMPAO 740 MBq 

Brain 

Thyroid 

Lung 

Stomach wall 

Small intestine wall 

Upper large intestine 

wall 

Lower large intestine 

wall 

Small intestine contents 

Upper large intestine 

Lower large intestine 

Kidneys 

Urinary bladder 

Red marrow 

Other organs 

0.41 

0.043 

0.71 

0.047 

0.20 

0.065 

0.050 

0.24 

0.32 

0.16 

0.62 

0.46 

0.51 

3.0 

99mTc-DMSA 185 MBq 

Kidneys 

Urinary bladder 

Liver 

Spleen 

Total body (excluding 

urinary bladder 

contents) 

3.7 

0.42 

0.40 

0.040 

6.8 
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The cumulative activity was determined using Equation 1, where 𝐴(𝑢)  represents the activity in the 

source organ at time u.  

�̃� = ∫ 𝐴(𝑢)
∞

0

𝑑𝑢                                            (1) 

The activity distribution of the patient following 99mTc-DMSA injection was obtained using a kidney-

bladder biokinetic model. To quantify the cumulative activity in the urinary bladder during the first 

bladder filling 𝑇𝑉, Equation 2 was used. Calculating the absorbed dose in the bladder is more complex 

than in a static organ. The ICRP recommends a urinary voiding interval of 3.5 hours for adults. 

Equation 2 takes into account various factors such as biological constant 𝜆𝑖, radioactive decay constant 

𝜆𝑝, fraction of excreted activity eliminated through the kidneys 𝑓𝑟, and fraction of administered activity 

𝑎𝑖 with component 𝑖.  

 

�̃�𝑈𝐵 = 𝑓𝑟 ∑ 𝑎𝑖 (
1−𝑒−𝜆𝑝𝑇𝑉

𝜆𝑝
−
1−𝑒−(𝜆𝑖+𝜆𝑝)𝑇𝑉

𝜆𝑖+𝜆𝑝
)𝑁

𝑖=1
1

1−𝑒−(𝜆𝑖+𝜆𝑝)𝑇𝑉
                 (2) 

To calculate the cumulated activity of 99mTc-HMPAO, the gastrointestinal tract, biliary excretion, 

and liver biokinetics model were applied [9]. It was assumed that the patient did not ingest any activity, 

and the radiopharmaceutical entered the small intestine via the liver and gallbladder. Equation 3 

describes the activity in other organs during radiopharmaceuticals' decline or buildup. 

𝐴�̃�(𝑡)

𝐴0
= 𝐹𝑠 ∑ 𝑎𝑗

𝑛+𝑚
𝑗=𝑛+1 ∑ {𝑎𝑖  

𝑇𝑖

𝑇𝑖−𝑇𝑗
[exp (

−𝑙𝑛(2)

𝑇𝑖.𝑒𝑓𝑓
𝑡) − exp (

− 𝑙𝑛(2)

𝑇𝑗.𝑒𝑓𝑓
𝑡)]}𝑛

𝑖=1     (3) 

Assuming that the total accumulated activity is �̃� (MBq) and the dose for a unit of administered activity 

is E(MeV/g), the absorbed dose (Gy) in the organs mentioned above was calculated using Equation 4, 

which can be represented as: 

D0̇ = 𝐴 ̃E (
MeV

gs
) × 1.6 × 10−13

J

MeV
× 103

g

kg
 = 1.6 × 10−10  ×  �̃� E (

J

kg∙s
)       (4) 

The whole-body effective dose for the patient is calculated using Equation 5, where 𝑊𝑇 represents the 

tissue weighting factor and 𝐻𝑇 represents the equivalent dose to the tissue. 

𝐻𝐸 = ∑𝑊𝑇 𝐻𝑇      (5)   

MIRD Method: 

In the MIRD method, Equation 6 is used to calculate the dose to an organ that is exposed to radiation 

from both the activity and surrounding organs: 
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𝐷 = 𝐴�̃�  𝑆                                            (6) 

Here, 𝐴�̃�  represents the cumulative activity, and S is the absorbed dose per unit cumulated activity (S-

value). The S-value is determined by the sum of ∆Φ for each organ, as shown in Equation 7: 

𝑆 = ∑∆Φ              (7) 

The calculation of S involves the summation of 𝑦𝑖, 𝐸𝑖, and Φ𝑖(𝑟𝑇 ← 𝑟𝑆), as given in Equation 8 [10]: 

𝑆 = ∑ 𝑦𝑖 𝐸𝑖  Φ𝑖(𝑟𝑇 ← 𝑟𝑆)𝑖                   (8) 

The Specific Absorbed Fraction (SAF), denoted by ∑∆Φ, and the yield 𝑦𝑖 (measured in unit  (
1

𝐵𝑞⋅𝑠
)) 

are presented in reference data using the MIRD formalism. Finally, the dose 𝐷(𝐺𝑦) for several source 

regions is calculated using Equation 9 [11]: 

𝐷(𝐺𝑦) =   ∑ 𝐴𝑠  ̃(𝑟𝑆) ∙ 𝑆(𝑟𝑇 ← 𝑟𝑆)𝑆                         (9) 

Each source organ is calculated separately. 

  

Results and Discussion 

Monte Carlo Method: 

Table 2 displays the absorbed doses of various organs in a patient who has received injections of 

radioisotopes: 99mTc-HMPAO and 99mTc-DMSA. The doses were determined through MC 

simulation, indicating that specific organs absorbed higher doses. 

Table 2. Absorbed doses (Gy) of patient organs after injection of 99mTc-HMPAO, and 99mTc-

DMSA (MC results). 
Organs  Absorbed dose (Gy) 

 99mTc-DMSA 99mTc-HMPAO 

Trunk  1.13E-03 2.88E-03 

Head  2.07E-04 5.55E-04 

Adrenals  3.46E-03 8.25E-03 

Uterus  8.10E-04 4.31E-03 

Thymus  4.75E-04 8.66E-04 

 Spleen  3.12E-03 7.32E-03 

Pancreas  2.65E-03 6.08E-03 

Kidney  1.99E-02 4.88E-02 

Heart  8.11E-04 1.57E-03 

Gall bladder  2.18E-03 5.03E-03 

Stomach  1.54E-03 3.44E-03 

 Lung  7.81E-04 1.52E-03 

Colon  1.13E-03 3.03E-03 

Small intestine  1.43E-03 3.57E-03 

Breasts  3.59E-04 6.69E-04 

Ovaries  8.22E-04 2.78E-03 
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Urinary bladder  5.72E-04 1.74E-02 

Oesophagus  1.07E-03 2.23E-03 

Liver  1.67E-03 3.75E-03 

Thyroid  4.62E-04 8.28E-04 

Body skin  2.75E-04 6.33E-04 

Brain  3.34E-04 3.60E-03 

Salivary glands  5.64E-04 1.28E-03 

Upper arm bone  6.67E-04 1.29E-03 

Lower arm  4.64E-04 1.01E-03 

Spine  2.58E-03 5.97E-03 

Skull-cranium and Facial skeleton  3.66E-04 2.19E-03 

Pelvis, Clavicles and Scapulae  1.18E-03 3.21E-03 

Legs up  3.09E-04 5.84E-04 

Legs down  1.79E-04 2.87E-04 

Rib cage  8.95E-04 1.87E-03 

Leg bone up  6.30E-04 1.20E-03 

Leg bone down  4.22E-04 6.73E-04 

 

MIRD Method: 

Table 3 shows the results from the MIRD method used to calculate absorbed doses in various organs. 

The MIRD method is a standard way to estimate radiation doses in the human body. The study found 

that the kidneys, spleen, and adrenal glands had the highest doses of 99mTc-DMSA, and the kidneys, 

urinary bladder, and gall bladder had the highest absorbed doses of 99mTc-HMPAO. 

Table 3. MIRD-calculated organ absorbed doses (Gy) for two gamma decay energies of 99mTc-HMPAO, and 

99mTc-DMSA (MIRD results). 

Organs   

99mTc-DMSA 99mTc-HMPAO 

trunk/muscle 9.82E-04 3.97E-03 

adrenals 3.01E-03 6.72E-03 

uterus 1.56E-03 7.67E-03 

thymus 8.11E-04 4.16E-03 

spleen 2.89E-03 5.61E-03 

pancreas 2.50E-03 6.73E-03 

kidney 1.38E-02 1.32E-02 

heart 1.16E-03 5.37E-03 

gall bladder 2.34E-03 1.06E-02 

stomach 1.61E-03 5.15E-03 

lungs 1.01E-03 5.85E-03 

large intestine, colon 1.62E-03 9.01E-03 

small intestine 1.63E-03 7.53E-03 

breasts 5.55E-04 5.04E-03 

ovaries 1.36E-03 7.38E-03 
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urinary bladder & contents 2.42E-03 1.15E-02 

liver 2.12E-03 7.47E-03 

thyroid 7.57E-04 7.45E-03 

skin 5.06E-04 2.12E-03 

brain 5.56E-04 5.06E-03 

LLI Wall 1.26E-03 7.42E-03 

Total Body 1.10E-03 4.36E-03 

Red Marrow 1.25E-03 4.64E-03 

Bone Surfaces 1.96E-03 8.26E-03 

Table 4 compares the effective dose differences between MC simulation and MIRD methods, 

highlighting the importance of accurate dose calculation methods. It also emphasizes the significance 

of reliable methods for calculating absorbed doses in the diagnosis and treatment of diseases. 

 

 

Table 4. The MC and MIRD methods were used to calculate the effective doses of 99mTc-HMPAO, 

and 99mTc-DMSA. 

Calculation method Effective dose (mSv) 

99mTc-DMSA 99mTc-HMPAO 

MC 5.27 13.68 

MIRD 5.18 15.47 

Difference 1.70% 11.57% 

 

Table 4 presents the effective doses calculated using the MC and MIRD methods for 99mTc-HMPAO 

and 99mTc-DMSA. The MC method yielded effective doses of 13.68 and 5.27, while the MIRD 

method yielded 15.47 and 5.18 for the same radiopharmaceuticals. The differences in calculated 

absorbed effective doses for 99mTc-HMPAO and 99mTc-DMSA were 11.57% and 1.70%, 

respectively. These findings emphasize the importance of selecting the appropriate method for accurate 

dose calculations in nuclear medicine. Dosimetry results may vary between the MC and MIRD 

methods due to factors such as the MC method's consideration of tissue heterogeneity, organ geometry, 

and radiation interactions, in contrast to the simplified mathematical models and assumptions used in 

the MIRD method. The accuracy of input data, computational algorithms, and energy deposition 

models can also impact dosimetry results. MC simulations provide more accurate energy deposition 

models compared to MIRD methods, but the complexity of calculations in the MC method can lead to 

differences in dosimetry results. Both methods have their own advantages and limitations, and the 

choice depends on specific application requirements, available resources, and desired accuracy. 
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The study evaluated the absorbed dose of 99mTc-DMSA and 99mTc-HMPAO using the S-value and 

MC methods, comparing the percentage difference between the two methods. The use of MC in 

dosimetry calculations is prioritized due to its higher accuracy, despite the differences in dose 

estimation. Effective doses calculated using both methods still showed good agreement, as most of the 

deposited doses were caused by self-irradiation. 

Previous studies by Ezzati et al. used MIRD and MC techniques to calculate absorbed doses in patients 

undergoing diagnostic PET scans using 18F-FDG. The MC method was more accurate in calculating 

doses compared to the MIRD method, with calculated doses being 13.02% and 11.19% lower than the 

MC method for EC due to the significant effects of urinary bladder emptying on other organs. 

The MCNP simulation was used to generate accurate dosimetry data and determine the best approach 

for accessing radiation. The simulation results were found to be acceptable in comparison to the 

measurements in the phantom study, emphasizing the importance of advanced dosimetry methods for 

accurately estimating absorbed doses and optimizing radiation access. 

Conclusion 

We accurately calculated internal absorbed doses in adult female patients using MC and MIRD 

methods for 99mTc-HMPAO and 99mTc-DMSA administration. Our findings showed that the kidney 

received the highest dose in patients injected with these radiotracers. We also calculated effective doses 

using both methods. Our study provides important insights into the potential risks of these diagnostic 

procedures, helping healthcare professionals make more informed decisions for patient care. 
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Abstract 

The utilization of small-scale radiation detectors is beneficial due to their decreased sensitivity to 

background radiation and diminished geometrical acceptance, making them suitable for detecting low 

levels of activity. To develop a compact, portable, and cost-effective radiation detection system, 

commercial silicon photodiodes, initially intended for detecting photons within the visible, infrared, 

or ultraviolet ranges of the electromagnetic spectrum, can be employed. This paper presents the design 

and construction of an alpha detector using the BPW46 photodiode, which features a high sensitivity 

to alpha particles after removing the plastic layer from its sensitive surface. The readout preamplifier 

circuit comprises a NE5532P low-noise operational amplifier, while the counter system is based on 

the Arduino UNO R3. 

Keywords: Alpha radiation, Arduino UNO R3, BPW46 photodiode, Radiation detector 

 

Introduction 

Semiconductor detectors are devices used to detect and measure ionizing radiation. When radiation 

interacts with the sensitive volume of a semiconductor detector, it produces a large number of electrons 

and holes. These charge carriers are then moved under an applied electric field. Semiconductor 

materials benefit from smaller work functions compared to gas  and scintillation detectors, resulting in 

a higher number of generated charge carriers [1]. 

In addition to application-specific semiconductor detectors such as Si and Ge detectors made in p-n 

and p-i-n diode configurations [1][2], there is a possibility to use general-purpose semiconductor 

devices for detection of ionizing radiation. For example, in previous studies [3-6], optical photodiodes 

have been examined.     

Photodiodes are semiconductor devices that generate electrical signals primarily when exposed to 

visible light, ultraviolet, or infrared radiation. They consist of an intrinsic (i) semiconductor layer, 



 

53 

sandwiched between two n+ and p+ layers, serving as the radiation-sensitive part of the sensor. This 

configuration creates a p-i-n diode, as in Figure 1. By the absorption of light photons and the 

subsequent generation of electrons and holes, the output signal is formed. Similarly, when the 

photodiode is exposed to ionizing radiation, electron-hole pairs are created through processes such as 

Coulomb interaction (for charged particles) or photoelectric absorption and Compton scattering (for 

photons). Like specialized radiation detectors, a photodiode a radiation detector is reverse biased, as 

shown in Figure 1, to increase the sensitive volume of the detector [7][8]. 

 

Fig. 1. Schematic of a p-i-n photodiode with an intrinsic semiconductor layer sandwiched between 

two heavily doped n+ and p+ layers. The photodiode is reverse biased by a battery supply. The anti-

reflective window provides the optical coupling of the sensor with the environment. 

Charged particles, particularly heavy charged particles, may not reach the sensitive volume of the 

detector due to energy loss through Coulomb interaction in the lens and filter of the photodiode. This 

is why it is necessary to remove the disturbing layers from the path of radiation through physical or 

chemical methods. 

The energy responses of some low-cost silicon photodiode detectors, applied for various types of 

radiation, including alpha particles, fission fragments, internal conversion electrons, and X-rays are 

presented in [9][10]. In reference [11], Hamamatsu PIN silicon diodes, originally designed for 

detecting ambient light, are repurposed for the detection and spectroscopy of alpha particles, by using 

a low-noise charge-sensitive preamplifier. Reference [6] describes the application of two low-cost 

silicon p-i-n diodes, BPX61 and BPW34, as portable radiation counters. The BPW34 chip is used to 
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detect beta particles, while BPX61 employed to detect alpha particles after removing the entrance glass 

window.  In reference [12], a SFH206K-Osram photodiode and a charge-sensitive preamplifier are 

proposed for detection and spectroscopy of alpha particles.  

The aim of the current study is to design and construct a low-cost alpha radiation counter utilizing the 

BPW46 [13] photodiode. 

Materials and Methods 

The signals obtained from the photodiode cannot be measured directly due to their low amplitude. A 

readout circuit, comprising a logarithmic amplifier followed by a charge-sensitive amplifier, was 

implemented. This circuit efficiently processes the signals, counting and displaying the number of 

particles impinging on the photodiode (Figure 2) [15][14]. A comparator circuit was used to generate 

logic pulses proportional to the particles detected by the sensor, to finally give the number of counts 

[16]. In the proposed detection system, the threshold voltage can be adjusted using a variable resistor 

to eliminate electronic noise. 

 
Fig. 2. Readout circuit (top) and voltage comparator (down) for reading out the photodiode output 

pulses. A photodiode in reverse bias is also shown. Discrimination level is adjusted by a multi-turn 

potentiometer. 
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The printed circuit boards were designed using the Altium Designer software with the aim of 

minimizing noise. The components were arranged as close as practical to reduce the impact of input 

capacitance caused by cabling, ground loops, or radio-frequency pickups. Figure 3 provides two- and 

three-dimensional views of the designed preamplifier and discriminator systems. The photodiode and 

electronic circuit of the preamplifier were encased in a metal box to protect from environmental light 

and electromagnetic interferences.  

 

 Fig. 3. Two- and three-dimensional views of the readout electronic circuit designed in Altium Designer 

software version 22.6.1. 

In order to quantify the number of logical pulses, an Arduino Uno R3 was programmed in Arduino 

Integrated Development Environment (IDE) (Table 1). The functionality of the program was validated 

through the Proteus simulation program.  

Table 1. Program for calculating the rate of pulses. 
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// include the library code: 

#include <LiquidCrystal.h> 

// initialize the library with the numbers of the interface pins 

#include <LiquidCrystal.h>  

LiquidCrystal lcd(8, 9, 4, 5, 6, 7); 

int freqCounter = 0; 

long preMillis = 0; 

 

void isr() //interrupt service routine 

{ 

  freqCounter++; 

} 

 

void printCounting(){ 

  lcd.setCursor(6, 1); //6th column and second row 

  lcd.print((freqCounter/1000)%10); 

  lcd.print((freqCounter/100)%10); 

  lcd.print((freqCounter/10)%10); 

  lcd.print(freqCounter%10); 

  lcd.print(" "); 

} 

void setup() { 

   // set up the LCD's number of columns and rows: 

  lcd.begin(16, 2); 

  // Print a message to the LCD. 

lcd.print("Alpha detector"); 

delay(3000); 

lcd.clear(); 

  lcd.print("Count Per Second"); 

  printCounting(); 

  delay(10); 

  attachInterrupt(0,isr,RISING);  //attaching the interrupt 

} 

void loop() { 

   

 while((millis()-preMillis)<1000); 

 detachInterrupt(0);           //detaches the interrupt 

printCounting(); 

 freqCounter = 0; 

 preMillis = millis(); 

 attachInterrupt(0,isr,RISING);  //attaching the interrupt 

again 

} 

To detect alpha particles using BPW46 photodiode, its protective plastic layer (thickness of 0.7 mm) 

needs to be removed as it prevents alpha particles from reaching the sensor sensitive area. To have an 

assessment, let us assume an approximate mass stopping power (dE/ρdx) of 800 MeV.cm2/g for 5.5 

MeV alpha particles of Am-241 hitting mylar3. If we approximate the density of mylar to be ρ = 1.4 

g/cm3, the linear stopping power (dE/dx) would be:  

dE/dx = 800 MeV.cm2/g × 1.4 g/cm3 = 1120 MeV/cm which means a 1120 MeV of energy loss for 

each cm of mylar thickness. The thickness of the coating layer in our work is 0.7 mm, which results in 

an energy loss of  

1120 MeV/cm × 0.07 cm = 78 MeV 

This is much higher than the initial 5.5 MeV energy of the alpha particles. It means that the alpha 

particles are fully stopped in the coating layer. It should be remarked that the cover layer of the 

photodiode is made of plastic, not mylar. However, by repeating the calculations for plastic, a similar 

conclusion is expected. 

For the case of gamma rays of C0-60, assume a linear attenuation coefficient of μ ≈ 0.1 cm-1 for 1.17 

MeV photons of C0-60. By assuming a good geometry, the percent of the gamma-ray flux passing the 

plastic layer is 

I/I0 = exp(-μx) = exp(- 0.1 cm-1× 0.07 cm) = 99.3 % 

So we can conclude that the plastic layer is transparent to the gamma rays of Co-60. 

                                                 
3 www.ortec-online.com: Ortec Experiment 5: Energy Loss with Heavy Charged Particles 

http://www.ortec-online.com/
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Different physical and chemical methods are available to remove the plastic layer for alpha detection. 

In this study, acetone with a purity of 99.8% was used to effectively soften and eliminate the layer. 

However, there are limitations in fully removing this layer as the mechanical support of the structure 

is lost and the very delicate anode wire of the photodiode will be damaged. As a result, only some 

portion of the plastic layer was removed (Figure 4). 

  
(a) (b) 

Fig. 4. BPW46 photodiode (a) before and (b) after removing a portion of the plastic layer. 

The whole configuration of the nuclear electronics chain for the proposed detector is illustrated in 

Figure 5. Upon collision of alpha particles with the photodiode, a significant number of electrons and 

holes are created which are subsequently collected to form a very weak analog signal. This signal is 

then processed by the preamplifier circuit, then transferred to a discriminator circuit. The logic output 

of the discriminator is then sent to a programmed Arduino module, which calculates the pulse rate. 

Finally, the calculated value is displayed on a Liquid Crystal Display (LCD) screen. 

 

Fig. 5. Scheme of the processing chain of the proposed detector system. 

 

Results and Discussion 

First to assess the electronic noise, the output of the detector was observed on an oscilloscope in the 

absence of radioactive sources (Figure 6-a). The performance of the detector was evaluated by separate 

check sources emitting alpha particles (Am-241, activity of 0.034 μCi and alpha particle energy of 
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approximately 5.5 MeV) and gamma-rays (Co-60, activity of 0.71 µCi). Figures 6-b and 6-c display 

the responses of the sensor to alpha and gamma radiations, respectively.  

 

 

(a) 

 

(b) 
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(c) 

Fig. 6. (a) Output of the amplifier circuit without radioactive source, (b) in the presence of an Am-241 

alpha-emitting source and (c) in the presence of a Co-60 gamma-ray source. 

In the absence of a radioactive source, electronic noise signals with a maximum amplitude of 

approximately 10 mV were observed. After the source is placed, pulses of different amplitudes emerge 

both for alpha and gamma sources (Figures 6-b and 6-c). This is due to the way gamma and alpha 

particles interact with the sensitive area of the photodiode. Gamma-rays generally have a low 

interaction probability with silicon; even in cases of Compton scattering, only a fraction of the gamma-

ray energy is transferred to the photodiode. On the other hand, alpha particles can transfer a larger 

fraction of their energy through Coulomb interaction, resulting in higher-amplitude pulses. However, 

the amplitude of alpha pulses also depends on the angle at which they hit the sensitive surface of the 

photodiode [12]. With the alpha source, signals of amplitudes ranging from 50 mV to 1.2 V and a 

width of approximately 250 μs were observed. The gamma source led to the detection of pulses with 

amplitudes predominantly less than 60 mV.  

The measured average rates of the recorded pulses were about 160 and 70 counts per second (cps) for 

alpha and gamma sources, respectively. It should be remarked that only nearly one third of the sensitive 

area of the photodiode is available for detecting charged particles (Figure 4). Utilizing more portions 

of the photodiode surface can enhance the detection efficiency of the system.  

The detection efficiency of the detector was also calculated as follows. The activity of the alpha source 

is 1258 Bq (=0.034 μCi) with a source surface area of nearly 0.2 cm2. The total surface area of the 

sensor is 7.5 mm2 and let us assume a sensor sensitive area of 7.5/3 mm2 (with plastic layer partly 
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removed for alpha detection). Therefore, the rate of particles reaching the detector can be calculated 

from the ratio of surface areas of the sensor and the source: 

(
7.5
3 ) × 0.01 cm

2

0.2  cm2
× 1258 ≈ 158 cps 

This is in a very good agreement with the mean experimental counting rate of 160 cps which gives an 

intrinsic detection efficiency of 158/160 ≈ 100% for alpha detection. 

For the case of Co-60 source, the total activity is 26270 Bq (= 0.71 µCi). Let us assume that half this 

value is projected toward the detector. The effective source surface is estimated to be 0.785 cm2, and 

the sensor is exposed by all its surface area. This gives the rate of gamma rays reaching the detector 

as: 

7.5 × 0.01 cm2

0.785  cm2
× 26270 2⁄ ≈ 1255 cps 

with an experimentally-recorded mean count rate of 70 cps, the intrinsic efficiency for gamma 

detection is calculated: 70/1255 ≈ 6%. 

Conclusion 

An alpha particle counter based on BPW46 photodiode is reported, which is sensitive to alpha particles 

after removing its protective plastic layer. The low-cost nature of the detector makes it available to a 

wider range of users for the applications of radiation monitoring and safety. Improvements can be 

made in the future works to enhance its sensitivity, to reduce noise, and to minimize the pile-up effects 

under higher rates. It can also be modified to be applied for the spectrometry of alpha and beta 

radiations. 
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Abstract 

Radon gas is a significant source of natural radiation exposure in humans. In this research, the 

responses of three different radiation detectors are compared by preliminary test results for Radon gas 

detection. First detector is a pulse-mode counter developed by using a BPW34 photodiode. To amplify 

and read out the output signal of the photodiode, a charge-sensitive preamplifier is designed. A pulse 

counting circuit is implemented in the following. The second developed detector is a simple current-

mode air ionization chamber working at low applied voltages, with output signal enhanced by a current 

amplifier transistor, read out by an Arduino UNO module. Additionally, an alpha-sensitive Geiger-

Mueller counter (model NT-960, Novin Teyf) with a mica entrance window is employed as the third 

detector. Soil samples containing natural Uranium, in companion with all three detectors were sealed 

in a chamber to study the detector responses to changing concentrations of Radon gas. Findings 

indicate that all three detectors exhibit an increasing response as the concentration of Radon gas is 

increased.  

Keywords: Arduino-based ion chamber, Geiger-Mueller counter, Photodiode detector, Radon gas 

monitoring 

 

Introduction 

Radon-222 is a noble gas originating from the radioactive decay chain of Uranium or thorium, both of 

which found in minimal quantities in the majority of rocks and soils. The concentration of Radon gas 

varies by geographical region, season, and environmental conditions. Radon-222 undergoes alpha 

decay with a half-life of 3.82 days, leading to the formation of Polonium-218, which subsequently 

decays to Lead-214 through alpha decay with a half-life of 3.10 minutes. Alpha particles, having a 

high linear energy transfer, can inflict serious damage to cells along their path within tissue. 
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The World Nuclear Association currently identifies Radon as the main cause of radiation exposure in 

humans. Its invisibility, lack of odor, taste, and color make it difficult to identify without specific tools. 

Although Radon detectors are commercially available, their affordability may restrict their access. 

Passive detectors and electret systems are commonly used for long-term measurements of Radon, 

while systems with continuous function are most often used for online short-term measurements [1-

7].  

Radon and its decay products may emit alpha particles, beta particles or gamma rays. Hence, a range 

of alpha, beta, and gamma detectors can be applied: solid and liquid scintillation detectors, nuclear 

track detectors, electrometers, ionization chambers, semiconductor detectors, and thermo-

luminescence detectors [8]. 

Elísio and Peralta (2020) utilized a SLCD-61N5 low-cost planar photodiode and a charge-sensitive 

preamplifier, along with an Arduino-based counter system, as an active Radon gas detector [9]. 

Blanco-Novoa et al. (2018) tested an IoT remote Radon monitoring system for accurate measurement 

of Radon concentration in various locations including buildings in Galicia, Spain, where high levels 

of Radon gas are expected [6]. Kim et al. (2016) studied a PIN photodiode Radon sensor by which the 

measured rate for Radon-emitting soil was 4.38 counts per hour [10]. Bayrak et al. (2013) utilized a 

low-cost Radon detection system for predicting earthquakes, made of a windowless PS100-7-CER-2 

photodiode, in companion with an amplifier and shaper [11].  

Břízová et al. (2020) studied an ionization chamber in current-mode to detect alpha particles, equipped 

with an Arduino module [12]. Studnička et al. (2019) also tested a low-cost current-mode ion chamber 

developed for monitoring Radon gas, operating at a low voltage. The study reported a minimum 

measurable activity of approximately 50 Bq/m3 for Radon gas [13].   

In the current study, we mainly aim to assess the performance of two detectors: a pulse-mode detector 

based on a photodiode, and a current-mode ionization chamber. The idea is to monitor the variations 

in the concentration of environmental Radon gas. 

 

Experimental Setup 

In this research, two detectors similar to [13] and [14] were developed: a photodiode detector and a 

free air ionization chamber (Figures 1 and 2, respectively). Additionally, a Novin Teyf NT-960 Geiger-
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Mueller counter [15] was used. This detector, with a thin mica entrance window, is sensitive to alpha 

particles. All these three detectors were placed in a well-insulated chamber.  

The output signals of the photodiode were amplified and processed using a charge-sensitive 

preamplifier. To achieve this, a two-stage TLC272 operational amplifier was utilized. A discriminator 

unit was also implemented to produce logic pulses that correspond to the particles detected by the 

photodiode. Finally, a microcontroller was programmed to calculate the rate of logic pulses and display 

the result on a LCD screen [16] (Fig. 1). To enhance the detection of beta particles, the protective 

plastic layer on the photodiode was sanded down to a much lower thickness. The BPW34 photodiode 

[17], in companion with the preamplifier were enclosed in a metal casing to protect from interfering 

light or electromagnetic waves. A tiny hole on the metal box permitted the passage of Radon gas, while 

blocking any environmental light. 
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Fig. 1. The photodiode detector. Top: schematic view of the detector designed in Altium Designer 

software. Down: assembled detector, including (1) the charge-sensitive preamplifier with the BPW34 

photodiode, and (2) the counter system.  

 

In the ion chamber, a guard ring is employed to minimize the leakage current. A BC517 NPN 

Darlington transistor [18] is used to amplify the chamber current signal (Fig. 2). A DC voltage booster 

module is employed to enhance the applied voltage. To measure the output signal, the analog-to-digital 

converter of an Arduino UNO board is utilized. The recorded values are then transmitted to an 

smartphone via a HC-05 Bluetooth module. To prevent from electromagnetic wave interferences, a 

metal cap envelopes the readout circuit on the top, and a metal grid covers the bottom side of the 

chamber, where the radiations are allowed to enter via. 

 

 

  

 Fig. 2. The current-mode ionization chamber: Left: the detector sensor circuit. Right: the fabricated 

detector. 

The experimental setup is shown in Figure 3, in which there exist two separate chambers: one 

containing Uranium soil (number 1) and the other, the detectors (number 2). The total volume of these 

chambers is roughly 40 liters. During the measurements, the room temperature was held at 25 degrees 
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Celsius. An InstruStar-ISDS205A oscilloscope card was utilized to monitor the outputs of the 

detectors. 

 

Fig. 3. The experimental setup. (1) An insulated container of Uranium containing ore and soil which 

produce Radon gas. (2) An insulated chamber where detectors are placed inside. (3) Lead blocks to 

protect the detectors from direct exposure by gamma rays of Uranium. (4) Power supply and readout 

system of the Geiger-Mueller detector. (5) InstruStar-ISDS205A oscilloscope card. (6) Laptop for 

reading the output of the oscilloscope card. 

 

 

Results and Discussion 

First to measure the background values, the Geiger-Mueller detector, the ion chamber, and the 

semiconductor detector were set up in the absence of Radon gas, and their corresponding values 

recorded (shown as the data points of day 1 in Fig. 4). The count rates of the Geiger-Mueller and the 

semiconductor detectors were obtained by averaging the counts recorded over 100-second intervals. 

Subsequently, the Radon gas was introduced, allowed to enter the chamber for 15 days, which 

corresponds to roughly four half-lives of Radon. During this period, the Radon concentration built up. 

In the next phase, the entrance valve was closed so as to evaluate the decrease in Radon concentration. 

Measured values of each detector were normalized to their corresponding maximum value (reached 

on day 15), and the concentration curves plotted altogether in Figure 4.  
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Fig. 4. Normalized concentration curves of the three detectors: the Geiger Mueller (GM) detector, ion 

chamber (IC) and the semiconductor detector (Sem.). The Radon entrance valve was close on day 15. 

 

An exponential fitting of the decaying part of the GM curve in Figure 4 gives the half-life (t1/2) of 

Radon gas acceptably. To this goal, a single exponential function as Eq. 1 was fitted to the data points 

of days 15-25 of the GM curve.  

  (1) 
y(t) = y0 + Ae

−0.693(t−t0)/t1
2    

where y0 is a bias term, A amplitude, t time in days and t0 = 15 the start time. The fitting result gives 

a calculated t1/2 of 4.2 days, in acceptable accordance with the true half-life of Radon, 3.82 days. The 

discrepancy may be attributed to the absence of information on days without measurement, as well as 

the measurement errors.  

While the Geiger-Mueller counter acceptably follows the expected behavior, the semiconductor 

detector fails due to its quite lower number of counts (due to its lower detection efficiency) and 

increased statistical fluctuations of the recorded counts. A lower sensitivity for the semiconductor 

detector is also observed with outputs tending to zero when the activity is low (after day 18 and before 

day 8). For the case of ion chamber, a relatively large background leakage current (the normalized 

output level of nearly 0.5 in Fig. 4) is observed from which the curve rises and to which it returns back. 

This high level of leakage current limits the sensitivity of the ion chamber. 
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Despite the fact that the results by the ion chamber and the semiconductor detector deviate from the 

expectations, in general, it can be observed that when the concentration of Radon gas inside the 

chamber was increased, all three detectors exhibited an increasing trend. Conversely, when the gas 

valve was closed and the concentration of Radon decreased, all three detectors recorded a decreasing 

trend of data.  

 

Conclusions 

In this study, the design and preliminary test results of a photodiode detector, as well as an ion chamber 

were reported. These detectors benefit from several advantages including portability, compactness, on-

line response (in comparison with passive detectors), low energy consumption and low manufacturing 

costs. Generally based on experimental tests, it was shown that both detectors, along with a standard 

Geiger-Mueller counter, could follow the increasing and decreasing trends in Radon gas concentration. 

Limitations of the proposed detectors include their sensitivity and probable response stability issues. 
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Abstract  

One of the challenges of individual and environmental dosimetry in Iran is the absence of standard 

radiation fields with various energies for calibrating the dosimeters. For dosimetry in photon fields, 

only the standard fields of 60Co (1.25 MeV) and 137Cs (662 keV) sources, located in the Karaj 

Secondary Standard Dosimetry Lab (SSDL) can be utilized. If response of a given dosimeter is 

independent of the photon energy in a definite range, its calibration curve obtained in the SSDL can 

be applied for the other photon fields covering that energy range. Thus, the dose-equivalent measured 

by the dosimeter is true within an acceptable uncertainty. Otherwise, some large uncertainty would be 

imposed to the quantity of dose-equivalent measured by the dosimeters. This study aims to determine 

energy response of a personal thermoluminescence dosimeter (TLD) designed for determining the 

personal dose-equivalent, Hp(10), in order to investigate whether the calibration curve in the 60Co 

gamma field can be utilized for assessing the dose-equivalent in the photon fields with different 

energies. To do this, First, enough number of TLD dosimeters (an appropriate plastic badge including 

a TLD-100 chip) are irradiated with a few Hp(10) values using the 60Co source in the Karaj SSDL. 

The badges are placed on a water phantom with dimensions of 30×30×15 cm3, one meter distant from 

the source. Then, MCNP4C code is used to calculate the energy response at 662 keV and 1.25 MeV 

energies and are validated with the experimental data. Next, the calculation is carried out for several 

other energies in the range of 20 keV to 1.25 MeV. Obtained results show that for the energies more 

than 400 keV, the response of the dosimeter is independent of the photon energy, within 10% 

uncertainty. But for the energies smaller than 400 keV, a significant dependence on the energy is 

observed; such that in 40 keV the response is about 2 times larger than that at 1.25 MeV. This means 

there is an overestimation and uncertainty for the Hp(10) values of those personnel working with low-
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energy photons. It can be concluded that some correction factor will be required to be applied for the 

responses in the low energy region in order to reduce the mentioned uncertainty.  

Keywords: Energy response, Thermoluminescence dosimeter, Individual dose-equivalent  

Introduction  

After the discovery of the thermoluminescence properties of some materials such as lithium fluoride 

and their potential for use in radiation dosimetry, a large number of investigations have been carried 

out on the properties and uses of the dosimeters [1-4]. Various studies showed that the radiation energy 

and angle of radiation have a significant role in the response of TLD dosimeters [5-12]. 

In the past three years, a thermoluminescence dosimetry system has been established in Nuclear 

Science and Technology Research Institute (NSTRI) to determine the dose-equivalent of personnel 

working with photon fields. One of the largest sources of uncertainty in the above system is the energy 

dependence of the dosimeter. Because there are only two standard photon sources of 60Co and 137Cs 

located in Karaj (SSDL) are available for calibration. When utilizing the calibration curves obtained 

in these fields for the dosimeters irradiated in the low energy fields, some uncertainty would be 

imposed on the dose equivalent values, if the energy response per unit of dose in the measurements 

and calibration fields are not similar, caused by the dependency of the dosimeter response on the 

photon energy. In this work, the aim is to determine the energy response of the dosimeter used in 

NSTRI to find out if it is calibrated in the standard fields of Karaj SSDL, the calibration curve can be 

used for the dosimeters used in the fields with different energies or not. The results will have an effect 

on the amount of uncertainty of the dosimetry system. 

 

Experimental  

In this section, first the energy response of individual dosimeter is calculated for the energies 662 keV 

(137Cs) and 1.25 MeV (60Co). The individual dosimeter used in NSTRI is shown in Fig.1. It is a 

plastic badge equipped with a filter of 1000 mg/cm2 for measurement of HP(10) value. In addition, 

each badge has a TLD-100 chip as the sensitive volume. In this work, before irradiation five TLDs 

were annealed and put in their badges. The irradiation was carried out by means of 137Cs and 60Co 

standard field of Karaj SSDL as shown in Fig. 2 where dosimeters were irradiated with dose-

equivalents 0.5, 7.0 and 20 mSv. The badges were placed on a slab phantom (30 cm × 30 cm × 15 cm) 

in a 100 cm distance from the source. Before irradiation, the TLD-100 dosimeters were annealed in 
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the oven at 400 °C for 1 hours followed by an extra annealing at 100 °C for 2 hours. After irradiation 

in the SSDL, the TLDs were preheated at 100 °C for 10 min to eliminate unstable thermoluminescence 

(TL) signals. Finally, they were read by a Harshaw 4500 TLD reader (Gammasonics, USA) in which 

the reading procedure started from 50 °C to 300 °C with a rate 25 °C/s. Furthermore, In the 

measurements, the total TL response (the electric charge given by the reader) modified by the 

Elemental correction coefficient (ECC) was considered as the desired experimental response.  

  

Fig. 1. The individual dosimeter used in NSTRI.  

  

  

Fig. 2. The irradiation setup used in Karaj SSDL.  
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Fig. 3. The geometry simulated in the MCNP4C code.  

 

Simulation  

In order to calculate the energy response of the individual dosimeter described in the previous section,  

Monte Carlo simulations using MCNP4C code were performed. The simulated geometry is shown in 

Fig. 3 in which the badge containing the TLD and the water phantom were considered. Lithium fluoride 

(LiF) was chosen as the TLD material. To reduce the computation time, the photons were emitted 

within a solid angle such that at the place of dosimeter on the phantom surface, the field was 

surrounded by a circle of 10 cm in diameter. The photon energies from 20 keV to 1.25 MeV were 

considered. The response at photon energy E was calculated by Eq. (1) [1]:  

                                                                                                   (1)  

in which 𝒓(𝑬) was the reading of dosimeter at energy E and 𝑿𝒂𝒊𝒓(𝑬) was the exposure value at this 

energy. Since the exposure is proportional to the collision KERMA when charged particle equilibrium 

(CPE) is established, 𝑲𝒄,𝒂𝒊𝒓(𝑬) was used instead of exposure. Furthermore, From the fact that 𝒓(𝑬) 

is proportional to the total energy deposited in the TLD chip, Eq. (1) changed to  

                                                                                               (2)  

when c was the proportionality constant. Finally, the relative energy response was obtained by 

normalizing the response at any energy to that of 1.25 MeV, i.e.,   
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                                                                                        (3)  

The energy deposit and air KERMA values were calculated by *F8 tally in the TLD and F6 tally in 

the air, respectively. To obtain the air KERMA, an air sphere with 5 cm diameter was simulated instead 

of the dosimeter without phantom. It should be notified that to have CPE condition, a PMMA wall was 

considered surrounding the air sphere. For any energy, the thickness of PMMA wall was selected equal 

to the range of secondary electrons with energies equal to their primary photons obtained from the 

NIST [13] library.  

In order to validate the simulation, first the energy responses of 662 keV (137Cs) and 1.25 MeV (60Co) 

gamma rays together with the relative responses (to 60Co) were calculated. The responses were 

computed per unit of dose-equivalent. Then, the experimental relative responses were determined from 

the TL responses (i.e., the charge measured by the reader in the unit of nC) measured for three dose-

equivalents of 0.7, 5 and 20 mSv. It should be noted that for any dosimeter, the TL response was 

multiplied by the corresponding ECC value of the TLD chip. Next, the average relative response was 

compared with the calculated one. 

 

Results and Discussion  

Table 1 presents the calculated and experimental relative responses. The uncertainty value (with 

coverage factor 2) of the measured responses is 25% in the used TLD dosimetry system which is added 

to the table. The comparison reveals that for the both energies considered (662 keV and 1.25 MeV), 

the calculated and experimental relative responses are the same (both equal to 1.00). Therefore, the 

simulation was confirmed by the experimental data. 

After validation of the simulation, the energy responses for other energies are computed by Eq. (3) as 

given in Table 2. The uncertainty values (coverage factor 2) are determined using the error propagation 

formula. Furthermore, Fig. 4 shows the variation of relative energy response vs. the photon energy. 

The error bars show the standard deviation of the data. As can be observed, the curve has a peak below 

0.4 MeV in which the relative energy response reaches to its maximum value (=1.92) at 40 keV.  In 

this energy range, the photoelectric effect dominates where the absorption coefficients of the dosimeter 

(including the badge and TLD) are vastly different from that of air. On the other hand, for the energies 

larger than 0.4 MeV, the response is almost independent of photon energy. Because, in this region 
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Compton scattering is the dominant interaction where the absorption coefficients of the dosimeter and 

the air are similar.  

As the final point, regarding Fig. 4 and Table 2, one can conclude that for the individual dosimeter 

using TLD-100 chip some correction is required for the energy response, especially for the energies 

smaller than 0.4 MeV. The reason is that the calibration in 137Cs or 60Cs fields can be used for the 

other energies only when the dosimeter response is independent of the photon energy. Otherwise, there 

would be some error in determining the dose-equivalent especially in the low energy region. 

Considering the single photon energies, the required correction factors can be defined as the inverse 

of the relative response values. Table 3 presents the correction factors for different photon energies 

considered in this work. It is found that their variation with the photon energy is the inverse of that of 

for the relative responses plotted in Fig. 4. 

Table 1. The experimental values of the energy and relative responses for the dosimeters irradiated 

with dose-equivalents 0.7, 5.0 and 20.0 mSv in with 137Cs and 60Co sources.  The calculated values 

per unit of dose are given for comparison. Two standard deviations of the data are also presented.  

 

Hp(10) (mSv) RTL,exp(nC) Rrel, exp Rrel, exp, ave Rcal Rrel, cal 

0.7 Cs: 255.81±63.98 0.91±0.32    

5.0 

Co: 282.31±70.58 

Cs: 2083.56±520.9 

Co: 1964.42±491.1 

1.06±0.37 
 

1.00±0.58 

Cs: 1.00±0.02 

Co:  1.00±0.02 

 

1.00±0.03 

20.0 
Cs: 8362.41±2090.6 

Co: 8062.89±2015.62 
1.03±0.36    
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Table 2. Calculated values of  the energy response for different photon energies. 

E (MeV) Kair (J/Kg) Edep (MeV) R (E) Rrel 

0.02 

0.03 

0.04 

0.06 

0.08 

0.10 

0.14 

0.30 

0.40 

0.511 

0.662 

0.80 

1.00 

1.25 

1.01E-17 

4.46E-18 

2.73E-18 

2.01E-18 

2.28E-18 

2.84E-18 

4.29E-18 

1.09E-17 

1.49E-17 

1.91E-17 

2.44E-17 

2.90E-17 

3.51E-17 

4.17E-17 

1.08E-09 

8.99E-10 

6.58E-10 

4.63E-10 

4.39E-10 

4.89E-10 

6.72E-10 

1.43E-09 

1.89E-09 

2.41E-09 

3.05E-09 

3.60E-09 

4.28E-09 

5.23E-09 

1.07E+08 

2.02E+08 

2.41E+08 

2.31E+08 

1.93E+08 

1.72E+08 

1.57E+08 

1.32E+08 

1.27E+08 

1.27E+08 

1.25E+08 

1.24E+08 

1.22E+08 

1.26E+08 

0.85±0.04 

1.61±0.06 

1.92±0.04 

1.84±0.08 

1.54±0.06 

1.37±0.02 

1.25±0.02 

1.05±0.04 

1.01±0.04 

1.01±0.04 

1.00±0.02 

0.99±0.04 

0.97±0.04 

1.00±0.02 

 

  

 

Fig.4. Variation of the relative energy response of the individual dosimeter vs. Photon energy. Error 

bars show the uncertainty values with the coverage factor 2.  
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Table 3. The correction factors to be applied for the relative response. 

  

E (MeV) Rrel 
Correction 

factor 

0.02 

0.03 

0.04 

0.06 

0.08 

0.10 

0.14 

0.30 

0.40 

0.511 

0.662 

0.80 

1.00 

1.25 

0.85±0.04 

1.61±0.06 

1.92±0.04 

1.84±0.08 

1.54±0.06 

1.37±0.02 

1.25±0.02 

1.05±0.04 

1.01±0.04 

1.01±0.04 

1.00±0.02 

0.99±0.04 

0.97±0.04 

1.00±0.02 

1.17 

0.62 

0.52 

0.54 

0.65 

0.73 

0.80 

0.95 

0.98 

0.99 

1.00 

1.01 

1.03 

1.00 

 

 

Conclusions  

In the present work, the energy response of personal dosimeter based on the TLD-100 chip is calculated 

in the energy range of 20 keV to 1.25 MeV using the MCNP4C code. The results for 662 keV and 1.25 

MeV is validated by the measurements. It is found that there is a dependency on the photon energy in 

the low energy region (below 400 keV). As a result, in order to use the calibration curve obtained in 

the 137Cs or 60Cs in the Karaj SSDL (as the only standard fields in the country) for the dosimeters 

irradiated in the low energy fields, some correction factors are required to obtain the true dose-

equivalent values. 
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Abstract 

In this paper, we report Eu2+-doped BaMgAl10O17 nanoparticles (BAM: Eu2+ NPs) which can be 

used as a suitable candidate to fabricate an efficient scintillator for alpha, beta & low energy x-ray 

detection. The Eu2+-doped BaMgAl10O17 phosphor is prepared by a new simple solution combustion 

synthesis (SCS) method. The morphology, luminescence properties, and structural analysis of the 

synthesized compound are performed by field emission scanning electron microscopy (FE-SEM), 

photoluminescence (PL) spectra, and X-ray diffraction (XRD) techniques. Synthesized NPs were used 

to prepare two types of scintillator films. The NPs embedded in transparent adhesive tape to form 

a composite film and coated by drop coaction to form a thin layer on a PMMA plate. The 

photoluminescence study showed an intense blue band centered at~447nm caused by Eu2+. The 

radiation response of the synthesized BAM nanoparticles was measured using 241Am, 230Th alpha, 

and 90S/90Y beta sources. The scintillation properties of the BAM: Eu2+ NPs indicated that this NPs 

can be used as a suitable efficient scintillators for alpha, beta & low energy x-ray detection. 

Keywords: Scintillation, solution combustion synthesis, nanoparticles, charged particles, 

BaMgAl10O17: Eu2+, x-ray detection 

 

Introduction 

Scintillators are a kind of luminescent material that has the potential to detect highly energetic ionizing 

radiations such as X-rays, γ rays, β rays, and neutrons. They work as energy transformers: converting 

high-energy X-ray or gamma rays into ultraviolet/visible (UV/Vis) light. Accordingly, they find 

various applications ranging from photodynamic therapy (PDT) [1], security [2], well-logging [3], 

medical imaging [4], etc. The very first scintillator material NaI (Tl) was discovered way back in 1948. 

Since then, there has been a growing interest in exploring new kinds of scintillators. Several reported 

representative scintillators include NaI: Tl, LiI: Eu, BaF2: Ce, CaF2: Eu, CeF3, and LaBr3: Ce [5]. 

https://www.sciencedirect.com/topics/materials-science/composite-films
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Unfortunately, many of these materials are hygroscopic and impose severe limitations on their usage 

[6]. 

Recently various phosphor materials have been actively investigated to improve their luminescent 

properties and to meet the development of different displays, luminescence devices, and modern 

lighting systems. BaMgAl10O17:Eu2+ NPs are one of the most significant phosphor materials utilized 

in the plasma snowboards and vogue lighting systems [7-9]. 

We have previously prepared Eux-doped Ba1-xMgAl10O17 phosphors (where x=0, 0.02, 0.035, 

0.055, and 0.07) using a new and simple solution combustion synthesis (SCS) method [10]. Here, in 

the continuation of our studies, we have reported the scintillation properties of the Ba1-xMgAl10O17: 

xEu2+ where x=0.06 (B-E-6%)  nanoparticles against charged particles and low energy x-ray 

detection. 

 

Experimental 

Eu-doped BaMgAl10O17:Eu2+ NPs were prepared by a new simple solution combustion process. The 

photoluminescence spectrum of BAM: Eu NPs under 365 nm excitation wavelengths shows a blue 

emission peak at about 447 ± 2 nm. This result emphasized that the observed blue emission 

corresponds to Eu2+ ions transitions from the 4f65d first excited configuration state to the 4f7(8S7/2) 

ground state [11-13]. The details of the process and characteristics of photoluminescence and 

morphology have been reported in our previous work [10].  

The scintillator samples were made either by coating about 7 mg of the BAM NPs on a circular 

transparent adhesive tape (surface area ~4.52 cm2) (Fig.1 A) or by drop coaction of a nearly 

homogenized disperse solution of BAM NPs in ethanol (1.5 mg/ml) on surface of a PMMA plate and 

dried at room temperature(Fig.1B). 

 

 
Fig. 1. A) BAM NPs has coated on a circular transparent adhesive B) drop coaction of disperse 
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solution of BAM NPs in ethanol on surface of a PMMA plate  

 

A typical setup for investigation of BAM NPs scintillation properties has been shown in Fig. 2. First, 

In this setup The scintillation sample (BAM: Eu) coated transparent adhesive tape by using an amount 

of the optical grease was coupled to a photomultiplier tube (PMT, model R329-02 from Hamamatsu, 

spectral response 300 to 650 nm and wavelength of maximum response 420 nm). Second, the same 

procedure was used with the powder (BAM: Eu) was spread into a PMMA Plate. Two alpha radiation 

source (241Am, 230Th), 90S/90Y as a Beta radiation source and a 241Am with plastic coat as a gamma 

radiation source used for study of scintillation property of the samples. The properties of radiation 

sources are shown in Table1. 

 

 
Fig. 2. The experimental set-up for testing the response of BaMgAl10O17:Eu2+ with ionizing radiation 
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Table 1.  Properties of radiation source (214Am, 230Th and 90S/90Y).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Results and Discussion 

Fig.3 shows the XRD pattern of the B-E-6%  NPs. The XRD pattern has good agreement with the 

standard JCPDS card 26-0163. As seen; the dopant was not affected by phase structure because of its 

small amount. The field emission scanning electron microscopy (FE-SEM) images were shown in Figs 

4A&D. It is clear that the prepared B-E-6% is nanorods in shape (more like the rice) with diameter ~ 

40-60 nm and length 240- 550 nm. Fig. 5 displays the photoluminescence spectrum of B-E-6% and 

undoped BAM Eu2+ under 365 nm excitation wavelength. As seen, blue emission peak was observed 

at about 447±2 nm for the B-E-6% %. 

Nuclide’s name Half-life rad. Type Energy(Kev) Intensity (%) 

 

 

 

 

 

Americium-241 

 

 

 

 

 

432.2 years 

alpha:  

5388.23 1.60 

5442.80 13.00 

5485.56 84.51 

gamma:  

26.34 2.40 

59.54 35.90 

x-rays:  

13.90 42.06 

 

 

Thorium-230 

 

 

75380 years 

alpha  

4620.5 23.40 

4687.0 76.30 

x-ray  

12.30 8.6 

Strontium-90 28.74 years Beta(β-)  

195.80 100 

 

 

 

Yttrium-90 

 

 

 

3.19 hours 

x-rays  

14.8829 2.03 

14.9584 3.91 

16.70 1.08 

gamma  

202.530 97.30 

479.510 90.740 

Yttrium-90 64.1 hours Beta(β-)  

933.61 100 

All nuclear decay data are taken from reference [14] 
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Fig .3. XRD pattern of BaMgAl10O17:Eu2+ synthesized by solution combustion method. 

 

 

 

Fig. 4. A&D the typical FE-SEM image of BaMgAl10O17:Eu2+ in different magnifications 
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Fig. 5. Photoluminescence spectrum of undoped (B-E-00) and Eu doped BaMgAl10O17 (B-E-06) 
 

During the experiment for the study on scintillation properties of sample (B-E-06) at first, the 

measurements were performed without the scintillation sample under alpha and beta–Ray irradiation 

and setting of 241Am and 230Th alpha sources directly to the sample (A) in Fig.1. And setting 

90S/90Y directly to the sample (B) in Fig 1. In continue, the scintillation pulse height spectra of the 

B-E-06 (coated on a circular transparent adhesive tape and spread into a PMMA plate), 241Am, 

230Th,and 90S/90Y only as well as 241Am, 230Th, 90S/90Y ,and scintillation samples at 300 s  under 

alpha and beta radiation are shown in Figures 6 and 7. 

Charge particles hit the BAM: Eu2+ NPs and the produced light reach to the PMT after passing through 

the coated transparent adhesive tape and produced an electrical pulse. The electrical pulse then is 

amplified by the preamplifier (Model IAP 3001) and the amplifier (Model IAP 3600) respectively. The 

pulse height spectrum from the amplified signal was analyzed by MCA (Model IAP 4110) and 

recorded on a computer [10]. 

The pulse height spectra of BaMgAl10O17: 6% Eu2+ NPs and a commercial charge particle silicon 

pixel detector (SPD made in Belgium) under irradiation of 241Am and 230Th alpha sources are shown 

in Fig. 6.  

The wide peak appeared in Fig. 6B, may be attributed to the decays of the 230Th and to their alpha 

active daughters. A similar results are reported in the literatures for CeF3 Crystal [15], cerium-doped 

Gd2SiO5 (GSO: 2%Ce) Nano powders [16] and, Ag-doped ZnS [17]. 
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Fig. 6. A&B) the pulse height spectra of BaMgAl10O17: 6% Eu2+ NPs with 241Am and 230Th 

alpha sources at 300 s. C&D) the pulse height spectra of SPD (commercial charge particle detector, 

made in Belgium) under same condition 

In next step of this study we investigated scintillation property of the BAM: 6% Eu2+, under beta 

radiation (with sample (B) in Fig.1) Fig.7.A&B.  Shows photomultiplier and BAM: Eu NPs 

backgrounds without radiation source and C&D in Fig.7 are pulse height spectra of background of beta 

source only and 90S/90Y with transparent PMMA Plate. Fig.7 E&Fshows response of pulse height 

spectra BAM scintillation to beta radiation and pulse height spectra BAM to beta when a 1.6 mm 

Aluminum sheet is placed between the beta source and the BAM scintillator respectively. 
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Fig. 7. The scintillation pulse height spectra of the BAM: 6% Eu2+, at 300 s under beta radiation. 

A) The photomultiplier B) PMT and BaMgAl10O17: Eu NPs C) Background of beta source (90S/90Y). 

D) 90S/90Y with transparent PMMA Plate. E) 90S/90Y and BAM scintillator F) 90S/90Y and BAM 

scintillator and a 1.6 mm Aluminum sheet 

Ultimately, we analyzed prepared scintillator sample (Fig. 1A) under 241Am radiation, using a gamma 

source with a plastic cover and an alpha source without any cover. As seen in Fig. 8A, we observed 

the pulse height spectrum scintillation sample with a Gamma-ray source, while Fig. 5B showcases the 

response of BAM: Eu to x-ray with alpha source 241Am. These findings will play a critical role in 

expanding our understanding of the scintillation properties of BAM: Eu, and will be a valuable addition 

to the existing body of knowledge. 
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Fig.8. Shows the pulse height spectra of BaMgAl10O17: 6% Eu2+ NPs with A) 241Am Gamma 

Source B) 241AM with 1.6 mm Aluminum sheet  (black spectrum) and source  background (red 

spectrum) 

  

Conclusions 

The scintillation properties of BaMgAl10O17: 6% Eu2+ NPs under alpha and beta radiation with 

241Am, 230Th and 90S/90Y sources show that BAM: Eu2+ NPs have scintillation properties.  The 

results of the pulse height spectra BaMgAl10O17: 6% Eu2+ NPs can be used for alpha radiation 

detection   as well as the pulse height spectra (Fig.7) show that BaMgAl10O17: 6% Eu can be 

considered as a Beta charged particle counter. Furthermore results show that scintillation sample with ̴ 

24 µm thicknesses is not sensitive to 241Am gamma source and instead detects low-energy X-rays. 
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Abstract 

Neutron detectors have many applications for measuring neutron flux in neutron sources, fusion 

reactors, as well as control and safety of nuclear fission reactors. According to the development of 

research and power reactors in the country, one of the most important detectors needed in this field is 

a fission chamber gas detector to measure thermal neutron flux. In this research, a fission chamber 

detector with a fissile layer of uranium 235 with 60% enrichment has been designed and built for the 

first time in the country. This detector that is named FC400B consists of two coaxial cylinders called 

anode and cathode and is made of stainless steel. The outer layer of the anode is covered with a very 

thin layer of U-235. The detector chamber was sealed with argon-nitrogen gas. This detector has been 

evaluated in Isfahan MNSR research reactor. Various tests have been performed on the detector, 

including sensitivity to thermal and fast neutrons using irradiation at the neutron beamline of the 

MNSR. The results showed that this detector could work in pulsed mode and at a neutron flux range 

of 102-107 n.cm-2.s-1 and with a sensitivity of 0.1cps/ (1000 n.cm-2.s-1). A spectroscopy software 

has been also developed, with the help of which the spectroscopy of fission fragments has been also 

performed, and the results showed that the spectrum of gamma and alpha rays can be easily 

discriminate from the spectrum of fission fragments. 

 

Keywords: Fission Chamber, Fission Fragments, Thermal Neutron Detector, Heavy Ion Spectroscopy, 

MNSR Reactor. 
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Introduction 

Due to the neutral electrical charge of neutron particles, their detection by direct ionization method is 

not possible. In terms of energy, neutrons are usually classified into three categories: thermal, epithermal, 

and fast. The majority of neutron reactions are with the nucleus of the atom and they have almost no 

reaction with orbital electrons. The detection of neutrons is done in the form of indirect ionization and 

by the penetration of this uncharged particle into the nucleus of the atom during the process of nuclear 

reactions, creating fundamental changes in the nucleus and finally producing ions as a result of this 

reaction, one of the most important nuclear reactions for thermal neutrons is the nuclear fission reaction 

of fissile elements. One of the basic instruments in nuclear reactors to detect neutrons is the fission 

chamber. The neutron detector in nuclear reactors can be used to control the neutron flux in the core of 

the reactor (In-Core Fission Chamber) and monitor the environment around the reactor (EX-Core Fission 

Chamber). These detectors can be used in three modes; current, pulse and mean square voltage (MSV) 

modes. Fission chamber detector is usually made of two coaxial cylindrical electrodes. Usually, the 

outside of the inner cylinder is coated with a fissile material. The inner cylinder (anode) and outer 

cylinder (cathode) are kept coaxial and stable with respect to each other by ceramic insulation. The space 

between these cylinders is filled with a gas such as argon-nitrogen with a pressure of 1-4 Bar. After the 

collision of thermal neutrons with the fissile material and causing nuclear fission, fission fragments such 

as barium and krypton, which have a very high ionization ability and have energy of 60 MeV~90 MeV, 

are created and when they collide with the filling gas molecules between the two electrodes, an ion 

electron pair is produced. By applying a voltage of approximately 500 volts, an electric field is created 

between two electrodes, which causes the electron-ion shift. The charges created by the pre-amplifier 

electronics of the detector are collected, amplified, filtered and displayed and counted as pulses, which 

the counted pulses are equivalent to the flux of thermal neutrons.  

Various researches have been conducted in the field of design, simulation and construction of neutron 

detectors. Neutron detectors are usually made of 3He, BF3, SPND, fission chamber type [1-6]. Various 

types of fissile materials such as U-235 and Pu-239 have been used to detect thermal neutrons, or 

fissionable materials such as U-238 and Pu-242 have been used to detect fast neutrons [18]. The type of 

filling gas and its amount can affect the sensitivity of the detector. Argon mixed with nitrogen gas is 

usually used in making these detectors. In the type of detectors inside the core that work at high 

temperature, pure argon gas is usually used [13]. In order to improve the detector and reduce the 

manufacturing cost, various software are used to optimize the parameters of the fission chamber detector. 

For example, in research by Mr. Alfonso, a software was developed to simulate and optimize the various 
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parameters of the fission chamber detector [10]. The fission chamber detector FC167 made by Centronic 

company was evaluated using X-Ray and neutron radiography by Mr. Borella and his colleagues, and 

the mechanical dimensions, thickness of the electrodes and the length of the sensitive area of the detector 

were obtained. Using the MCNP code to simulate the effect of self- absorption, the effect of the thickness 

of the fissile layer and the density of the fissile layer were evaluated [11]. 

In this research, according to the information available in other research and similar activities that have 

been done on the construction of this type of detectors, a preliminary model was constructed and 

evaluated. The main difference between this research and other similar researches is in the fissile 

material, that is, the use of uranium with 60% enrichment instead of using uranium with enrichment 

above 90%, which is worth mentioning that the reason for this is the national limitation in access and 

use of Uranium with higher than 60% [1]. 

 

Materials and methods for construction of fission chamber detector 

As shown in Figure 1, both the inner and outer detector cylinders were made of 316 steel with high 

precision. The diameter of the outer cylinder of the detector (cathode) was considered to be 25 mm and 

the thickness was 1 mm, and it is electrically connected to the ground of the electronic circuit. While the 

diameter of the inner cylinder (anode) is 

22.5mm and it is made with the same thickness of 1mm and it is electrically connected to a voltage of 

500 volts. The design specifications of the desired detector are in accordance with the FC167 detector 

of Centronic Company. In fact, the designed detector is an example of reverse engineering of the 

detector. According to neutron radiography FC167 by Mr. Borella, the desired detector specifications 

include diameter equal 25.4mm, the distance between the electrodes equal to 1.5mm, gas pressure 4.5atm 

including the composition of 95% argon and 5% nitrogen, the sensitive length of the detector127mmand 

with enriched uranium 93%, the material of the electrode is stainless steel. From the mechanical point 

of view, the built detector (FC400B) is completely the same as the FC167 detector and the only 

difference is that in the built detector, due to the lack of access to 90% enriched uranium, 60% enriched 

uranium was used. In this research, the main goal is to achieve the technology of making fission chamber 

gas detector. 
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Fig.1.Schematic of the built fission chamber detector FC400B(top) constructed fission chamber detector 

FC400B (bottom) 

 

There are various methods for uranium coating, one of the simplest methods that has a good control over 

the uniformity and thickness of the fissile layer is the electrodeposition method. This method includes a 

plating chamber that consists of a platinum anode, a steel cathode, a solution containing a fissile material 

with pH = 2.5, and a stepping motor to rotate the desired cathode on which the fissile layer is coated so 

that the desired material is uniformly coating. The amount of uranium in the solution and the plating 

time have been done for a layer with an approximate thickness of 1.5 microns. After coating for a 

specified period of time, the cathode on which the fissile material is coated must be heated for 120 

minutes at a temperature of 650 degrees Celsius in the furnace so that all the uranium compounds in the 

coated layer turn into uranium oxide (U3O8). In the next step, detector parts are assembled and welding 

of the upper and lower parts of the detector is done. Become One of the interfering molecules in the 

detector chamber is the oxygen molecule. Because in the process of nuclear fission and the movement 

of fission fragments, a large number of electron-ion pairs are created, and on the other hand, oxygen 

molecules are very electrophilic, so the detector must be emptied of all oxygenated molecular 

compounds, including O2, H2O, CO2. This is done using a high vacuum system according to Figure 2. 
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Fig.2.Schematic of the vacuum system and sealing of the detector 

According to Figure 2, after emptying and closing the pumps, the detector chamber was sealed with a 

combination of argon gas (95%) and nitrogen (5%) through a copper tube. After sealing the detector for 

testing with neutron sources, this detector was transferred to Isfahan Miniature Research Reactor 

(MNSR). In order to set up and test the desired detector, an electronic system including preamplifier, 

amplifier, pulse shaping, pulse counter and a fission fragment spectroscopy software was implemented 

according to Figure 3. 

 

Fig.3.Electronics required to set up the fission chamber detector 
 
 

Fission fragment spectroscopy software was designed in LabVIEW environment. There are different 

types of spectroscopies, including x-ray spectroscopy, gamma-ray spectroscopy, alpha particles, and 

ions. This software was design for spectrometry of heavy ions caused by nuclear fission. The signal 

processing part of a spectroscopic system includes an analog to digital signal converter to transmit the 

created pulses and a suitable software for signal analysis. In this design, a USB4716 DAQ card made by 

Advantech was used. The sampling rate of this card for analog input is 200KS/s and the analog to digital 

resolution is 16 bits. After selecting the USB4716 card in the LabVIEW program, the pulse input is 

given to a peak detector module the lower level value is set by the threshold option (Figure 4), then the 
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peaks detected in the module (general histogram) are grouped and collected in channels and the desired 

spectrum is drawn. Also, the ability to select the sub-peak level is also included in the software so that 

the net count can be measured. In addition, in the separator software, the capabilities of the software 

were added so that the low level of the signal, which includes the alpha spectrum, gamma spectrum and 

background noise, can be removed. 

 

Fig.4.A part of the fission fragment spectroscopy program including the peak detector module 

(LabVIEW) 
 

Results and Discussion 

Evaluation of sensitivity to thermal and fast neutrons in the neutron radiography beamline channel of 

the MNSR reactor Plotting the plateau curve and obtaining the working voltage of the detector, checking 

the linearity of the response of the detector to changes in the neutron flux and comparing it with a 

commercial model were investigated in [1]. The sensitivity of the detector to thermal and fast neutrons 

was checked at the top of the neutron radiography channel figure.0. The neutron flux at the desired point 

was changed from 2*102n/cm2.s -2*105n/cm2.s. In the first stage, the detector was placed in a flux of 

1*105n/cm2.s, then the voltage of the detector was changed from 50 to 1000 volts, and according to the 

drawn plateau curve, the working voltage of the detector was considered to be 500 volts[1]. After 

adjusting the working voltage of the detector and changing the neutron flux, the detector results were 

recorded. Figure 5 shows the installation location of the detector above the neutron radiographic 

beamline in the Isfahan MNSR. According to Figure 3, the output of the detector is collected by 

USB4716 DAQ cards. Figure 6 clearly shows that the amplitude of the pulse produced by fission 

fragments with an energy of 90 MeV is much higher than the pulses caused by alpha particle with a 

maximum energy of 5 MeV, which is caused by the spontaneous fission of the fissile layer. Therefore, 

discriminate the spectrum of particle with 5 MeV energy is easily done using a software discriminator 

that is implemented in the fission fragment spectroscopy software. The spectrum of fission fragments of 

a commercial detector with two fission layer by thicknesses 0.02 micron and 0.7 micron was checked 

and drawn[2]. In figure 6, recorded from the output pulse of detector FC400B, compared to figure 7, 
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which is the output of a commercial detector, it shows that the thickness of the coated fissile layer of the 

FC400B detector is over 7 microns. 

 

 

Fig.5. Placement of the FC detector at the outlet of the NR beamline in the Isfahan MNSR 

 
 

Fig.6. The recorded spectrum of the FC400B detector output at the NR beamline outlet at the maximum 

power of the reactor 
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Fig.7. The spectrum of fission fragments of a commercial detector with two fission layer by thicknesses 

0.02 micron and 0.7 micron was checked and drawn [2]. 
 

After recording the results related to thermal neutrons, according to Figure 8, in order to check the 

sensitivity of the detector to fast neutrons, a 5 mm thick cadmium sheet was placed between the detector 

and the NR beamline channel until the thermal neutrons were completely absorbed and only fast neutrons 

reach the detector. Then the output pulses of the detector are recorded and shown in Figure 9. Compared 

to Figure 7, almost no pulse with energy higher than 5 MeV is generated. On the other hand, the spectrum 

recorded in Figure 9 is almost the same as the output spectrum of the detector in the state where no 

neutrons reach the detector (reactor off) and only the pulses caused by the alpha background related to 

the fissile layer are created in both states. Therefore, it can be concluded that the built detector has very 

little sensitivity to fast neutrons. 

 

Fig.8. Placement of the FC detector at the outlet of the NR beamline in the Isfahan MNSR and 

cadmium sheet for absorption thermal neutron. 
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Fig.9. The recorded spectrum of fission fragment related to the fast neutron of the FC400B 

detector output at the NR beamline outlet at the maximum power of the reactor 

 
 

Conclusion 

In this research, the main goal is to achieve the technology of making fission chamber gas detector 

which is one of the most important needs of research and power reactors in the country can be 

solved by localizing and obtaining the technology of construction a fission chamber detector. In 

the first step, a fission chamber neutron detector was built for the first time in the country, and then 

sensitivity to thermal neutrons, sensitivity to fast neutrons and range using by MNSR reactor was 

evaluated. Using the software developed in LabVIEW, the spectroscopy of fission fragments was 

performed, and the energy spectrum of alpha and gamma can be easily discriminate from the 

energy spectrum of fission fragments in the software. In the next step and future studies, using 

simulation and further investigation, in order to improve the sensitivity, various parameters such 

as filling gas pressure, electrode distance, increasing the length of the sensitive area, reducing the 

thickness of the fissile layer, increasing the purity of the fissile material from 60% to 90% 

efficiency and the type of electrodes can be changed in this detector and the design and 

construction of the next versions can be done in the most optimal way possible. 
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Abstract 

In the range of 10-1000 Gy, there are not many choices to cover the entire range. Considering the 

equivalence of calcium phosphates with bone minerals, these materials can be used as 

thermoluminescence dosimeters. The purpose of this article is to convert powder into tablets using 

the SPS method under different conditions of temperature and pressure, and then dosimetry studies 

will be performed. The results show that most samples have a linear behavior in the investigated 

dose range. Also, the temperature range of Tm in the glow curve is in the range of 195-235℃. The 

weakness of these samples is the fading effects and most samples lose their information within 30 

days. According to the obtained results, the conditions of conversion into tablets are the most 

important factors in improving the dosimetry parameters, and it is not necessarily possible to 

achieve better dosimetry results than powder with any conditions. 

Keywords: calcium phosphate, dosimetry, thermoluminescence, spark plasma sintering  

 

Introduction 

The irradiation process has been widely investigated during the last 50 years [1]. In various 

applications of processing radiation, doses in the range of 10 Gy to 50 kGy are needed to achieve 

the desired result [2]. Dosimetry provides an independent and effective method for the 

development and control of many industrial processes. [3]. In the range of 10-1000 Gy, which is 

the dosimetry range of agricultural products, there are not many choices that cover the entire range. 

Therefore, the need for a reliable, portable, mechanically strong, inexpensive dosimeter with easy 

manufacturing capability and a convenient reading system, to use in daily dosimetry of agricultural 

products, seems necessary [4]. Thermoluminescence (TL) is the light emitted from an insulator or 

semiconductor when heated after exposure to ionizing radiation. The thermoluminescence method 
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is a suitable and well-known method for passive dosimetry [5], [6]. Thermoluminescence has a 

glow curve consisting of one or more peaks. The glow curve is the output of the electric charge in 

terms of temperature [8]. The temperature peak in the glow curve has the highest intensity and 

usually has high stability and is not affected by fading effects [9]. 

Different types of materials have been used to make thermoluminescence dosimeters. Recently, 

new ideas have been formed based on the use of new materials as thermoluminescence dosimeters. 

Considering the equivalence of calcium phosphates with bone minerals, these materials can be 

used as thermoluminescence dosimeters. Calcium phosphates have medical applications as bone 

replacement ceramics. The dosimetry aspects of the use of these materials are due to the wide use 

of X-rays in medical applications. Due to the properties of these materials, they have recently been 

used in retrospective dosimetry [10], [11]. Different methods such as solid-state synthesis, 

mechanical-chemical, multiple emulsion, hydrothermal, hydrolysis and sol-gel have been 

developed for the synthesis of this material, and by using these methods, crystals have been 

produced with dimensions nanometer to micrometer [1], [15], [16]. 

As it is known, the use of powder will cause non-uniform distribution of the thermoluminescent 

material on the reader tray. Also, the use of powder causes contamination of the PMT, its filter, 

and therefore it will cause a background response in the output of the reader. Another disadvantage 

of using powder is the creation of an unwanted response due to the mechanical stress between the 

thermoluminescence materials during reading, and therefore it causes an increase in the detection 

threshold and causes errors in dose determination. Spark plasma sintering (SPS) is a method for 

sintering of powder materials (conductive and non-conductive). This process is performed by 

heating the powder materials inside the furnace and below the melting point [18]. The working 

temperature is (200 to 2400 degrees Celsius), which is usually 200 to 500 degrees Celsius lower 

than the usual sintering methods, hence SPS is known as a low temperature technology [18], [19]. 

This method is used in the production of sensitive ceramic parts and nanostructure parts, the 

production of biological materials and porous materials and thermoelectric semiconductors, and 

the welding and joining of dissimilar metal and ceramic parts. In this work, SPS method has been 

used to convert calcium phosphate samples into tablets. Also, the temperature and pressure of the 



 

103 

SPS device have been investigated on the dosimetry response of calcium phosphate samples, both 

synthesized and purchased. 

 

Research Theories 

At first, calcium phosphate samples, including hydroxyapatite and beta-tricalcium phosphate, are 

synthesized by solid state method. The SPS device in the Materials and Energy Research Institute 

has been used to convert powder into tablets. In this method, temperature and pressure are applied 

to the powder at the same time. This work has been performed twice under different conditions. 

At the first time, the pressure and temperature are 400 MPa and 650 ℃ respectively, and the second 

time pressure and temperature are 400 MPa and 685 ℃ respectively. To remove the graphite 

material around the tablet, sanding method should be used. Sandpapers with different hard 

numbers (800, 1000, 2000) are used. After sanding, felt is used at the end of the work. To cut 

tablets with a diameter of 1.5 cm and a thickness of 1 mm, the equipment available in Dental 

Research Institute Tehran University of Medical Sciences is used. The next step is to irradiate 

powder samples and tablets using a 60 cobalt Gamma cell source available in the dosimetry 

laboratory located in the Nuclear Science and Technology Research Institute. Finally, the reading 

is done using the Harshaw device, 4500 model. This work is done at a temperature of 50℃ to 

350℃ with a heating rate of 5℃/s. 

 

Experimental Results 

In this article, thermoluminescence dosimetry factors for powders and tablets, such as glow curve, 

dose-response curve, fading and reproducibility, and dosimetry results tables are presented. In 

these tables, along with the specifications of the samples, the dosimetry linear range, the linear 

relationship, and the R2 determination coefficient value in this range, the average temperature 

value of Tm is specified. In Table 1, the notations made for the changes of different quantities are 

displayed separately. 
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Table 1: Changes in different quantities of calcium phosphate pellet samples 

Notations quantity 

H(M) Merck HAP 

H(S) Synthesized HAP 

B(M) -TCP  Merck 

B(S) Synthesized -TCP 

 

XRD analysis 

Figure 1 shows the results of XRD analysis related to synthesized and commercial powder samples 

of HAP and -TCP. The results of the analysis show the correctness of the synthesis performed 

for the synthesized samples, by the standards related to XRD analysis, which is specific to calcium 

phosphate samples. 

 
Figure 1- Output results of XRD analysis 

 

Comparison of powders 

Figure 2 displays the glow curves of powder samples in radiation with a 400 Gy dose. 
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Figure 2- TL glow curve of synthesized powder samples at 400 Gy dose 

Due to the large difference in the results, the glow curve of the sample H(M) is displayed in the 

figure above on the right side 

Table 2- Dosimetry response results of powder samples 
Sample name 

H (M) 
Linearity 

Range 
Linearity Formula R² in Linearity 

Formula 
Average 

Temperature  
STDEVA in 

Average 

Temperature 
H (M) powder 20-1000 y = 0.0005x + 0.04 R² = 0.9815 215 12.44 

B(M) powder  20-1000 
y = 0.0346x + 3.1737 

R² = 0.9785 234.125 
21.42386853 

H (S) powder  20-800 y = 0.3265x + 17.495 R² = 0.9868 231.86 19.07 

B (S) powder 20-600 y = 0.0808x + 26.55 R² = 0.9812 297.29 27.29 

According to the results obtained from Table 2, all the samples except B(s) are linear in the desired 

range. Also, according to the comparison of the glow curves, it can be concluded that the 

synthesized hydroxyapatite powder has the most suitable glow curve. According to the standard 

deviation calculated in Tm, this sample follows the first-order kinetics. Because in first-order 

kinetics, the position of Tm does not change in different doses. 

The peaks of all powders are approximately in the range of 210-230 ℃, but the Tm in B(s) sample 

is much higher and appears at a temperature of approximately 300 ℃. Figure 3 shows the dose-

response curves of the powder samples for the 200-800 Gy irradiation range. 
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Figure 3 -Dose-response diagram of synthesized powder samples 

 

From the results of the dose-response curve, it is clear that the synthesized powders have a greater 

response than the purchased powders (MERK). Calcination of HAP powders at 600℃ and BTCP 

at 900℃ can increase the dosimetric response. These results have been proven in experiments that 

have already been done by other researchers. To determine the fading effects, the powder samples 

were irradiated at a dose of 400 Gy and then the reading was done in a period of 28 days. The 

fading factor is displayed in Figure 4. 

 

Figure 4: fading effects of powders at 400 Gy and duration of 28 days 
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If the effects of fading are important, H(S) and B(M) powders have a better performance than the 

other two powders and have more than 40% of their initial response in a period of 4 weeks (28 

days). H(M) powder and B(S) powder lose 98% and 80% of their initial response in this period, 

respectively. According to these results, in terms of fading effects, H(S) powder has a more 

favorable condition.To investigate the repeatability factor, the powder samples were tested 5 times 

continuously at a dose of 400 Gy. For zeroing after each irradiation, the samples are placed at 

400℃ for half an hour. (Figure 5) 

 

Figure 5: repeatability factor diagram of powders 
In this figure, the thermoluminescence intensity is normalized to one and B(S) powder is more 

suitable for the reproducibility process due to very small changes. H(M) sample has the highest 

percentage of changes with 37%, and samples H(S) and B(M) have the same change percentage 

as sample B(S). 

 

Comparison of tablets 

The dose response curve of the first time tablets 

In the first stage, tablets are made at a temperature of 650 ℃ and a pressure of 400 MPa. As shown 

in Figure 6, in general, the sensitivity of the dose-response curve of the manufactured tablet 

samples is higher than that of the powder samples. The sensitivity of B(S) and H(S) tablets are 

almost 15 and 3 times more than powders respectively. Therefore, at this stage, it shows that better 

results can be achieved by turning powders into tablets. 
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Figure 6: Dose-response diagram of the tablets in the first stage 

Table 3- Dosimetry response results of tablet samples at the first-stage 
Sample name 

H (M) 
Linearity 

Range 
Linearity Formula R² in 

Linearity 

Formula 

Average 

Temperature  
STDEVA in 

Average 

Temperature 
H (S)1 tablet 20-400 y = 2.9352x + 56.885 R² = 0.9904 201.00 28.18 

B (S)1 tablet 20-800 y = 15.393x - 99.982 R² = 0.9916 202.62 8.32 

H (S) powder  
 

20-800 
 

y = 0.3265x + 17.495 
 

R² = 0.9868 
 

231.86 
 

19.07 
 

B (S) powder 20-600 y = 0.0808x + 26.55 R² = 0.9812 297.29 27.29 

As it is clear in Table 3, in the first stage by turning into a tablet, the Tm in the glow curve is 

shifted to lower temperatures. Also, as shown in this table, due to the lower value of the standard 

deviation of the B(S)1 peak compared to H(S)1, it is more likely that the glow curves obtained 

from the B (S)1 tablet follow the first oeder kinetics. Therefore, it seems that, in converting B(S) 

samples into tablets at this stage, in addition to increasing the sensitivity and the linear range, the 

probability of following the first-order kinetics is also higher. These results show the advantage of 

turning into tablets to achieve a suitable dosimeter. 

The dose-response curve of the second time tablets, 

In the second stage, tablets are made at a temperature of 685 ℃ and a pressure of 400 MPa. 
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Figure 7: Dose-response diagram of the tablets in the second stage 

 

 
Table 4- Dosimetry response results of tablet samples at the second-stage 

Sample name 
 

Linearity Range Linearity Formula R² in 

Linearity 

Formula 

Average 

Temperature  

STDEVA in 

Average 

Temperature 

H (M) powder 20-1000 y = 0.0005x + 0.04 R² = 0.9815 215 12.44 

B(M) powder  20-1000 y = 0.0346x + 

3.1737 

R² = 0.9785 234.125 

21.42 

H (S) powder  20-800 

 

y = 0.3265x + 

17.495 

 

R² = 0.9868 

 

231.86 

 

19.07 

 

B (S) powder 20-600 y = 0.0808x + 26.55 R² = 0.9812 297.29 27.29 

H (M) Tablet - - - 235.33 13.32 

B(M) Tablet  20-800 y = 0.0397x - 0.393 R² = 0.9845 227 23.81 

H2(S) Tablet 

 

100-800 y = 0.3448x + 

170.51 

R² = 0.9757 244.87 28.35 

B2(S) Tablet 20-800 y = 0.0041x + 

0.6079 

R² = 0.9756 209.5 17.19 

As it is clear from Table 4, in the second stage of conversion into tablets, for H(S) and H(M) 

samples,  the Tm shifts towards higher temperatures, but for B(S) and  B(M)  samples Tm shifts 

towards lower temperatures. In commercial samples, the probability of following the first-order 

kinetics changes a little by converting to tablets, but for the H(S) and B(S) sample, the probability 

decreases and increases respectively. According to the obtained results, H(S) tablets are more 

sensitive than its powder, although the linear range of dosimetry is decreasing. B(S) tablets are 
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less sensitive than its powder. And this difference is about 2 orders of magnitude, but the linear 

range of dosimetry is increasing. H(M) tablets do not have an acceptable linear range for 

dosimetry, as a result, no meaningful relationship can be found in the range where the sample was 

tested. In general, it is more sensitive than powder. The linear range of dosimetry decreases with 

conversion to tablets. The dose-response curves of powder and tablet samples related to B(M) are 

not significantly different. The dosimetry response range is also linear for both in the range tested 

From the different results obtained in the second stage for converting to tablets, it can be concluded 

that converting to tablets does not necessarily improve the dosimetry results and special conditions 

must be established to convert into tablets.  

The fading effects of tablets 

 
Figure 8: fading effects of tablets at 400 Gy and duration of 28 days 

As shown in Figure 8, despite the fact that the sample H(M) does not have a good response in 

dosimetry, but due to the results of fading effects, it has a favorable condition and after 28 days, it 

has about 30%. 50% its initial response. B(M) and B(S) have 25% of their initial response in this 

period. Other samples have lost more than 95% of their initial response in this interval. 
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repeatability factor of tablets 

Among the tablet samples produced, samples B(M) and H(S) produced in the first stage have the 

best performance from the point of view of reproducibility. The samples of H(S) and B(S) of the 

second stage do not have a good repeatability percentage. The repeatability curve diagram is shown 

in Figure 9. 

 
Figure 9: repeatability factor diagram of tablets 

 
Determining the optimal sample 

In this research, the dosimetry response by thermoluminescence method of four types of calcium 

phosphate powders in the form of hydroxyapatite and beta-tricalcium phosphate synthesized and 

purchased in the form of powder and tablets has been investigated. To determine the optimal 

samples, the following effects are considered. 

1- dosimetry range 

2- Sensitivity 

3- The average temperature of the peak (Tm)  

4- The possibility of following the first-order tradition 

5- Fading effects 

6- Repeatability 
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As it is known, each of these parameters has a range, and based on this, the strength and weaknesse 

of the samples can be divided from the perspective of these parameters. Each of these parameters 

is divided into 4 categories according to the available data and given points. In  

 

Table 5, the guide of these parameters is presented according to the points and colors assigned to 

it. Based on this, the samples are scored and these items can be seen in Table 6. 

 

Table 5: Guide to scoring parameters of optimal tablet samples  

Linearity Range 

20-800 
Gy 4 

slope in Linearity Formula  

20-1 4 

Average 
Temperature  

195-235 4 

20-600 
Gy 3 0.9=0.1 3 175-195 3 

20-400 
Gy 2 0.09-0.01 2 

<175 
,>240 2 

20-200 
Gy 1 

0.009-
0.001 

1 
   

         

STDEVA in Average 
Temperature 

4-9 4 

Fading effects percentage for 30 
days 

>80 4 

Reproducibility 

<7.5 4 

9-15 3 50-80 3 7.5-12 3 

15-20 2 30-50 2 18-12 2 

>20 1 <30 1 >18 1 

         

Total 

18-20 4       

15-18 3       

15-Dec 2       

<12 1       

 
Table 6: Scoring of optimal samples of calcium phosphate tablets 

N
o. 

pow
der 

Tablet 
sample 

Linearity 
Range 

Linearity 
Formula 

Average 
Temperature 

STDEVA in Average 
Temperature 

Fading effects 
percentage for 30 days 

Reproduc
ibility 

tot
al 

1 

B(M) 

B(M)1 
powder 

4 2 4 1   11 

2 
B(M)2 

powder 
4 1 4 1 2 1 13 

3 
B(M) 
tablet 

4 2 4 1 1 4 16 

4 

H(S) 

H(S)1 
powder 

4 2 4 4   14 

5 
H(S)2 

powder 
4 2 4 2 2 2 16 

6 
H(S)1 
tablet 

2 4 4 1 1 4 16 

7 
H(S)2 
tablet 

3 3 2 1 1 1 11 

8 
H(M

) 

H(M) 
powder 

4 0 4 3 1 1 13 

9 
H(M) 
tablet 

  4 3 1 1 9 

1
0 

B(S) 
B(S)2 

powder 
3 2 2 1 1 3 12 
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1
1 

B(S)1 
tablet 

4 4 4 4 2 2 20 

1
2 

B(S)2tabl
et 

4 1 4 2 1 1 13 

 

As it is known, most of the samples are linear in the tested range. The temperature range of the 

samples is in a suitable range for dosimetry and most of the samples are in the peaks between 195-

235 ℃. . The weakness points of these samples are the effects of fading; most samples lose their 

information within 30 days. 

The only samples that are suitable in terms of repeatability are the tablet samples B(M) made in 

the second step and the H(S) sample in the first step. As it is known, among all the samples, both 

powder and tablets, B(S) has the highest score in the first stage, This sample has all the advantages 

related to dosimetry, including sensitivity, temperature peak formation, following the first-order 

kinetics and a favorable condition in terms of repeatability and fading. Therefore, among other 

samples, this sample is considered the best dosimetry sample. After that, the B(M) and H(S) tablets 

made in the first stage are the best. In general, it can be concluded that the conditions of vovesion 

into tablets are the most important factor in improving the dosimetry parameters, and it is not 

necessarily possible to achieve better dosimetry results than powder with any conditions. 

 

Conclusions 

According to the conformity of the pattern created from the results of XRD analysis with the 

relevant standards, the correctness of the synthesis can be understood. The synthesized 

hydroxyapatite powder has the most suitable shape of the glow curve and follows the first-order 

kinetics. Temperature changes in peak formation for powder samples are less than for tablet 

samples. Due to the calcination of the synthesized powders, these samples have a higher response 

than the purchased powders (MERK). Obviously, most of the samples are linear in the tested range. 

From the point of view of fading effects, H(S) powder has a more favorable condition than the rest 

of the powder samples. The only samples that are suitable for repeatability are the B(M) tablets 

made in the second step and the H(S)  sample is in the first step. As it is known, among all the 

samples, both powder and tablets, B(S) has the highest score in the first stage and therefore, among 

other samples, this sample is considered the best dosimetry sample. After that, B(M) and H(S) 
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tablets made in the first stage are the best. Therefore, in general, it can be concluded that the most 

important factor in optimizing dosimetry parameters is an investigation of the conditions for 

conversion into tablets, and therefore, no better dosimetry results can be achieved than powder 

under any conditions. 
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Abstract 

The concept of time-of-flight measurement has played an important role in nuclear physics 

experiments. This method establishes a correlation between the flight time of a particle and its 

energy and it has become an important technique in ion-related applications. This study focuses 

on investigating the use of the time-of-flight method for high-resolution alpha-particle 

spectroscopy. The main components of the device, including the start and stop detectors, as well 

as the required electronics setup are described. Main considerations in the construction of an alpha 

time-of-flight spectrometer such as designing the vacuum chambers (source chamber and flight 

tube) for housing the source and detectors, flight length, geometrical efficiency, and achievable 

energy resolution are presented. According to the obtained results, to improve the spectrometer 

performance in the measurement of alpha-emitter sources, it is necessary to employ different flight 

lengths, long counting times, and high-timing-resolution nuclear electronics. Considering the 

presented details, an energy resolution of less than 7 keV is anticipated. 

Keywords: Alpha-particle energy, Time-of-flight spectrometer, Energy resolution, Multi-channel 

plates, Carbon foil. 

 

Introduction 

Alpha-particle spectroscopy performs for various purposes including the determination of the 

activity and the record of decay data such as the probability of alpha-particle emission and 

branching factors [1]. Numerous instruments have been developed for alpha-particle spectrometry. 

In a traditional arrangement, the detector and the source are aligned face-to-face in a vacuum 
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chamber. This technique commonly performs using ion-implanted silicon detectors. Despite its 

advantages, this method also presents disadvantages, with the primary drawback being the limited 

energy resolution of the detector. This limitation in some cases results in unresolved alpha energy 

peaks due to low-energy tailing [2]. To determine the main alpha-particle emission probabilities 

in the decay of alpha-emitters, it is essential to utilize instruments that offer high-energy resolution. 

To improve energy resolution, various alternative methods have been developed and employed, 

including magnetic spectrometers [3], cryogenic detectors [4], and Time-Of-Flight (TOF) devices 

[5, 6]. These alternative methods provide enhanced detection capabilities.   

The concept of TOF measurement has played an important role in nuclear physics experiments. 

This method establishes a correlation between the flight time of a particle and its energy. TOF 

measurement has found widespread applications in various scientific and technological domains, 

including energy and mass spectrometers [5-7], Elastic Recoil Detection [8], Rutherford 

Backscattering [9], and Neutron depth profiling for near-surface analysis [10]. It has increasingly 

become an important technique in ion-related applications. This article discusses the use of the 

TOF method for measuring the energy of alpha particles. A conceptual design of a TOF device for 

this purpose has been presented by García-Toraño [6]. Recent studies have shown that significant 

improvements in energy resolution can be achieved by measuring the TOF of particles over a flight 

length of several meters. For instance, Frolov et al [5] developed a TOF spectrometer for 

measuring alpha-particle energies at VNIIM. This spectrometer was used to measure the energies 

of a few radionuclides. The main performance characteristics of the spectrometer include a 3.5m 

flight path, an energy resolution of 5.2 keV at the energy of 5804 keV of Cm-244 source, and a 

reported time resolution of 99 ps. However, the detection efficiency of the spectrometer was low 

(about 0.4 × 10−6). The Joint Research Centre (JRC) is constructing a TOF spectrometer to achieve 

superior energy resolution and linearity in measuring the energy of alpha particles emitted in 

radioactive decays. Their goal is to provide accurate nuclear decay data for alpha emitters [2].  

In this article, the alpha TOF spectrometer, which is being constructed at the physics and 

accelerator research school of the Nuclear Science and Technology Research Institute (NSTRI), 

has been introduced. The main components of the spectrometer, including the start and stop 

detectors, as well as the required electronics setup, have been described. The key considerations 
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in the design process such as determining flight length and designing the vacuum chambers for 

housing the source and detectors are discussed. Furthermore, an energy resolution that could be 

obtained has been estimated. 

Principles of the A-TOF spectrometer  

The Alpha Time-Of-Flight (A-TOF) is measured by two-timing detectors. The start detector is 

typically a transmission detector based on a Multi-Channel Plate (MCP). On the other hand, for 

the stop detector, other options such as fast scintillators and semiconductor detectors have been 

utilized. The advantage of using a transmission detector as a stop detector is that a third detector 

can be applied to conduct further measurements or lower the background [6]. The transmission 

detector has four main parts: (1) a conversion foil (usually made of carbon) that produces 

Secondary Electrons (SEs) from the incident particles, (2) an acceleration grid that speeds up the 

SEs, (3) an electrostatic mirror that consists of two parallel grids at a 45° angle to the acceleration 

grid and deflects the SEs toward the MCP, and (4) an MCP detector that detects the SE and 

generates a signal. MCP detectors exhibit remarkable timing properties and detection efficiencies 

for the electrons being examined [6]. The diagram of a TOF set-up for the determination of the 

energy of alpha particles is presented in Figure 1. The device consists of two MCP-based 

transmission detectors as the start and stop units, and the desired electronic setup to obtain the 

timing signals from them. 
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Fig. 1. Schematic of an alpha TOF spectrometer based on MCP detectors. 

As alpha particles pass through the foil of the start and stop units. They produce Secondary 

Electrons (SEs). The typical energy of these SEs is a few eV [7]. The secondary electrons drift 

through the field-free region and are subsequently deflected by 90◦ toward MCP to produce the 

start signal. One of the two branches is delayed by a fixed amount of time. The two triggers arrive 

at a Time-to-Amplitude Converted (TAC), device that produces an output pulse with an amplitude 

proportional to the time interval between input start and stop pulses. Finally, a Multi-Channel 

Analyzer (MCA) provides a differential amplitude distribution, also called the TOF spectrum. The 

obtained time spectrum can be converted to the energy spectrum.  

 

Structure of designed A-TOF spectrometer at NSTRI 

The structure of the A-TOF spectrometer, which is being constructed at the Nuclear Science and 

Technology Research Institute, is depicted in Figure 2. The device comprises two chambers 

(source chamber and flight tube). The design of the device facilitates the separation of the flight 

tube by closing the valve when replacing the source, eliminating the need to interrupt the vacuum 

and supply the detectors. 

 

Fig. 2. Structure of the A-TOF spectrometer under construction at the Nuclear Science and 

Technology Research Institute. 
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The start and stop detectors, along with the linear displacement system used to move the stop 

detector, are located within the flight tube. In practical applications, measurements will be 

conducted with a variable flight path, the length of which is varied by moving the position of the 

stop detector to a range of approximately 3 meters. 

Main considerations in the use of A-TOF spectrometer 

 Flight length of the spectrometer 

The energy of the alpha-particle and its arrival time are correlated by: 

E =  
1

2
𝑚𝐴𝑙𝑝ℎ𝑎  𝑉

2 =
1

2
𝑚𝐴𝑙𝑝ℎ𝑎  (

𝐿

𝑡
)2 (1) 

Where E indicates the calculated energy of the alpha-particle, mAlpha is the mass of the alpha-

particle, L is the flight length, and t is the measured TOF. The conversion from time to energy is 

not a linear transformation. Each point on the time spectrum has a distinct value in the energy 

space. For instance, Figure 3 illustrates the uncertainty in determining energy as a function of flight 

time (varying flight lengths) for alpha-particles of 5.5 MeV, assuming a timing uncertainty of 42 

ps. 

 

Fig. 3. Energy uncertainty as a function of the peak location on the time spectrum 
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As depicted in the figure, the conversion is more susceptible to time variations at lower flight times 

(or shorter flight lengths) within the spectrum. This observation stems directly from the quadratic 

relationship between the particle’s flight time and its energy. To achieve a smaller energy 

uncertainty, the flight length of the alpha particle must be extended to several meters. This prolongs 

the alpha particle’s flight time and shifts it to less sensitive areas on the time spectrum.  

Considering that alpha particles with different energies have different flight times over the same 

flight length, and that the TOF contributes to the uncertainty of achievable energy, it becomes 

necessary to use different flight lengths to achieve a specific energy uncertainty. As indicated in 

Figure 4, achieving an uncertainty of 3 keV requires a larger flight length for alpha particles with 

higher energy compared to those with lower energy. Consequently, to accommodate different 

flight distances in the measurements, the stop detector must be movable. 

 

Fig. 4. Energy uncertainty as a function of flight length for alpha-particles with different energies. 

 

Geometrical efficiency 

The use of long flight lengths to achieve small energy uncertainty suggests that the solid angle 

subtended by the source and the final unit (stop detector) is very small, necessitating extended 

counting times to achieve the desired statistical in the counting. The geometrical efficiency of the 
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TOF spectrometer, or in other words, the solid angle of the measurement in the system, is presented 

in Table 1. 

Table 1. The solid angle of the TOF spectrometer as a function of flight length (assuming a 

source radius of 8 mm and final unit radius of 20 mm). 

Flight Length (m) Solid angle of the measurement (mSr) 

1 1.25 

2 0.31 

3 0.13 

As indicated in the table, the solid angle of the measurement is quite small. Consequently, for the 

measurement of TOF alpha particles, especially those alpha-emitters with long half-lives, a long 

measurement time is required. 

 

Energy resolution 

There are some factors that can affect the device's performance and cause the spread of the obtained 

energy. The main contributions to the resolution of a TOF spectrometer are the following form 

[11]: 

∆𝐸 = { ∆𝐸𝑙𝑜𝑠𝑠
2 + (

2𝐸

𝐿
 ∆𝐿)

2

+ (
 (2𝐸)3 2⁄

𝐿𝑚𝐴𝑙𝑝ℎ𝑎
1 2⁄
 ∆𝑡)

2

+  (∆𝑞̅̅̅̅ . 𝑉𝑓𝑜𝑖𝑙)
2
}

1 2⁄

 (2) 

Where ∆𝐸𝑙𝑜𝑠𝑠
2  is energy straggling, ∆L is uncertainty in determining the distance between the start 

and stop detectors, ∆t is the time resolution, ∆𝑞̅̅̅̅  is the average change in the charge state of the 

alpha-particles as they pass through the foil, and Vfoil is the high voltage potential applied to the 

foil. The first term represents energy straggling in the foil of the transmission detector, the second 

term is related to the variation in flight length, and the third and fourth terms are the effects related 

to the time resolution of the system and the tandem effect, respectively. To estimate the achievable 

energy resolution, it is essential to calculate the contribution of each term. The SRIM program was 

used to calculate the energy straggling of the alpha particles in the 10 nm carbon foil. Also, to 

estimate the effects associated with the second and third terms, it was assumed that ∆L is about 

0.2 mm and ∆t is 100 ps. The tandem effect pertains to the alteration in a particle’s charge state as 

it traverses the foil, leading to a subsequent change in its acceleration or deceleration [6]. A 



 

123 

comprehensive study on the equilibrium charge state of helium ions in carbon was conducted by 

Armstrong et al [12]. Their findings indicate that for the alpha particle energies pertinent to this 

study, the ratio of He+ to He2+ ions is around 1%. Therefore, this effect can be considered 

negligible. The energy resolution of the spectrometer for alpha particles with different energies 

over a 2 m flight length, as predicted by Equation (2), is depicted in Figure 5.  

 

Fig. 5. Energy resolution of the spectrometer for alpha-particles over a 2 m flight length 

 

As depicted in Figure 5, the effect related to the third term, which is the time resolution of the 

system, plays an important role in the achievable energy resolution of the spectrometer. Therefore, 

in practical measurements, the use of pulse-processing electronics with improved time resolution 

in the range of picoseconds is essential. The results also demonstrate that a high resolution has 

been achieved for low-energy alpha particles over a flight length of 2 meters. However, as the 

energy of alpha particles increases, the resolution drops, thus requiring longer flight lengths to 

measure high-energy alpha particles with a good resolution.  

 

Conclusions 
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This article explores the principles of the TOF technique used for measuring the energy of alpha 

particles with high energy resolution. The results suggest that different flight lengths are required 

to achieve a high energy resolution in the measurement of alpha particles with varying energies. 

Additionally, due to the small solid angle of the measurement, a long measurement time is 

necessary to achieve good statistical counting. The main contributions to the energy resolution of 

a TOF spectrometer indicate that the time resolution of the system plays a significant role in the 

achievable energy resolution of the spectrometer. Hence, it is essential to use pulse-processing 

electronics with improved time resolution in the picosecond range. 
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Abstract 

The measurement of absorbed dose in various radiation applications, including medical and 

industrial applications such as radiography, CT scans, and food irradiation, is one of the most 

important goals of radiation protection. Dosimeters are currently used as a means of quality control 

in medicine and industry. Radiochromic chemical dosimeters are widely used in radiotherapy, 

because they often have a linear response at high doses, are low in manufacturing cost, and are 

easy to read. This study aimed to develop a chemical dosimeter for use at low doses by changing 

the proportion and composition of the Fricke-Xylenol gel. 

The result was the construction of a Fricke gel dosimeter for use in low-dose and intermediate-

dose measurements, using various materials, such as gelatin, distilled water, ammonium ferrous 

sulfate, sulfuric acid, benzoic acid, and xylenol orange. The calibration curves, fading, sensitivity 

to the environmental temperature, and repeatability of the dosimeter responses were investigated. 

According to the results of this study, the manufactured gel dosimeter has a linear response in the 

dose range of 0.05 to 5 Gy. The Fricke gel dosimeter prepared in this study can be used effectively 

in low-dose measurements in industrial and medical applications of radiation. 

Keywords: Dosimetry, Dose-response, Chemical dosimeter, Fricke dosimeter, Radiochromic 

 

Introduction 

In recent years, technological advances in radiation therapy have been significant, and as a result, 

the quality of radiotherapy has greatly increased. Fundamental progress with the development of 

external beam techniques, especially intensity-modulated radiotherapy (IMRT), has allowed the 

clinical implementation of highly non-convex dose distributions. This provides consistency, as 

shown in [1, 2]. In radiation therapy, controlling and measuring doses, along with associated 

parameters, is essential to ensure that the target treatment volume receives the prescribed dose. A 

dosimeter, such as an adequate ionization chamber, is usually used for measurements, although 
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other types of dosimeters can also be used [3-7]. In general, gel dosimetry using optical scanners 

for measuring induced attenuation has the highest rank among all dosimeters [8-10]. Ideally, 

commissioning and routine quality assurance of these complex therapeutic techniques (IMRT) 

require a dosimeter that can accurately and conveniently measure the dose distribution in three 

dimensions [1, 2]. 

There are several classes of gel dosimeters, such as radio-chromic dosimeters and polymer gels 

[9-13]. Gel dosimeters are unique in that they can measure the dose distribution in three dimensions 

and their ability to specify other characteristics such as radiation direction, energy and dose rate 

independence, and soft tissue equivalent. One of the disadvantages of gel dosimeters is the high 

uncertainty in measuring low doses, especially at doses lower than 25 cGy. Therefore, to avoid 

this uncertainty in the treatment evaluation, a higher dose was prescribed. For example, if the 

prescribed dose was 2 Gy per fraction, a dose of approximately 10 Gy was given to the gel 

dosimeter to evaluate the treatment, especially in the surrounding tissues that received lower doses 

than the target. As a result, it can be said that the effective and useful life of the linear accelerator 

and the time devoted to the treatment of patients will be reduced due to the delivery of a large 

number of monitor units (MU). As a result, it can be said that, for the reasons presented above, 

obtaining a gel dosimeter that is sensitive to low dose levels has a high value [14-18]. 

It can be said that these dosimeters rely on the oxidation caused by the radiation of Fe2+ ions to 

Fe3+ ions, which are dispersed in a tissue-equivalent gel matrix. Usually, these dosimeters are 

made of gelatin, agarose, or polyvinyl alcohol., which is connected to glutaraldehyde (PVA-GTA) 

as a gel matrix. Usually, to make these dosimeters, dye materials such as xylenol, nitrotetrazolium 

chloride, and Methylthymol blue, and activating elements such as silver nitrate, and ammonium 

ferros sulfate are needed [19-23]. The gel dosimeters are usually used for high-dose measurements 

in radiotherapy, or in blood irradiation. [24] . The purpose of this study is to develop a gel Fricke 

gel dosimeter for use in low- dose measurement. 

 

Material and Methods: 

In this experiment, 80 samples of gel dosimeter with different chemical compounds were made to 

measure low doses, and finally, we succeeded in making a Fricke gel dosimeter sensitive to low 
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doses. The chemical materials used in the gel dosimeter structure are as follows: Gelatin (or 

Polyvinyl alcohol) as the gelling agent, Ferrous ammonium sulfate as the activator, Xylenol orange 

as the chemical dye. Water, and sulfuric acid as the solvent.  

A summary of how to make gel dosimeters is: 

The chemicals were inserted in 4 glasses, the first glass contained a gelling agent (gelatin or PVA) 

and water. The second glass contained orange xylenol, water, and sulfuric acid. The third glass 

contained benzoic acid and water, and the fourth glass contained ammonium ferrous ammonium 

sulfate and water. 

The first glass was heated on a heater- stirrer. For gelatin, heating continued until the temperature 

reached 45 degrees Celsius. For PVA, for uniform heating, the beaker was not placed directly on 

the heater, it was placed in a container containing oil and water, and the heating was continued 

until the temperature reached 85 °C to heat the PVA solution homogeneously. When the 

temperature of the solution reached the desired value, it was removed from the heater, and when 

the temperature reached about 35 degrees Celsius, the glass containing the gelatin was placed in 

water to cool. The contents of the second beaker were added to the first beaker whose temperature 

had reached ambient temperature to obtain a clear and homogeneous solution with a bright orange 

color. The contents of the fourth glass were added to the first glass and mixed well. The contents 

of the third beaker were added to the first beaker, and the final solution was mixed well. Finally, 

the solution was inserted into cuvettes measuring 1 x 1 x 4.5 cubic centimeters, and kept in the 

refrigerator until the next day. 

To optimize and reach the target gel dosimeters, more than 70 dosimeters were made, and with 

various compositions. Finally, a gelatin-based gel dosimeter was found to have significant 

sensitivity to the dose in the low ranges. After preparing the dosimeters, they were kept in the 

refrigerator at a temperature of 5 degrees Celsius for 12 hours. Gel dosimeters were irradiated 

using a Cs-137 source calibrated by a standard dosimetry laboratory. The samples were placed at 

a distance of 60 cm from the source, where the dose rate was 2 Gy/h and the size of the irradiated 

field was 10 x 10 cm2. After the irradiation, the dosimeters were placed in front of a negatoscope, 

and a photo was taken with a camera. The average values of red and green pixels in the images, L 

(1/cm), were used to obtain changes in optical absorption. In this experiment, the linearity, and the 
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fading of the dosimeter response, energy dependence, and repeatability of the dosimeter were 

investigated. 

Results and discussion 

As previously mentioned, one of the gelatin-based dosimeters was efficient in low-dose 

measurement. Table 1 shows the composition of this low-dose gel dosimeter. 

Table 1: Composition of the gel dosimeter for low-dose measurement 

Material Gelatin-base 

dosimeter 

Gelatin 124 mM 

Water 100 ml 

Xylenol orange 0.0416 mM 

Sulfuric acid 90 mM 

Ferrous ammonium sulfate 1.000 mM 

Benzoic Acid 6.60 mM 

 The different characteristics of the dosimeter are presented in the next section. 

 

Calibration curve of the gel dosimeter 

  The calibration curve of a Fricke gel dosimeter was plotted and it was observed that the response 

of this dosimeter is linear. This curve can be seen in Figure 1. Based on the obtained results, it was 

observed that the lower detection limit for this gelatin is approximately 50 mGy. The minimum 

detectable limit of the detector is obtained by the reading (color) of the background dosimeter. The 

dosimeter does not change color when exposed to a dose lower than 50mGy. 
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Fig. 1. Calibration curve of a gel dosimeter sample 

 

Temperature dependency, and fading of the dosimeter response 

To investigate the effect of the environmental temperature on the dosimeter response, the gelatin-

based dosimeter response was obtained at room temperature, and in the refrigerator. Comparing 

the results shows that the responses of the gelatin-based dosimeters are temperature dependent and 

the stability of the samples increases by keeping the dosimeters in the refrigerator. The results 

show that the response of the dosimeter kept at room temperature, undergoes a 40% variation after 

100 hours. However, less variation is observed in the response of the dosimeter when kept in the 

refrigerator. 

A decrease in stability over time was observed even when the dosimeters were stored in the 

refrigerator. Figure 2 shows the stability of the dosimeter when exposed to doses and stored in a 

refrigerator. The change in gelatin-based dosimeter response was less than 0.5% at 120 hours after 

irradiation. 
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Fig. 2. Percentage changes in dosimeter response stability with time elapsed after exposure when 

stored at 5°C. 

 

Repeatability of the dosimeter response 

The dosimeter was prepared again, and irradiated for calibration. Figure 3 shows the 

reproducibility of the gel. 
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Fig. 3. Repeatability of the gelatin-based gel dosimeter sample 

 

Energy dependency of the gel dosimeter 

The dosimeter was exposed to a dose of 2Gy in 662keV gamma rays, and 70kVp X-rays. As shown 

in Figure 4, the obtained results show that the response of the dosimeters does not depend on the 

energy of the radiation rays, for the energies of 70kVp, and 662keV. 

 

Fig. 4. Response of a gel dosimeter sample to the same dose of gamma and X 

 

Conclusions 

When a new dosimeter is established, its characteristics such as linearity of the response, 

repeatability, energy dependence, etc., must be investigated. In the case of gel dosimeters, when a 

compound with high enough sensitivity is made, further studies should be performed to investigate 

the linearity, stability, repeatability, and energy dependence. In this study, it was shown that a long 

storage time between gel preparation and irradiation may cause a noticeable decrease in dosimeter 

sensitivity and darkening of dosimeters, which can be seen even with the naked eye. Gel 

dosimeters are often used to calculate high doses, but in this study, we managed to make a Fricke 

gel dosimeter to measure the dose in the mGy range. It was shown that the dosimeter introduced 

here has a linear response in the range of 50 to 5000 mGy. The developed gelatin-based dosimeters 

are a promising tool for radiation detection and are potentially applicable for industrial and medical 

dosimetry. 
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Abstract 

To design a hot cell, it is necessary to consider all safety requirements and radiation protection 

acceptance criteria. In this research, the design of a hot cell with specific geometric dimensions 

and materials was simulated using MCNP6 code. Then, the gamma dose rate was calculated for a 

60Co source with 1.85E13 Bq activity and a silicide spent fuel plate with 90% burnup with a 

cooling time of 30 days to determine the appropriate shielding thickness. In these calculations, the 

source intensity and the gamma spectrum of the spent silicide fuel plate were obtained using the 

ORIGEN code. 

According to the references, the gamma dose rate criterion of 10 μSv/h was considered to 

determine the thickness of the hot cell wall, which is made of barite concrete with a density of 3.35 

gcm-3 and a combination of concrete and paraffin, in different directions. The results show that 

for the corridor as the worst case, the maximum concrete thicknesses without compromising the 

gamma dose rate criterion are 76 and 86 cm for 60Co and silicide fuel plate respectively. 

Keywords: Hot cell, Shielding calculations, 60Co source, Fuel burnup, Optimal thickness, 

MCNP6 and ORIGEN codes. 

 

Introduction  

Many shielding design safety requirements and acceptance criteria in nuclear facilities such as hot 

cells are in line with the radiation protection safety requirements and acceptance criteria. It is worth 

mentioning that good design, high-quality construction and proper operation will create safety 

through radiation protection [i]. The determined occupational dose ranges in the safety standards 

of the IAEA are defined as a maximum effective dose of 20 mSv/h with an average of 5 

consecutive years [ii]. The hot cell laboratory can consist of several hot cells, which are considered 

as protection for highly radioactive materials. The dose rate for expected radioactive materials is 

defined based on working hours. The working time of personnel for the hot cell is 2000 hours per 
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year, therefore, the dose rate criterion is 10 μSv/h for this facility. The hot cell laboratory has 

various applications, for example, in some countries such as Malaysia, there is a semi-permanent 

hot cell for the production of radioisotopes such as 99mTc and 131I. Also, this type of hot cell for 

research works used lead as biological shielding. Further, other hot cells are used to manage 

radioactive sources with high activity such as radiation and teletherapy. This type of hot cell is 

used for research activities such as spent fuel inspection, Post-Irradiation Evaluation (PIE) and 

fuel fabrication. The main goal for the development of the hot cell is to prepare a condition for 

research on the behavior of the fuel [iii]. 

In the design of shielding, the used material and its thickness are the basic principles in which the 

shield thickness depends highly on the energy and the type of the source. Lead or concrete 

materials are usually used for shielding gamma sources as in most cases, concrete shielding is used 

because of its cheapness, lightness, and availability. Of course, it is worth mentioning that for 

situations where space is limited, it is better to use materials with high atomic number and density 

such as lead. Otherwise, concrete may be used, whose effective density can be increased by using 

special materials and additives. 

The design of one hot cell shielding is done regarding different materials and thicknesses using 

MCNP code. Gamma and neutron dose rate are calculated for a spent fuel source according to 

proposed criteria [iv]. The shielding calculations for activated first wall transferring of ITER using 

MCNP code is done in another research work [v]. Also, the shielding structure of hot cell shielding 

door is introduced for one nuclear power plant where the neutron shielding performance is studied 

by experimental and simulation methods. Finally, the material and its thickness for hot cell 

shielding door is provided [vi]. 

In this research, the optimal thickness of a hot cell for a 60Co source with 1.85E13 Bq activity was 

calculated using MCNP6 code [vii] and the feasibility of using it for silicide spent fuel plate was 

investigated which is the first time in our country and an innovation in comparison to the other 

research works. In this feasibility study, a silicide fuel plate with 90% burnup with a cooling time 

of 30 days is considered as the most pessimistic mode of the gamma source where calculations are 

done using ORIGEN code [viii]. Finally, the results of the gamma dose rate for this mode have 
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been calculated and the optimal thickness values have been determined with the preset value of 10 

μSv/h in different parts of the outer of the hot cell. 

 

Materials and methods 

In order to calculate the gamma dose rate to determine the thickness of the shield in a hot cell, a 

60Co point-source having 1.85E13 Bq activity and 1.17 MeV and 1.33 MeV energies and a silicide 

fuel plate have been simulated, separately. The sources are considered homogeneous in all 

directions. Then, the values of the gamma dose rate in different places outside the concrete shield 

of the hot cell have been calculated without compromising the preset criterion of 10 μSv/h [ ix, x]. 

Figure 10 shows the dispersion of 60Co gamma sources (right) and gamma tracks (left) in the hot 

cell simulated by MCNP6 code. 

 

Figure 10. Dispersion of gamma sources (right) and gamma tracks (left). 

Figure 2 shows the characteristics of the components and dimensions of the systems and the 

materials used in the hot cell. 
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Figure 11. Characteristics of the components and dimensions (mm). 

Figure 12 shows two different views of the hot cell simulated using MCNP6 code. 

 
Figure 12. Upper (right) and side view (left) of the simulated hot cell. 

The concrete enclosure is made of barite concrete in which two rows of six holes are intended for 

the passage of special equipment. The fillers of the holes are made of 45.5 centimeters long lead 

parts. The window is composed of lead glass with 6.22 gcm-3 density. Compositions and weight 
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percentages of all materials mentioned in this report for the MCNP6 input were based on validated 

references [xi]. 

Gamma dose rate calculations are done using F5 Tally of MCNP6 code. This tally use from 

response function for point wise dose rate calculations from flux through IC and IU cards. MCNP 

code using ENDF/B-VI cross section library for dose rate calculations. 

 

Results and discussion 

Dose rate calculations 

The gamma dose rate in the hot cell was calculated for 90% burned silicide fuel plate with 30 days 

cooling time and for a 1.85E13 Bq 60Co point-source using F5 point tally in the MCNP6 code. In 

this research, the variance reduction method based on statistical population control was used based 

on multiplication methods and Russian Roulette with spatial meshing as well as energy cutting 

methods to reduce results errors and execution times. The average error of the calculations in all 

results is less than 10%. 

It is worth mentioning that the intensity of the source is 1.60E+14 Bq. One silicide fuel plate 

dimension is 7.7×0.15×61.5 cm3 with 4.8 gcm-3 U3Si2 meat in an Al clad. The spent silicide fuel 

gamma spectrum is obtained using the ORIGEN code and given in Figure 13. 

  

Figure 13. Gamma spectrum of a silicide spent fuel. 
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In these calculations, the gamma dose rate was obtained for three different situations including the 

corridor behind of the concrete wall, behind the window and behind the door of the hot cell are 

shown in Figure 14, Figure 15 and Figure 16.  

  
Figure 14. Gamma dose rate for concrete wall in the side of corridor. 

As Figure 14 shows, based on the defined criterion of less than 10 μSv/h, the optimum thickness 

of the corridor wall for having less than the preset dose rate values are 70 and 78 cm for  for 60Co 

and spent fuel plate, respectively.  
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Figure 15. Gamma dose rate for inside and outside of window 

As could be seen from Figure 15, the optimal thickness of window for silicide fuel plate and cobalt 

source are 67 and 60 cm with dose rate values of 5.7 and 1.6 μSv/h, respectively. 

 

Figure 16. Gamma dose rate for inside and outside of the door 

As could be seen from Figure 16, the optimal thickness of concrete door for silicide fuel plate and 

cobalt source are about 80 and 70 cm with dose rate values of 2.9 and 4.1 μSv/h, respectively. 

As could be seen form the given results, the gamma dose rate out of the hot cell is lower that the 

preset criterion where the silicide spent fuel plate has bigger dose rate values in comparison to the 

60Co in all of investigated cases. 

Conclusions 

In this research, the gamma dose rate for a 60Co point-source with 1.85E13 Bq activity and a 

silicide fuel plate with 90% burnup after 30 days cooling as the most conservative cases were 

calculated using MCNP6 code to determination of the optimum thickness of the shielding of hot 

cell.  

The source intensity and gamma spectrum of the silicide fuel plate was done using ORIGEN code. 

It should be mentioned that the criterion of 10 μSv/h was used to determine the optimum thickness 

of the hot cell wall in different directions. Finally, the results of this article show that the gamma 

dose rate of silicide fuel plate is slightly higher than the cobalt source. Also, the maximum concrete 
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thickness for having less than dose rate criterion is in the corridor with 86 and 76 cm concrete 

shielding for silicide fuel plate and cobalt sources, respectively. 
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Abstract 

Analysis of most environmental samples demands precise detection of their emitted radiation, 

which in many cases includes both alpha particles and gamma-rays. Simultaneous detection of 

these radiations enhances the identification and distinguishes potentially unknown components. 

Phoswich detectors are a reliable and low-cost solution for the simultaneous detection of different 

types of radiation. In phoswich detectors, identification of radiation types is based on pulse shape 

differences among the scintillators which can be performed by analog or digital methods. In the 

current study, a two-layer phoswich detector consisting of BC-400/CsI(Tl) is used for the 

simultaneous detection of alpha particles and gamma rays emitted from common radionuclides. 

The digital charge comparison method is employed for alpha/gamma discrimination using the 

phoswich detector. This method resulted in a figure of merit (FOM) of 2.7.  The misclassification 

of gamma-rays is less than 5% by this method.  

Keywords: phoswich detector, scintillator, radiation discrimination, charge comparison method, 

figure of merit (FOM) 

 

Introduction 

Analysis of most environmental samples demands spectroscopy of their emitted radiations which 

in many cases (such as actinide elements) are alpha particles and gamma rays [1]. The difference 

in the output pulses from the scintillator detector can be used to identify the type of radiation 

interaction with the detector. It can be performed either by using a single crystal that has several 

decay times for the different types of radiations or by two different optically coupled scintillators 

where each scintillator responds to a particular type of radiation [2]. 

The combination of two dissimilar scintillators optically coupled to a single PMT is often called a 

phoswich detector [3]. The scintillators have different decay times so the shape of the output pulse 
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from the PMT is dependent on the relative contribution of light from the two scintillators [4]. By 

analyzing the specific pulse shape, it is possible to determine the radiation type. This is commonly 

referred to as the Pulse Shape Discrimination (PSD) method. PSD methods can be performed using 

analog [5] or digital methods [6]. The digital systems have several advantages such as digital pulse 

charge integration, elimination of distorted pulses, pulse shape discrimination capability, and 

effective baseline correction, accompanied by post-trigging of the data pulse. The Rise Time 

Discrimination (RTD) and Charge Comparison (CC) methods are the most popular techniques to 

discriminate among pulses from a phoswich detector. The time it takes for the pulse to rise from 

the lower fraction to the upper fraction is known as the rise time. In the RTD method, the radiation 

discrimination is caried out based on analyzing the rise time interval [7]. On the other hand, the 

CC method is based on a comparison of the integrals of the pulses for two different time intervals 

[8]. In this paper, digital charge comparison method is used for Simultaneous 𝛼/𝛾 discrimination 

in phoswich detector. 

 

Research Theories 

The CC method is based on a comparison of the integrals of a pulse, over two different time 

intervals. These integrals are often referred to as the long integral and the short integral [8]. The 

former corresponds to the large area of the pulse, while the latter includes only a short part of the 

pulse [9, 10]. In this method, the charge ratio is used for pulse-type identification. As illustrated in 

Fig.  1, the charge ratio (CR) is the ratio of the short integral (𝑆1) to the long integral (𝑆2). Using 

mixed alpha and gamma sources, we obtained two separate charge ratios for received pulses. A 

charge ratio interval was considered for gamma rays (called 𝐶𝑅𝑔) and another one was considered 

for alpha particles (called 𝐶𝑅𝑎). If the pulse is identified in each of these intervals, it is then known 

as the corresponding radiation type. If the pulse was not within these intervals, it was rejected.  
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Fig.  1. Charge comparison method description  

 

 

Experimental 

The phoswich detector consisted of BC-400 (with a thickness of 50 µm) and CsI(Tl) (with a 

thickness of 3 mm) for detecting alpha particles and gamma rays, respectively. The most common 

alpha-emitter radionuclides have alpha particles with energy about 4-6 MeV. Alpha particles with 

this amount of energy stop completely in 50 µm of BC-400 scintillator [1]. These scintillators were 

assembled and optically coupled to a PHOTONIS XP3132 photomultiplier (PMT) tube. The 

experimental setup is shown in Fig.  2. Using a digital oscilloscope (Tektronix TDS2024), anode 

pulses were directly digitized and then transferred to a personal computer for analysis. In all of the 

experiments, to avoid disturbance by ambient light, the phoswich detector and the PMT were 

placed in a black box. Also, to reduce background radiation, the complete configuration was placed 

in the lead shield.   
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Fig.  2. a) experimental configuration and b) phoswich detector inside a black box. 

 

Results and Discussion 

A phoswich detector was exposed to mixed radiation emitted from a 241Am source. 241Am emits 

alpha particles and gamma rays coincidentally. Fig.  3 (a) and (b) show the 2-D scatter plot and 

the abundance of charge ratio for the 241Am source. Herein, the long integral corresponds to the 

total area of the pulse, whereas the short integral was taken from the beginning of the pulse to 160 

ns afterward. In the CC method, 𝐶𝑅𝑔 is between 0.25 and 0.41 for gamma rays, and 𝐶𝑅𝑎 is between 

0.45 and 0.6 for alpha particles. The performance of PSD methods has traditionally been qualified 

by the figure of merit (FOM), which measures the width and locations of peaks in a histogram of 

pulse shape data and is defined by: 

𝐹𝑂𝑀 = 
𝑠

𝑤1 + 𝑤2
 

Where, s is the separation between Gaussian centroids,  𝑤1 and 𝑤2 are the FWHM of them. 

According to the Fig.  3 (b), FOM of the CC method is 2.7 which provides reasonable 

discrimination quality.  
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Fig.  3. a) Scatter plot, b) abundance of charge ratio 

 Another method of quantification of PSD performance involves measuring the percentage of 

radiation pulses of a particular type misclassified as the other type e.g. the spillover of gamma 

radiation signal into the alpha region of interest. To investigate the performance of the CC method 

in separating alpha and gamma events, more than 10,000 pulses were recorded when the detector 

was exposed to 137Cs source and 241Am source shielded by a thin sheet of aluminum. The results 

of the measurements are given in Table 1. The misclasification of gamma-ray is less than 5% by 

the CC method. 

 

Table 1.  The fraction of event types from 137Cs and alpha-shielded 241Am 

sources Radiation type CC 

137Cs 

Pulses recorded as alpha particles (error 

rate in gamma classification) 
 1.22% 

Pulses recorded as gamma rays  98.28% 

Rejected pulse 0.5% 

241Am 

Pulses recorded as alpha particles (error  

rate in gamma classification) 
4.21% 

Pulses recorded as gamma rays 95.69% 

Rejected pulse 0.1% 

 

Conclusions 

In this paper, the digital charge comparison (CC) method was employed to discriminate between 

alpha particles and gamma rays emitted from the most common radioisotopes, utilizing a BC-

400/CsI(Tl) phoswich detector. The signal from the anode of the PMT was directly digitized and 

then transferred to a personal computer for analysis. The performance of the CC method is 
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quantified based on the FOM and misclassification of the radiation types. The CC method resulted 

in a FOM of 2.7.  The misclassification of gamma rays is less than 5%, so the alpha/gamma 

discrimination system has reasonable discrimination quality. 
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Abstract 

Polystyrene-multi-wall carbon nanotube have many applications in various fields, especially 

sensors and radiation dosimeters. Carbon nanotubes (CNTs) due to their unique properties such as 

high length-to-diameter ratio and high electrical conductivity, through addition to polymer 

substrates, lead to the formation of three-dimensional conductive networks in these materials. 

When the volume or weight fraction of CNTs in the polymer substrate exceeds a critical limit, the 

polymer undergoes a phase change, and its electrical conductivity increases. In this experimental 

work, angle dependence, field size, energy and reproducibility of Polystyrene-multi-wall carbon 

nanotube nanocomposite dosimeter response under gamma irradiation in the radiation field of the 

National Secondary Standard Dosimetry Laboratory (SSDL) were performed. In order to measure 

these characteristics on the response of PS-MWCNT nanocomposite dosimeter, the distance of the 

dosimeter from the source was 80 cm and the fixed dose rate was 75 mGy/min. The results showed 

that the response of this dosimeter in the range of ±40 degree, the angle difference was 3.9% and 

the repeatability changes were equal to 0.48%. 

Key words: nanocomposite dosimeter, gamma radiation, dosimetry tests, constant dose rate. 

 

Introduction 

In order to make an active dosimeter based on polymer nanocomposites, it is necessary to 

investigate the effect of gamma radiation on the physical properties of the mentioned materials. 

Nanocomposite dosimeters consist of two phases: soft (polymer) and hard (carbon nanotubes). 

Polymer nanocomposite-carbon nanotube has been proposed as a radiation dosimeter in previous 

studies by the present authors from simulation and experimental aspects [1-9]. In this dosimeter, 

the radiation current created by the beam is designed as voltage changes at the output of the 

electronic system and is shown digitally. In this experimental work, the dosimetry characteristics 



 

151 

of PS-MWCNT nanocomposite under gamma irradiation related to Cobalt-60 source in the 

radiation field of the National Secondary Standard Dosimetry Laboratory (SSDL) were performed. 

 

Experimental 

In this experimental research, polystyrene (PS) grade 1540 and density 1.05 g/cm3 was prepared 

in the form of powder from Tabriz Petrochemical. Multi-walled carbon nanotubes (MWCNT) with 

a purity of more than 99% were purchased from US-Nano. The physical characteristics of the 

prepared multi-walled carbon nanotubes are: outer diameter 5-15 nm, inner diameter 3-5 nm, 

length 50 µm, density 1/2 g/cm3, SSA greater than 233 m2/g and electrical conductivity S /m 107-

105; Finally, chemical solvents with high purity were obtained from Merck. In order to prepare 

the materials, first, multi-walled carbon nanotubes were added to a specific volume of 

dichloromethane (DCM) solvent and ultrasonicated in a UP200H probed ultrasonic device with a 

power of 200 W and a working frequency of 24 kHz for 20 minutes. At the same time, polystyrene 

was placed in another container containing toluene solvent at a temperature of 135°C for 30 

minutes on a magnetic stirrer until the polymer was completely dissolved in it. It is worth 

mentioning that at this stage, in order to prevent the evaporation of the solvent at high temperature, 

the container was covered with aluminum foil. Finally, these two solutions were combined and 

sonicated again for one hour. Due to the difference in the boiling point of dichloromethane (boiling 

point 39.6 °C) and toluene (boiling point 111 °C), when the two solutions were mixed together, 

cavities or bubbles were observed, which probably led to the breaking of nanotube clumps. carbon 

nanotubes and finally a better and more uniform distribution of carbon nanotubes inside the 

polymer substrate. Then, in order to make the said nanocomposite, according to Figure 1, the 

desired designs were made. In the manufactured sample, the electrodes are made of silver (silver 

paste). According to Figure 1, multi-walled carbon nanotubes are depicted in the polystyrene 

substrate. 
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Fig. 1. Design of polymer-carbon nanotube nanocomposite and presentation of electrodes made 

of silver paste 

According to Figure 2, in the irradiation stage of the nanocomposite dosimeter, the 60Co source 

of the Picker-V9 model located in the secondary standard dosimetry laboratory of the Atomic 

Energy Organization, Karaj was used. In order to measure the current resulting from radiation, an 

electronic system has been used that shows the generated current in terms of voltage changes at 

the output. 

 
Fig. 2. Gamma irradiation system (Picker V9) used in this research 

 

After making the PS/MWCNT nanocomposite, in order to ensure proper and uniform dispersion 

and distribution of nanoparticles in the polymer substrate, according to Figure 3, FESEM test was 

used. 
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Fig. 3. FESEM image of PS/MWCNT nanocomposite 

 

 

Results and Discussion 

In this experimental work, after making the PS/MWCNT nanocomposite and ensuring the 

homogeneous distribution of carbon nanotubes in the polymer substrate, the irradiation process 

was carried out. The dose rate used in this experimental work to investigate the dosimetry 

characteristics of nanocomposite under irradiation is 75 mGy/min. The nanocomposite dosimeter 

was exposed to radiation with a 60Co source, model Picker-V9. According to Figure 4, the flow 

related to radiation in the range of 47-157 mGy/min has increased completely linearly. According 

to the linear fit of these points from the least squares approximation R2=0.9996, it can be said that 

the response of the mentioned nanocomposite in the dose range of 47-157 mGy/min is linear with 

very good accuracy and in this range it can be as The radiation dosimeter used the mentioned 

nanocomposite. 
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Fig. 4. Average radiation current at different doses for nanocomposite dosimeter under irradiation 

with Picker-V9 60Co source 

 

Fig. 5 shows the angular dependence of PS-MWCNT nanocomposite sample that was irradiated 

at 75 mGy/min. The orientation of the normal line on the sample page with the incident gamma-

ray was assumed as the measurement angle and set at θ = ± 40° and the average ΔV were measured. 

The results show a change of 4.5% of the voltage in comparison to the response obtained at θ = 

zero.  

 
Fig. 5. Variation of ΔV of the PS-MWCNT nanocomposite sample in different gamma-ray 

incident angles 
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The reproducibility of the prepared nanocomposite sample as a realtime dosimeter at the same 

dose-rate of 75 mGy/min, SSD = 80 cm, a bias voltage of 800 V, and field size of 10 × 10 cm2 

was investigated as well. In this regard one sample was irradiated under 60Co gamma-ray and the 

photocurrent was measured for 15 s. This procedure was repeated for 10 times in each independent 

measurement and its variations are demonstrated in Fig. 6. The result shows the ΔV repeatability 

equal to 0.48%. 

 

 
Fig. 6. Repeatability investigation for PS-MWCNT nanocomposite sample at the same dose-rate 

of 75 mGy/min. 

Conclusions 

In this experimental work, angle dependence, field size, energy and reproducibility of Polystyrene-

multi-wall carbon nanotube nanocomposite dosimeter response under gamma irradiation in the 

radiation field of the National Secondary Standard Dosimetry Laboratory (SSDL) were performed. 

In order to measure these characteristics on the response of PS-MWCNT nanocomposite 

dosimeter, the distance of the dosimeter from the source was 80 cm and the fixed dose rate was 75 

mGy/min. The results showed that the response of this dosimeter in the range of ±40 degree, the 

angle difference was 3.9% and the repeatability changes were equal to 0.48%. 
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Abstract 

Iran Radiation Application Development Company (IRAD Co.) has undertaken the design and 

construction of gamma-ray portal monitors specifically designed for detecting radioactive 

materials and contamination. These monitors have been developed for various applications such 

as controlling the transportation of radioactive materials and inspecting and identifying radioactive 

materials in customs. A particular focus has been placed on monitoring the inner space of vehicles 

and truckloads. The system consisted of electronic circuits, mechanical holders, and four plastic 

scintillation detectors, which collectively serve as the monitoring system. The precise design of 

the dimensions and spacing between the plastic scintillation detectors significantly influences the 

performance and effectiveness of the developed portal monitor. The accuracy of the system was 

demonstrated through functional tests using a 137Cs source. These tests revealed that the 

monitoring system was capable of detecting a source inside a car, with at a minimum activity level 

of 3 µCi, when positioned at a distance of 100 cm. This outcome underscores the precise and 

reliable performance of the monitors' design.  

Keywords: Portal monitors, Plastic scintillator, Moving radioactive sources, Minimum Detectable 

Activity, Gamma-ray. 

 

Introduction 

Radiation Portal Monitors (RPMs) are critical components in national and international security 

for the detection of radioactive materials. With the rise of nuclear technology, both for power 

generation and medicinal purposes, as well as the threat of nuclear terrorism, the importance of 
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effective RPMs has never been greater [1]. These monitors are non-intrusive and are used to screen 

vehicles, containers, and other conveyances for special nuclear materials [2]. Plastic scintillation 

detectors have gained attention for their potential use in radiation portal monitors due to their 

characteristics. Studies have shown that plastic scintillation detectors exhibit nearly energy-

independent behavior over a range of energies from 0.5 to 20 MeV, making them suitable for 

radiation detection applications [3]. Furthermore, plastic scintillation detectors have been deployed 

in radiation portal monitor systems for the interdiction of nuclear material at borders, highlighting 

their practical application in security measures [4]. Moreover, the development of integrated and 

portable probes based on functional plastic scintillators for the detection of radioactive cesium 

demonstrates the versatility and applicability of plastic scintillation detectors in radiation detection 

scenarios [5]. The evaluation of source identification methods using plastic scintillators in portal 

monitoring systems further emphasizes their role in detecting illicit trafficking of radioactive 

sources in cargo containers [6]. These findings collectively underscore the significance of plastic 

scintillation detectors in radiation portal monitoring, demonstrating their potential for use in 

detecting radioactive materials and enhancing security measures at border crossings and ports. 

In this study, taking into account the important quantities of the radiation portal monitor, how to 

choose and the exact type of detector specifications for making a car radiation portal monitor has 

been investigated. Then, by Monte Carlo simulation, the optimal dimensions and distance between 

the large-sized plastic scintillation detectors of the gated monitor have been designed. Also, 

experimental tests have been done for evaluation of the minimum detectable activity. 

 

Design Simulation 

In the design phase of the radiation monitoring system, Monte Carlo simulation of MCNPX code 

was used. The dimensions and the distance between two detectors in the detector are important 

parameters for the design and construction of the detector system, and therefore the simulation was 

carried out based on the Monte Carlo method for the transmission of gamma rays with the aim of 

measuring the detector gate counting speed with different detector dimensions and also the 

distance between the detectors. For this purpose, two flickering plastic screens on one side with 

different widths of 25, 50 and 100 cm and 100 cm long on each side of the monitor were 
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considered. Each of these scintillation plates are placed on one side in the code input file for 

separation distances of 0, 30, 60, 90 and 120 cm. 

Counting rate values were obtained by all 4 scintillation plates for three widely used industrial 

sources of radioactive gamma 137Cs, 60Co, and 241Am in the space between the gate and at 3 

positions 20, 225, and 450 cm from the ground. Various simulation scenarios are presented below. 

Scenario 1: In this scenario, we consider the changes in the total count rate of 4 detection plates 

for the triple heights of 20, 225, and 450 cm and the placement of the radioactive gamma source 

137Cs, 60Co, and 241Am in the space between the two plates and the separation distances of the 

double plates above and the bottom on both sides for different dimensions of 100 x 25 cm2, 100 x 

50 cm2 and 100 x 100 cm2 detector.  

Scenario 2: In this scenario, the percentage changes of the total detection plate count rate with 

triple energies of 60, 662 and 1250 keV related to the radioactive sources of gamma 241Am, 137Cs 

and 60Co with different separation distances of the upper and lower double plates, were 

considered.  

Scenario 3: Given that the two most important parameters in determining the optimal separation 

distance of scintillation plates on both sides of the detector gate and on the one hand high 

sensitivity in reading and tracing the passing source (large counting rate values) and on the other 

hand less changes in the dynamic range of rate changes of the total count is (more smooth dynamic 

range), so equation (1) can be presented as follows: 

C =
cppmax×100

dynamic range(%)
          

 (1) 

The optimal condition is when we face the maximum of the numerator and the minimum of the 

denominator, and in other words, the parameter C has a maximum value.  

Design and construction 

Normally, plastic scintillation detectors are used in RPMs because they have the characteristics of 

fast response time, sensitive to nearly all types of radiation, affordable cost, high and varied 

manufacturing, low radiation damage, etc. and therefore it is mostly used in most personal and car 

gate monitors. In the production monitoring system, due to these characteristics, four PVT plastic 

scintillation detectors and four PMTs have been used. To obtain the dimensions and distance 
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between the detectors, the Monte Carlo simulation of MCNPX nuclear code has been used, as 

mentioned in previous section. The electronic boards were placed in the space between the two 

detectors. By choosing 5 mm iron metal with 6 mm lead shielding for the back plate and 2 mm 

thick aluminum metal for the front plates, the devices were made to house the detectors, PMTs 

and system electronics. The image of the constructed radiation portal monitor is given in figure 

(1). 

 
Fig. 1. Radiation portal monitor system 

 

Determining minimum detectable activity 

For a source to be detectable, the difference between the average source count and the average 

background count must be greater than the product of the confidence level in the sum of the 

standard deviation of the source count and the standard deviation of the background count. At the 

minimum detectable activity of the device, 137Cs with an activity of 3µCi were placed at a distance 

of 100cm from each panel, and the count rate was read 30 times in a two-second period, and the 

average and standard deviation of the readings with the average and the standard deviation of the 

context has been compared and it is reported in different standard deviations. These tests revealed 

that the monitoring system successfully detected a source inside a car at a distance of 100 cm with 

a minimum activity level of 3 µCi. 

 

Results and Discussion 

As discussed in scenario 1, in Figure (2), the changes in the total count rate of 4 detection plates 

for the triple heights of 20, 225, and 450 cm and the placement of the radioactive gamma source 
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137Cs, 60Co, and 241Am in the space between the two plates and the separation distances of the 

double plates above and the bottom on both sides is given for different dimensions of 100 x 25 

cm2, 100 x 50 cm2 and 100 x 100 cm2 detector. What can be inferred from Figure (2), we are 

faced with the highest value of the total count rate in the middle position (distance of 225 cm from 

the ground). By increasing the distance between the two detector plates on each side of the RPM, 

the amount of the total counting rate at the source position in the middle decreases as much as 

possible and the total counting rate increases as much as possible at the bottom and top of the 

source (distances 20 and 450 cm from the ground). 

 
Fig. 2. The graph of changes of the total count rate of 4 detection plates with dimensions of 25 x 

100 cm2 for three heights of 20, 225, and 450 cm for 137Cs, 60Co, and 241Am sources. 

 

What can be inferred from figures (2) to (4) is that the process of changes in the total counting rate 

is the same as the previous case. By changing the dimensions of the detectors and increasing these 

dimensions, it is evident from the comparison of the above diagrams that the values of the total 
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counting rate will increase in proportion to this increase in the dimensions of the detection plates. 

For example, with the increase in the width of the plates from 25 to 50 cm, the corresponding 

values of the counting intensity have doubled. Other trends that govern the changes in the intensity 

of the counting distance, the change in the distance between the two screens located on each side 

of the gate, and the change in the location of the fountain remain the same as before. 

 
Fig. 3. The graph of changes of the total count rate of 4 detection plates with dimensions of 50 x 

100 cm2 for the three heights of 20, 225, and 450 cm for 137Cs, 60Co, and 241Am sources. 
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Fig. 4. The graph of changes of the total count rate of 4 detection plates with dimensions of 100 x 

100 cm2 square for the three heights of 20, 225, and 450 cm for 137Cs, 60Co, and 241Am sources. 

By increasing the width of the plates up to 100 cm, it does not lead to a change in the observed 

trends of the simulation with the previous geometry. The process of changing the total counting 

rate is the same as before. By changing the dimensions of the detectors and increasing these 

dimensions, it is evident from the comparison of the above diagrams that the values of the total 

counting rate will increase in proportion to this increase in the dimensions of the detection plates. 

For example, by increasing the width of the pages from 25 to 100, the corresponding values of the 

counting intensity have been increased by almost 4 times. Other trends that govern the changes in 

the intensity of the counting distance, the change in the distance between the two plates located on 

each side of the RPM, and the change in the location of the source remain the same as before.  

In the case of scenario 2, as can be seen from Figure (5), the maximum percentage changes of the 

total detection plate count rate with triple energies of 60, 662 and 1250 keV related to the 

radioactive sources of gamma 241Am, 137Cs and 60Co with different separation distances of the 

upper and lower double plates. 
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Fig. 5. The graph of the changes of the total detection plate count rate for different distances for 

137Cs, 60Co and 241Am sources. 

In the case of third scenario, by drawing the graph of changes of C in terms of energy with different 

separation distances of scintillation plates on both sides, it is possible to see the optimal position 

clearly, which is shown in figure (6). 
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Fig. 6. Plotting the changes of C changes in terms of energy with different scintillation plate 

separation distances. 

 

With the increase in the energy of the gamma source passing through the monitor gate, we face an 

increase and then a decrease in the value of the parameter C. The larger the separation of the 

scintillation plates on both sides, the greater the value of C, which is at most 14% and occurs 

between the two states of separation of the plates of 0 and 120 cm. 

Finally, Monte-Carlo simulation has been done in the design of the radiation portal monitor 

detection system, and the selection and exact type of detection specifications for the construction 

of a vehicle radiation portal monitor have been obtained. Regarding the result of the simulation 

scenarios, considering the simultaneous importance of parameter C (Figure 6), the sensitivity in 

counting and the finished price of the product, the separation value of the scintillation plates of 60 

cm along with the scintillation dimensions of 50 x 100 cm were selected for the final construction 

of the RPM. Finally, in order to obtain the minimum detectable activity of the device, using the 

results of the detection system, this monitor has the ability to detect the source of 137Cs with an 

activity of 3 µCi at 100 cm. 
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Conclusions 

Radiation portal monitors (RPMs) play a crucial role in global security efforts against nuclear 

terrorism and the proliferation of nuclear weapons. These monitors are deployed at security 

checkpoints, borders, and secure facilities to detect nuclear and other radioactive materials. The 

design of an RPM system with plastic scintillation detectors was done with the help of Monte-

Carlo simulation to get the proper dimensions and layout. The simulation results indicated that the 

most optimal dimensions of the usable detector are 50x100 cm2. Finally, the radiation portal 

monitor system was constructed according to simulation results. Also, with experimental tests, the 

minimum detectable activity was determined by 137Cs radioactive source. This system has the 

ability to detect at least 3 of µCi activity inside the car at a maximum speed of 1 m/s. It is obvious 

that the higher the activity of the source or the lower the speed of the source, the easier it is to 

identify the radioactive source, and in other words, the minimum detectable activity of the device 

decreases. 
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Abstract 

The use of MOSFET transistors to measure the dose of ionizing radiation is widely used as a 

dosimeter. MOSFET dosimeters provide rapid dose reading. In addition, information is 

permanently stored in the MOSFET. In this experimental work, the response of P type MOSFET 

transistors (SMD) under gamma irradiation in the radiation field of the National Secondary 

Standard Dosimetry Laboratory (SSDL) was performed to measure their sensitivity as a dosimeter. 

The electric current and voltage of the transistor bases were recorded and analyzed with high 

accuracy in a wide range of the gate sweep before and after irradiation. The difference in threshold 

voltage value before and after irradiation indicates the amount of radiation current in the MOSFET 

transistor. MOSFET irradiation was done to check the dosimetry characteristics at a fixed dose. In 

the results section, it is shown that P-type MOSFET transistors have angle changes of ±60 degree 

and the field size is equal to 0.5% and 3.53%, respectively. In the following, the results of the 

energy dependence of the dosimeter response of MOSFET transistors with Cobalt-60 sources with 

an average energy of 1.25 MeV and Cesium-137 with an energy of 662 keV irradiation and their 

results are analyzed and reported. 

Key words: MOSFET transistor, gamma radiation, threshold voltage, energy dependence.  

 

Introduction 

Radiation dosimetry has many applications, one of the important areas of its application is medical 

dosimetry, in which the absorbed dose required for treatment and any side absorbed dose are 

controlled; In other words, in radiation therapy, it evaluates the planned and delivered dose to 

ensure the accuracy of the dose delivered to the tumor [1]. Various dosimeters are used to 

accurately measure the amount of dose [1]. One of these cases is the use of semiconductor parts of 

MOSFET transistors as dosimeters. The use of MOSFET transistor as a tool for measuring ionizing 

radiation was proposed many years ago [1]. MOSFET dosimeters provide rapid dose readout. In 
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addition, information is permanently stored in the MOSFET [1]. Therefore, a measure of the total 

accumulated dose during the treatment period can be obtained. Their small size makes them very 

useful for measurements in areas with high dose gradients (eg, in brachytherapy). It also allows 

them to easily enter the body cavities without causing too much discomfort to the patient [2]. They 

do not need to be connected to the reader during the radiation time, thus eliminating the need for 

cables that run throughout the treatment room. In recent years, the use of MOSFET dosimeters is 

increasing strongly in radiation therapy and is of great importance in surgeries and brachytherapy. 

These parts have the possibility of real-time readout, simple instrumentation and high strength. In 

addition, MOSFET dual voltage dosimeters are independent of temperature, which is an advantage 

in clinical dosimetry [3]. These dosimeters have better performance than other dosimeters due to 

their simplicity and high reading speed in cases where the dose is required outside the body [4,5].   

In Figure (1), the process of particle collision with the oxide layer of the transistor, creation of 

charges and transfer of charges is presented. When the ionizing rays collide with the oxide layer 

of the transistor, electron-hole pairs are created in this layer. After creating charges, some of them 

are combined with each other, and the number of combined charges depends on the type of falling 

particle, electric field, temperature, etc. Under the influence of the electric field, the remaining 

charges start to move. Also, the mobility of electrons in the oxide layer is thousands of times higher 

than the mobility of holes. Therefore, within a few picoseconds, the electrons leave the oxide layer, 

but the holes remain in the traps in the oxide layer for a very long time. In addition, there is a 

possibility of releasing a hydrogen atom and creating a proton when the particles collide with the 

oxide layer. The movement of these protons in the direction of the electric field can destroy and 

shift the energy levels at the interface between the oxide and silicon layers [6].  
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Fig. 1. The process of collision of particles with the MOSFET oxide layer, creation and transport 

of charges [7] 

The displacement factor of the potential distribution in this layer is the accumulation of positive 

charges in the oxide layer, and on the other hand, according to equation (1), the amount of charges 

accumulated in the oxide layer shifts the flat band voltage of the transistor. 

𝑽𝒇𝒃    = ∅𝒎𝒔 −  
𝑸𝒔𝒔 

𝑪𝒐𝒙 
                                                                                                (1) 

In relation (1), ∅𝒎𝒔, ∅𝒎𝒔 and 𝑪𝒐𝒙  are the work function difference between the gate metal and the 

transistor substrate semiconductor, the amount of trapped charges in the oxide layer, and the 

capacitance of the oxide layer, respectively. As can be seen in this regard, with the increase in the 

amount of trapped charges in the oxide layer, the flat band voltage of the transistor changes more 

[7]. This flat strip voltage parameter is directly related to the threshold voltage value of the 

transistor. An important quantity in dosimetry by MOSFETs is the amount of changes in the 

threshold voltage of the transistor. It has been shown in various experiments that changes in the 

threshold voltage of the MOSFET transistor have an almost linear relationship with the amount of 

radiation applied to the transistor. In the simplest form, this relationship can be expressed by 

equation (2) [7].  

∆𝐕𝐓   =    𝑨  ×   𝑫
𝒏                                                                             (2) 

In equation (1), ∆𝐕𝐓, 𝑫, 𝒏 and 𝑨 Threshold voltage changes, dose amount in the transistor gate 

insulation layer, degree of linearity and constant coefficient are respectively. Factors such as 

MOSFET construction quality, oxide layer thickness, electric field and to some extent total dose 

have an effect on the degree of linearity of the relationship. Ideally, these factors are linear and the 

value of parameter n should be close to one. There are several methods for extracting the threshold 

voltage value, and also various extractor circuits are provided for automatic measurement of this 

parameter. A large part of the existing methods for determining the threshold voltage include the 

static measurement of the transition drain current in terms of the gate voltage (ID-Vg 

characteristic) of a transistor. 
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Methode and Device 

In this work, P type MOSFET transistors CD4007 with SMD structure was selected and 

investigated as a dosimeter. The voltage-current curve was measured in the saturation working 

area of the transistor. To measure the threshold voltage of MOSFET transistors, in order to measure 

the dose of gamma rays, the current-voltage curve plotting device made in Shahid Beheshti 

Nuclear Engineering Faculty was used [7]. The appearance of the device is shown in Figure 2. 

 

 Fig. 2. The appearance of the current-voltage curve drawing device of MOSFET transistors 

made in Shahid Beheshti University [7] 

 

According to Figure (2), to connect the part under test to the device, connectors are installed on it. 

Through these connectors, protection, main signal and feedback signal for gate, drain and source 

terminals are connected to the test board. Also, a separate connector is provided on the device to 

connect to the temperature sensor in the test board compartment. This system has already been 

calibrated by a radiation test at the Secondary Standard Dosimetry Laboratory (SSDL) in Karaj 

[7]. Irradiation of MOSFETs in this work was done in the secondary standard dosimetry laboratory 

of Karaj in doses of 1-100 Gy. In order to test the stability and determine the accuracy, 3 CD4007 

types were irradiated and the I-V curve reading of each of them was done three times. The average 

of all these data was calculated along with the deviation from the standard observed in each dose. 

Figure (3) shows the irradiation system of Karaj secondary standard dosimetry laboratory along 

with the placement of different samples (range including MOSFET) in each irradiation time. 

Irradiation of parts is done without bias. 
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Fig. 3. Irradiation system of secondary standard dosimetry laboratory of Karaj and placement 

board of MOSFET parts. 

 

Results and Discussion 

In table (1) according to figure (4) the measured changes of threshold voltage displacement of 

CD4007 transistors in different doses up to 100 Gy are shown. The results show that the 

displacement of the threshold voltage for this transistor is linear in all the desired doses. This 

transistor has a sensitivity of 4.39 mV/Gy in this dose range. 

 
Table 1.   Threshold voltage changes of CD4007 transistor in different doses up to 100 Gy  

CD4007 P-

type  

Dose 

(Gy) 

ΔVth 

_Ave(mV)  

10 53.80 

20 106.01 

40 202.53 

60 276.90 

80 384.49 

100 444.62 
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Fig. 4. The Threshold voltage changes of CD4007 transistor in different doses up to 100 Gy 

Fig. 5. shows the angular dependence of CD4007 transistor that was irradiated at dose of 5 Gy. 

The orientation of the normal line on the sample page with the incident gamma-ray was assumed 

as the measurement angle and set at θ = ± 60° and the average photocurrents were measured. The 

results show a change of 0.5% of the photocurrent in comparison to the response obtained at θ = 

zero. 

 
Fig. 5. Variation of relative threshold voltage shift of the CD4007 transistor in different gamma-

ray incident angles 

Fig. 6 shows the radiation field size dependence of the CD4007 transistor. The most changes field 

size in the range of 5 × 5 cm2 up to 25 × 25 cm2 were shown by 3.53%. 
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Fig. 6. Variation of relative photocurrent threshold voltage shift vs field size for the CD4007 

transistor 

 

Fig. 7 shows the radiation energy dependence of the CD4007 transistor. Energy changes with two 

sources of cobalt-60 and cesium-137 were shown equal to 6.58%. 

 

Fig. 7. Variation of threshold voltage shift vs energy for the CD4007 transistor 
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Conclusions 

 In this experimental work, the response of P type MOSFET transistors (SMD) under gamma 

irradiation in the radiation field of the National Secondary Standard Dosimetry Laboratory (SSDL) 

was performed to measure their sensitivity as a dosimeter. The electric current and voltage of the 

transistor bases were recorded and analyzed with high accuracy in a wide range of the gate sweep 

before and after irradiation. The difference in threshold voltage value before and after irradiation 

indicates the amount of radiation current in the MOSFET transistor. MOSFET irradiation was done 

to check the dosimetry characteristics at a fixed dose. In the results section, it is shown that P-type 

MOSFET transistors have angle changes of ±60 degree and the field size is equal to 0.5% and 

3.53%, respectively. In the following, the results of the energy dependence of the dosimeter 

response of MOSFET transistors with Cobalt-60 sources with an average energy of 1.25 MeV and 

Cesium-137 with an energy of 662 keV irradiation and their results are analyzed and reported. 
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Abstract 

Pristine zinc cobaltite (ZnCo2O4) and graphene zinc cobaltite nanoparticles (NPs) have been 

successfully synthesized by hydrothermal method. The physical properties of both structures were 

studied using X-ray diffraction (XRD), field emission scanning electron microscopy (FESEM), 

and energy dispersive X-ray spectroscopy (EDX). XRD results indicated a formation of spinel 

structure. The lattice parameters and some other physical properties of them have been calculated. 

The elemental composition of the samples has been determined through EDX analysis. From 

morphological investigation, nano-sized quasi-spherical grains, and the agglomeration of grains 

were observed. Nuclear radiation shielding investigation for gamma-ray has been studied for both 

samples. Since mass and linear attenuation coefficients are two basic parameters in the matter of 

shielding, they were estimated and obtained as 3.95/4 and 0.659/0.643 for ZnCo2O4/ZnCo2O4: 

graphene, respectively. Other significant shielding properties were also evaluated. Half value 

layer, mean free path and tenth value layer of pure ZnCo2O4 and ZnCo2O4/graphene were 

calculated as follows: 0.175/0.175, 0.253/0.250, 0.58/0.57, respectively. The results show that the 

presence of graphene has affected all the protection parameters. The ultimate results from these 

calculations can be beneficial to understand the radiation shielding effect of zinc cobaltite based 

samples. 

Keywords: Zinc cobaltite, gamma shielding, structural properties, hydrothermal method 

 

Introduction 

Zinc cobaltite (ZnCo2O4) as a usual spinel structure, has received considerable attention due to its 

potential applications in super-capacitors, lithium-ion batteries, sensors, electro-catalysts, photo-

voltaics and so on. The nature of the p-type semiconductor ZnCo2O4 affects the electrical 

conductivity of the material. The spinel structure of ZnCo2O4 consists of a close-packed cubic 

array of oxide ions, where divalent Zn occupies the tetrahedral site and trivalent Co occupies the 
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octahedral site. Different synthesis processes for ZnCo2O4 include hydrothermal, solvothermal, 

pulse laser deposition, co-precipitation reaction and solid state reaction [1]. 

Gamma rays have been used as a valuable tool in medicine, agriculture and scientific research. 

While such applications are very beneficial for human life, undesirable exposures like scattering 

gamma-rays and cosmic ray are dangerous to human and their environment with different impacts. 

Exposure to high doses of gamma may cause direct harmful effects such as radiation sickness and 

an increased risk of cancer. Therefore, shielding materials are used to prevent radiation from 

various sources [2]. Radiation shields are materials that are placed between the radiation source 

and the human body and are specifically designed to absorb the maximum number of photons for 

that particular application. Ideal radiation shields should be lightweight, effective at absorbing a 

wide range of photons, thin, inexpensive, easy to fabricate, and so on. They vary from simple lead 

aprons to glasses, composites, polymers, alloys, etc. These materials are often reinforced using 

various micro and nanoparticles, which are suitable for the intended application [3]. 

Currently, the dynamically developing and specifically understood nanotechnology comes with a 

solution. In general, additive nanoparticles (including metals, non-metals, metal oxides, and many 

others) have been investigated for many applications. Their outstanding properties including high, 

surface-to-volume ratio and enhanced absorption play a significant role. It is also noteworthy that 

nanocomposites, i.e. a composite, which includes the main component and nano or micro-material 

of a certain mass fraction, have found a wide application, including in radiation protection 

(radiation shielding) [4]. 

Despite many searches, no report on the protective use of zinc cobaltite based samples has been 

found. It may be possible to state with a little boldness that there are no articles dealing with the 

gamma shielding property of zinc cobaltite and for this reason, the topic of the article has its own 

attractiveness and novelty. Even though, similar reports exist. In the article of M.I. Sayyed et al. 

(2022) the radiation shielding properties of mortar samples with Fe2O3 nanoparticles were 

investigated for radiation shielding applications. The results of radiation protection parameters 

showed that new mortars can be developed for radiation protection applications by introducing 

higher concentrations of Fe2O3 nanoparticles [3]. Also in the article of M. Rashad et al. (2020) 

the radiation shielding features of magnesium oxide (MgO) and zinc oxide (ZnO) nanoparticles 
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(NPs) were investigated. The results showed that zinc oxide (ZnO) nanoparticles with the smallest 

diameter of 50 nm have a satisfactory capacity in nuclear radiation shielding [5]. 

In this research, ZnCo2O4 and ZnCo2O4/graphene were synthesized by sol-gel method and then 

they were prepared in the form of tablets. The structural and morphological properties of these 

nanoparticles were investigated using some analytical tools (XRD- FESEM-EDX). Also, the 

radiation shielding features of these samples were evaluated by calculating the radiation shielding 

parameters such as linear attenuation coefficient (LAC), mass attenuation coefficient (MAC), 

mean free path (MFP), half-value layer (HVL) and tenth value layer (TVL). 

 

Experimental 

Description of the Materials and Methods used in the research 

The amount of 0.9 grams of zinc chloride is mixed with 50 ml of distilled water, placed on the 

stirrer and stirred for 15 minutes. After that, we added 1.9 grams of cobalt chloride to the solution 

and let the stirring process continue for another 15 minutes. Then 0.72 grams of urea were inserted 

and stirring continued for 30 minutes. The content of the solution is poured into a Teflon container 

and placed in the reactor in the furnace for 12 hours at a temperature of 140 ℃. We poured the 

pink sediment with distilled water into the two test tubes and put it in a centrifuge at 3000 rpm for 

3 minutes, and then we washed it twice with distilled water and twice with ethanol. The material 

obtained was poured into a porcelain container and heated for 6 hours at a temperature of 70 ℃, 

after which it is placed in the furnace at a temperature of 450 ℃ for 3 hours, and as the last step, 

the resultant transferred into a mortar and turned into finer grains and pressed at a pressure of 1.2 

MPa to acquire some pellets of~1 mm thickness and ~10 mm diameter .The first sample was 

obtained with the abbreviation name as ZCO. To produce the second material after addition of 

urea, 20 mg of graphene is added to it and finally ZCG material is obtained. (Fig. 1.)   
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Fig. 1. Images of Protective production steps 

For radiation investigation, the desired samples were placed in the medical radiation laboratory to 

check their radiation protection properties between the cesium 137 point source and a Geiger-

Muller type gas detector (Fig. 2). According to the count values obtained from the Geiger-Muller 

detector, radiation protection parameters of samples including LAC, MAC, HVL, TVL, and MFP 

have been determined. 

  Fig. 2. Image of radiation protection experiment for ZCO and ZCG 

Definition of Radiation shielding parameters 

The LAC (μ, linear attenuation coefficient) measures an attenuator's shielding performance for 

gamma irradiation. The LAC is computed through the Beer–Lambert law [6]: 

𝜇 = ln
(
𝐼0
𝐼⁄ )
𝑥
⁄
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The MAC (μρ, cm2/g, mass attenuation coefficient) characterizes the absorbing material and is 

obtained from the ratio of  LAC divided by absorber density. In this research, the MAC values 

calculated with the following formula [6]: 

𝜇𝑚 =∑𝑤𝑖(𝜇 𝜌⁄ )𝑖
𝑖

 

The thickness required to attenuate the radiation beam to half the value before passing through the 

absorbing material is known as the half value layer (HVL). Thus, this can be determined by the 

following formula [6]: 

𝐻𝐿𝑉 = ln 2 𝜇⁄  

Whereas the tenth value layer known as the thickness of a shielding material that required to reduce 

the incident intensity of gamma-ray photons to its tenth value at given energy [6]: 

𝑇𝑉𝐿 = ln 10 𝜇⁄  

The mean free path (MFP) is the average distance an electron travels in a given sample 

environment before interacting with matter [6]. 

𝑴𝑭𝑷 = 𝟏 𝝁⁄        (𝒄𝒎) 

 

Results and Discussion 

XRD results   

Fig. 3 shows the XRD data of the hydrothermal prepared pure zinc cobaltite and graphene added 

samples which was taken in the 2θ region from 10◦ to 80◦. The miller indices (hkl) of the diffraction 

planes are also marked. A very good match between our prepared samples and the standard zinc 

cobaltite sample is observed. A standard cubic spinel ZnCo2O4 with the code of 23-1390 was 

selected. Due to the small amount of graphene, the related graphitic diffraction planes did not 

observe. Comparing the two graphs demonstrated that the attendance of graphene decreased the 

intensity of the diffraction peaks relatively, and caused some diffraction lines to disappear. 
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Fig. 3. The XRD Rusults of ZnCo2O4 and (b) ZnO/ZnCo2O4 

 

Lattice parameters of the main peak (311) for both samples were calculated and compared with 

standard values (Table 1). They were decreased due to the addition of graphene and it seems the 

lattice parameters become closer to the standard values. It may be legitimate due to Vegard’s law. 

Negligible deviation from the standard values is observed, for example, in the case of unit cell 

volums, that can be the result of iconicity and instability of the lattice. Other reasons probably play 

a role in this deviation such as variation of bond angle, bond length, and twisting of the main 

structure. It is known that various defects inside the main structure cause to band edge variation 

process [7].    

 

Table 1. The calculated and standard values of the lattice parameters for the main reflection 

peaks (i.e. (100), (002), (101)) and other relevant parameters. 

 

Sample 

 

Miller indices 

𝒅 (Å) 𝒂 (Å) Volume of unit cell 

 (Å)𝟑 

Cal. Sta. Cal. Sta. Cal. Sta. 

ZCO 311 2.4677 2.4400 8.1846 8.0946 548.261 530.38 
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FESEM and EDX results 

Fig. 4 shows the FESEM micrographs of the ZnCo2O4 and ZnCo2O4/Graphene nanoparticles 

with specific magnification. Generally, all of the micrographs show grains with nano-scale 

amounts, and the aggregation of grains is clear in all samples. For ZC0, semi-spherical grains can 

be observed ranging from 75 to 175 nm. The ZCG sample also consists of semi-spherical 

nanoparticles with diameters of 75 to 180 nm. The particle sizes of pure ZnCo2O4 and 

ZnCo2O4/Graphene are almost the same. Both samples are quasi-spherical in shape. 

 
Fig. 4. FESEM images of ZnCo2O4 (ZCO) and ZnCo2O4/Graphene(ZCG) 

 

In order to study the elemental composition of prepared nano-materials, the EDX analysis has been 

applied. The EDX spectrum of the ZnCo2O4 and ZnCo2O4/Graphene nanoparticles is shown in 

Fig.5. The characteristic EDX are displayed in Fig.1. According to the results, the traces of 

impurities and other elements are not observed. In the spectrum of ZC0, four peaks are observed, 

which are identified as zinc and copper.  

 

 

 

 

 

ZCG 311 2.4371 2.4400 8.0829 8.0946 528.091 530.38 
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Fig. 5. EDS images of ZnCo2O4 (ZCO) and ZnCo2O4/Graphene(ZCG) 

 

Radiation Shielding Parameters 

The linear attenuation amount provide noteworthy data about radiation shielding parameters of 

ZCO and ZCG nanoparticles. All the mentioned nanoparticles were prepared in the form of tablets. 

All the samples were exposed to the gamma source of cesium 137 with an activity of 8.7 μCi and 

a gamma energy peak of 0.662 MeV. The duration of placing the samples between the source and 

detector was 4 minutes. The obtained results of mean free path (MFP), one-tenth value layer 

(TVL), half value layer (HVL), mass attenuation coefficient (μρ) and linear attenuation (μ) of ZCO 

and ZCG nanoparticles have been shown in Table 2. The highest value of linear attenuation 

coefficient has been obtained for ZCG (4 cm-1) and lowest value has been obtained for ZCO 

nanoparticles (3.95cm-1). The lowest value of mass attenuation coefficient of ZCO and ZCG  that 

have been shown in Table 2 are 0.643 cm2/g 0.659 cm2/g respectively. The one-tenth values layer 

(TVL), half-value layer (HVL) and mean free path (MFP) of ZCO and ZCG  have been shown in 

Table 2. The HVL value have changed from 0.175 cm to 0.17 cm, which depends on the persence 

of graphene in ZnCo2O4. Also, the one-tenth layer value has changed from 0.58 cm to 0.57cm. 

Lastly, The mean free path of ZCO and ZCG  have changed from 0.253 cm to 0.250 cm. It can be 

seen that the attendance of graphene cause to decraes the MFP. In addition to this study, in future 
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researches, different experimental setups can be prepared and various nanoparticles can be 

synthesized in different methods to investigate the radiation protection characteristics. 

Table 2.  Results of radiation protection parameters for ZCO and ZCG 

 

Conclusion 

The powder of ZnCo2O4 and ZnCo2O4/Graphene were prepared by hydrothermal method. Their 

structural and morphological properties were investigated. According to the XRD data, the 

formation of zinc cobaltite in cubic spinel structure is approved. However, the signs of the presence 

of  graphene are not appeared in our sample. According to FE-SEM micrographs, all samples had 

similar microstructures and all of them consisted of nanosized quasi-spherical grains. The radiation 

shielding properties of the samples (LAC, MAC, MFP, HVL, and TVL) were also calculated. The 

results showed that ZnCo2O4/Graphene is considered a suitable competitor for ZnCo2O4 as a 

shielding protector.  
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Abstract 

Nowadays, using of alternative materials instead of lead in the environmentally sensitive and 

nontoxic material research in radiation shielding has attracted a lot of attention. In this study, pure 

spinel copper cobaltite (CuCo2O4) and graphene added were synthesized by hydrothermal 

method. The structural, morphological, and gamma shielding properties of the prepared samples 

were investigated through X-ray diffraction (XRD), field emission scanning electron microscopy 

(FESEM), and energy dispersive X-ray spectroscopy (EDX). The cubic spinel structure of pure 

CuCo2O4 was verified and the presence of graphene did not change the main structure. Spherical 

particles as well as irregular geometrical particles are observed in both samples, obtained from 

morphological analyze. The factors related to radiation shielding such as mass and linear 

attenuation coefficients, half value layer, mean free path and tenth value layer of the samples were 

calculated. The obtained results from these measurements can be useful to understand the radiation 

shielding performance of copper cobaltite based samples. 

Keywords: copper cobaltite, hydrothermal method, structural properties, gamma shielding 

 

Introduction 

A promising electrode material for hybrid super capacitors, electric catalysts and lithium-ion 

batteries due to its electronic properties, low cost and excellent electrochemical performance is 

CuCo2O4 with the general formula CuxCo2xO4, which is one of the spinel oxide materials. [1,2] 

Also, the optical gap of this material is close to the ideal value for photo electrochemical needs. 

[1,3] Cobaltite can be crystallized as an inverted or normal spinel structure. [1,4] Unfortunately, 

the use of cobaltite as a potential electrode material for energy storage applications is limited due 

to the toxicity of one of the cobalt ions present in the composition [1,5]. It is possible to reduce 

this toxicity by combining one of the cobalt ions with other environmentally compatible metal ions 

such as nickel, copper and zinc. Also, considering that the presence of two intermediary metals in 
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one compound may increase the electrochemical performance and other properties compared to a 

substance that has only one transfer ion. [1,6] As an example, copper cobaltite and nickel cobaltite 

can be used in cancer treatment as well as anti-tumor research. [7,8]  

Radiation can be defined as energy emitted from the nucleus in the form of particles or waves. 

Subject to radiation, they are divided into two categories: natural and artificial, where natural 

sources include cosmic rays and natural radioactive series found in the earth's crust, and artificial 

sources include industrial radionuclides that have various uses in medicine and industry. [9] 

The short wavelengths of gamma rays make gamma rays have good energy and more power than 

other electromagnetic waves. One of the uses of gamma is in the treatment of cancer. Due to this, 

gamma rays destroy not only cancer cells but also healthy cells known as organs at risk. Protection 

against radiation is very important to prevent the destruction of healthy cells in a patient exposed 

to radiation. [10] 

There are some basic principles for radiation protection (such as shielding). Shielding is 

intrinsically safe, while distance, time under radiation, the activity of the radiation source, the 

amount of the allowed dose should be taken into consideration. A shield is effective when it 

weakens the rays with high energies and also the effects of the radiation on its optical and 

mechanical properties are very small. [11] 

In this research, CuCo2O4 and CuCo2O4/graphene were prepared by hydrothermal synthesis and 

then in tablet form and the structural and morphological characteristics of these nanoparticles were 

investigated using some analytical tools (XRD-FESEM-EDX). Also, by calculating radiation 

shielding parameters such as mass attenuation coefficient (MAC), mean free path (MFP), half 

value layer (HVL), tenth value layer (TVL) and linear attenuation coefficient (LAC), the radiation 

shielding characteristics of these samples were evaluated. 

It should be noted that very little research has been done regarding the radiation protection 

characteristics of the mentioned samples, and for this reason, the topic of this article has its own 

special attraction and novelty. 
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Experimental 

Description of the Materials and Methods used in the research 

The amount of 0.686 g of copper was dissolved in 50 ml of distilled water and placed on the stirrer 

with a magnet and heater at a temperature of 55 degrees Celsius for 10 minutes. After adding 1.901 

g of cobalt to the solution, it was again placed on the stirrer and heater for another 10 minutes. 

After this step, 0.72 g of urea was added to the solution and stirring process continued for another 

30 minutes until a uniform solution was formed. The obtained solution was transferred to a Teflon 

container and then it was placed in a stainless steel autoclave and placed in an oven at a temperature 

of 140 degrees Celsius for 12 hours. An equal amount of sediment and water was placed in two 

test tubes in a centrifuge with 3000 revolutions in 3 times. After that, the material was washed 

twice with water and the last time with ethanol. In the next step, for annealing, the obtained 

material is placed in the furnace for 3 hours and remains in the furnace for drying for 2 hours. The 

resultant powder fully pulverized in a porcelain mortar and pressed at a pressure of 1.2 MPa within 

10 min to acquire some pellets of ~1 mm thickness and ~10 mm diameter. The first sample was 

obtained with the abbreviation CuCo2O4 (CCO). To make the second sample with the 

abbreviation CuCo2O4 /Graphene (CCG), the above steps were repeated; with the difference that 

after adding urea, 0.01 g of graphene was added to it and the sample solution was colored black. 

The color of the tableted samples was not different from each other. (Fig. 1) 

 

 

 

 

 

 

 

 

 

Fig. 1. Images of Protective production steps 
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For radiation protection testing, the desired samples were placed in the medical radiation 

laboratory to check their radiation protection properties between the cesium 137 point source and 

a Geiger-Muller type gas detector (Fig. 2). According to the count values obtained from the Geiger-

Muller detector, radiation protection parameters of samples including LAC, MAC, HVL, TVL, 

and MFP have been determined. 

 
Fig. 2. Image of radiation protection experiment for CCO and CCG 

 

Also, in this research, the structural and morphological characteristics of pure zinc oxide 

nanoparticles and zinc oxide doped with 10% and 20% copper were also investigated by 

performing XRD, EDX and FESEM analyses. 

 

Definition of Radiation shielding parameters 

The LAC (μ, linear attenuation coefficient) measures an attenuator's shielding performance for 

gamma irradiation. The LAC is computed through the Beer–Lambert law [6]: 

𝜇 = ln
(
𝐼0
𝐼⁄ )
𝑥
⁄

 

The MAC (μρ, cm2/g, Mass Attenuation Coefficient) characterizes the absorbing material and is 

obtained from the ratio of  LAC divided by and absorber density. In this research, the MAC values 

calculated with the following formula [6]: 

𝜇𝑚 =∑𝑤𝑖(𝜇 𝜌⁄ )𝑖
𝑖

 

The thickness required to attenuate the radiation beam to half the value before passing through the 

absorbing material is known as the half value layer (HVL). Thus, this can be determined by the 

following formula [9]: 

𝐻𝐿𝑉 = ln 2 𝜇⁄  
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Whereas the tenth value layer known as the thickness of a shielding material that required to reduce 

the incident intensity of gamma-ray photons to its tenth value at given energy [9]: 

𝑇𝑉𝐿 = ln 10 𝜇⁄  

The mean free path (MFP) is the average distance an electron travels in a given sample 

environment before interacting with matter [2]. 

𝑴𝑭𝑷 = 𝟏 𝝁⁄        (𝒄𝒎) 

Results and discussion 

Radiation shielding parameters 

The linear attenuation values provide noteworthy data about Radiation shielding performance of 

CCO nanoparticles and CCG . All the mentioned nanoparticles were prepared in the form of 

tablets. All the samples were exposed for 4 minutes to the gamma source of Cesium 137 with an 

activity of 8.7 μCi and a gamma energy peak of 0.662 MeV. The obtained results of  TVL, HVL, 

LAC, MFP and MAC CCO nanoparticles and CCG have been showed in Table 1. The highest 

value of linear attenuation coefficient has been obtained for CCG (3.4cm-1) and lowest value has 

been obtained for CCO nanoparticles (2.35cm-1). The lowest value of MAC is 0.38 cm2/g for 

CCO. This value increases when the graphene comes to structure. The MAC value has highest 

value as 0.55 cm2/g for CCG. The mean free path (MFP), half-value layer (HVL) and one-tenth 

values (TVL) of CCO and CCG  have been shown in Table1. The HVL value have changed from 

0.29 cm to 0.2 cm, which depends on the percentage of Graphene in CuCo2O4. Also, the TVL has 

changed from 1.97 cm to 0.67cm. Lastly, the mean free path of CCO and CCG  has changed from 

0.42 cm to 0.29 cm, these values have been seen to decrease when graphene is present. In addition 

to this study, different experimental setups can be prepared in future researches and nanoparticles 

can be synthesized in different ways to investigate the radiation protection characteristics. 

Table 1.  Results of radiation protection parameters for CCO and CCG XRD results 

 

 

 

 

Sample LAC(cm-1) MAC(cm2/g) MFP(cm) HVL(cm) TVL(cm) 

CCO 2.35 0.38 0.42 0.29 1.97 

CCG 3.4 0.55 0.29 0.2 0.67 
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Fig. 3 shows the XRD data of the hydrothermal prepared pure copper cobaltite and graphene added 

samples which was taken in the 2θ region from 10◦ to 80◦. The miller indices (hkl) of the diffraction 

planes are also marked. A very good match between our prepared samples and the standard copper 

cobaltite sample is observed. A standard cubic spinel CuCo2O4 with the code of 78-2172 was 

selected. Due to the small amount of graphene, the related graphitic diffraction planes did not 

observe. Comparing the two graphs demonstrated that the attendance of graphene decreased the 

intensity of the diffraction peaks relatively, and caused some diffraction lines to disappear. 

 

Fig. 3.  The XRD results of CuCo2O4 and CuCo2O4/Graphene 

 

Lattice parameters of the main peak (311) for both samples were calculated and compared with 

standard values (Table 2). They were decreased due to addition of graphene and it seems the lattice 

parameters become closer to the standard values. It may be legitimate due to Vegard’s law. 

Negligible deviation from the standard values is observed, for example, in the case of unit cell 

volumes, that can be the result of iconicity and instability of the lattice. Other reasons probably 

play a role in this deviation such as variation of bond angle, bond length, and twisting of the main 

structure. It is known that various defects inside the main structure cause to band edge variation 

process [12].  
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Table 2. The calculated and standard values of the lattice parameters for the main reflection 

peaks (i.e. (100), (002), (101)) and other relevant parameters. 

 

FESEM and EDX results 

Morphology and composition could be understood by employing field-emission scanning electron 

microscope (FESEM) images, as shown in Figure 4. the surface of CuCo2O4 with irregular 

nanoparticles. The CuCo2O4/Graphene has also irregular nanostructure but more compactness is 

observed between its structure, which means the reduction of grain boundaries. The CCG 

microporous nanostructure has a variety of shapes, which makes more surface available and 

strengthens the reactive points, which increases the electrochemical efficiency. The presence of 

four elements copper, cobalt, oxygen and carbon was confirmed in EDX analysis and no additional 

peak indicating the presence of pollutants was seen.  

 

Fig. 4. FESEM images of CuCo2O4 (CCO) and CuCo2O4/Graphene (CCG) 

The constituent elements analyzed by EDS (Figure 5) confirm the homogeneous distribution of 

elements copper, cobalt and oxygen. Because EDS in the most cases shows the concentration of 

heavy elements whose characteristic X-ray energy and efficiency are high and does not take into 

 

Miller indices 
𝒅 (Å) 𝒂 (Å) Volume of unit cell 

 (Å)𝟑 

Cal. Sta. Cal. Sta. Cal. Sta. 

311 2.4368 2.4374 8.0819 8.0840 527.896 528.300 

311 2.4371 2.4374 8.0829 8.0840 528.091 528.300 
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account the opposite principle. As shown in Figure 5, there is no contaminants in the synthesized 

product because no extra peak is observed. So it can be concluded that this fact confirms the purity 

of the sample and the substance is correctly combined.The presence of carbon in EDS indicates 

the presence of graphite in the second sample (CCG). 

 

Fig. 5. EDS images of CuCo2O4 (CCO) and CuCo2O4/Graphene (CCG) 

 

Conclusions 

The powder of CuCo2O4 and CuCo2O4/Graphene were prepared by hydrothermal method. Their 

structural and morphological properties were investigated. According to the XRD data, the 

formation of cobaltite in wurtzite structure is approved. However, the signs of the presence of  

copper oxide are appeared in the main structure. According to FESEM micrographs, all samples 

had similar microstructures and all of them consisted of nanosized irregular grains. However, by 

the addition of graphen into the main structure, the connection of nanoparticles increased. The 

radiation shielding properties of the samples (LAC, MAC, MFP, HVL, and TVL) were also 

calculated. The results showed that both samples are suitable to be used as a gamma shielding 

material. 
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Abstract 

Recently polymer-heavy metal oxide nanocomposites have recently attracted a large amount of 

attention due to the remarkable advantages as the radiation sensor, detector and dosimeters for 

gamma-rays, X-rays and charged particles. Several factors can affect the sensitivity including the 

amount of sensitive volume, concentration of the heavy metal oxide nanoparticles, applied bias 

voltage, and crystallinity of the polymer matrix. It has been demonstrated that a high degree of 

polymer crystallinity can impede the uniform distribution of nanoparticles. This study employed 

two different polymer matrices, namely high-density polyethylene (HDPE) as a semi-crystalline 

polymer and polycarbonate (PC) as an amorphous polymer, in a nanocomposite containing 

bismuth oxide nanoparticles up to 60 wt%. Results showed that PC demonstrated a better 

dispersion state up to 60 wt%, while HDPE was agglomerated at 40 wt%. Therefore, PC as an 

amorphous polymer containing 50 wt% Bi2O3 can be considered as a suitable candidate in a heavy 

metal oxide-nanocomposite for dosimetry purposes. 

Keywords: Dosimetry, Gamma-rays, polymer- heavy metal oxide nanocomposite, Crystallinity. 

 

Introduction 

Recently, polymer nanocomposites have attracted significant attention from scientists for use as 

radiation protection, sensors, detectors, and dosimeters [1-10]. These materials have many 

advantages due to their lightness, flexibility, ease of processing, being tissue equivalent, and 

relatively low cost. Polymer-nanocomposites exhibit low sensitivity to gamma-rays due to their 

low densities. Therefore, to overcome this problem, bismuth oxide (Bi2O3) nanoparticles with a 

density of 8.9 g/cm3 (with atomic number Z=83 for Bi) are added to the polymer matrix. This can 

increase the sensitivity of radiation detection and dosimetry by increasing the probability of the 

photoelectric effect. Several investigations were carried out on the polymer-heavy metal oxide 
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composites with radiation detection and dosimetry. For example Intaniwet et al. investigated the 

addition of Bi2O3 nanoparticles in a semiconductor polymer to improve the detector sensitivity 

against the 17.5 keV X-rays [8]. 

The dispersion of nanoparticles in polymer matrices can be challenging, particularly at higher 

volume fractions, due to the aggregation effects of the inclusions [11]. It has been demonstrated 

that high levels of the polymer crystallinity can hinder the homogenous dispersion of the 

nanoparticles [12]. In this research, Polycarbonate (PC), a thermoset polymer with an amorphous 

structure and repeat units of -CH2-CH (C6H5) is a superior candidate for making homogenous 

nanocomposites [3]. PC exhibits a suitable radiation hardness and superior breakdown voltage 

with regard to the aromatic structure [13-15]. PC is expected to have more suitable bonds with 

Bi2O3 nanoparticles. PC contains end groups including conjugated double bonds [16], C=O 

(carbonyl), C-H, Phenyl, and C-O-C bands [17]. Also, HDPE with a repeat unit of –[C2H4]– as a 

thermoplastic polymer exhibiting a semi-crystalline structure was selected as a polymer matrix.  

In this work, a comparative study of the dosimetry response of two nanocomposites namely 

PC/Bi2O3 and HDPE/Bi2O3 were carried out. The novelty of this work is investigating the effect 

of polymer matrix on the dosimetry response of the polymer- Bi2O3 nanocomposite dosimeter. 

 

Research Theories 

Efficiency of detection and dosimetry is improved when radiation interacts with matter having a 

higher attenuation coefficient at a given energy. Quantum efficiency (QE) is often defined as [8]: 

%100e1QE
x)(






















                                                                                                         (1) 

where µ/ρ is the mass attenuation coefficient obtained from the photon cross-section database [18], 

ρ and x are the composite density and thickness, accordingly. So, µ/ρ was obtained for the two 

composites of PC/Bi2O3 and HDPE/Bi2O3 through online access and definition of the mentioned 

compounds using XCOM [18]. 
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Experimental 

In this experimental work, PC, and HDPE granules were supplied from Iranian-Khuzestan 

petrochemical company with a density of 1.2 g/cm3, and 0.93 g/cm3 respectively. Bi2O3 

nanopowders with a density of 8.9 g/cm3 and average particle sizes between 90-210 nm were 

prepared from Sigma-Aldrich. In a summary, the polymers were dissolved in the suitable solvents 

using a hotplate magnetic stirrer, and then the Bi2O3 nanoparticles were added to the polymer 

solution and dispersed with an ultrasonic probe. Finally the samples were conducted to hot press 

to make the fixed thickness of 1 mm, and size 4×4 cm2 at various concentrations. As can be seen 

in Fig. 1a, copper plates with thickness of 100 μm were adhered to the samples using the silver 

paste in order to fabricate electrodes on both surfaces of the dosimeters. The details of fabrication 

process can be found in our earlier studies [1, 3, 19].  

Thus, PC/Bi2O3 nanocomposites at concentrations of 0, 5, 20, 40, and 50 Bi2O3 wt% and 

HDPE/Bi2O3 nanocomposites at loadings of 0, 20, 40, and 60 Bi2O3 wt% were fabricated via a 

solution method. Afterward, the samples were irradiated by gamma-rays of 60Co related to Picker 

V-9 at the Secondary Standard Dosimetry Laboratory (SSDL) of Iran-Karaj, in various source to 

surface distances (SSDs). The change in electrical current pass through the samples was considered 

as the dosimetry response, which was measured by an electrometer model SuperMax Standard 

Imaging at 400 V.   

 

 

 

 

 

 

(a) (b) (c) 

(a) Preparation of the nanocomposite dosimeter, and FESEM for (b) PC/Bi2O3, and (c) 

HDPE/Bi2O3 nanocomposites. 
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Results and Discussion 

Fig.2 displays the predicted quantum efficiencies of a 1 mm thickness for the two composites 

namely PC/Bi2O3, and and HDPE/Bi2O3 at 1250 keV with various concentrations of the 

inclusioins using the XCOM program [18]. For both composites, as the Bi2O3 concentration 

increases, the QA enhances consequentntly. Also, PC due to higher density (1.2 g/cm3) in 

comparision with the HDPE (0.93 g/cm3) exhibits the higher QE. 

 
Quantum efficiency for PC/Bi2O3, and HDPE/ Bi2O3 composites, thickness of 1 mm at 1250 keV 

for various inclusions up to 60 wt% using the XCOM. 

 

Fig.1 (1b, 1c) shows the FESEM images of PC/Bi2O3 and HDPE/Bi2O3 nanocomposites. As can 

be seen from Fig. 1b, the Bi2O3 nanoparticles were dispersed uniformly in the PC matrix. But, as 

shown in Fig. 1c, the nanoparticles were agglomerated, which exhibited a non-uniform dispersion 

in the HDPE matrix. Thus, PC exhibits a better dispersion state of the inclusions in comparison 

with HDPE. To interpret this effect, it can be mentioned that HDPE as a semi-crystalline polymer 

impede the uniform distribution of the nanoparticles due to presence of the crystallites.  

Fig. 3 exhibits the average photocurrent vs. SSD for various samples for PC/Bi2O3, and 

HDPE/Bi2O3 nanocomposites. As the Bi2O3 wt% increases, the dosimeter response enhances 

subsequently. As shown in Fig. 3b, for HDPE/Bi2O3 nanocomposite, this trend is valid up to 40 

wt%; but for 60 wt% sample, the dosimeter response decreases by 20-30% in comparison with the 

40 wt% sample. To justify this phenomenon, it can be mentioned that due to the semi-crystalline 

nature of the HDPE matrix, the agglomeration occurs at the higher reinforcement loadings namely 

60 wt% leading to decrease of the dosimeter response subsequently.  
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(a) (b) 

 
Average photocurrent vs. SSD for (a) PC/Bi2O3, and (b) HDPE/ Bi2O3 nanocomposites.  

 

The dosimetry response of PC/Bi2O3 and HDPE/Bi2O3 nanocomposites for various Bi2O3 wt% 

at the fixed SSD=80 cm which is equal to dose rate of 42.67 mGy/min is depicted in Fig. 4. As 

can be seen from Fig. 4a, the dosimetry response for PC/Bi2O3 nanocomposite is linear between 

20-50 wt%. But, as shown for in Fig. 4b, for HDPE it was increases linearly up to 40 wt%, then 

decreases 25% at 60 wt%. This is due to agglomeration of the inclusions in the semi-crystalline 

polymer of HDPE. 

 

 
 

(a) (b) 

Dosimetry response at a fixed SSD=80 cm for a) PC/Bi2O3, and b) HDPE/Bi2O3nanocomposites. 

 

Conclusions 

In this research, effect of polymer matrix on the sensitivity of a novel radiation dosimeter based 

on polymer-heavy metal oxide nanocomposites was investigated. For this purpose, two composites 

namely PC/Bi2O3 and HDPE/Bi2O3 were considered with different crystallinity degree of the 

polymer matrices. Quantum efficiency was evaluated for both composites using the XCOM. It was 
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concluded that PC with higher density exhibited higher efficiency at various concentrations in 

comparison with the HDPE. FESEM images demonstrated that agglomeration happened at the 

composites containing HDPE as a semi-crystalline polymer matrix. This is due to the fact that 

crystallinity can hinder the homogenous dispersion of the nanoparticles. So, PC/Bi2O3 has 

potential application to be used as a real-time dosimeter for therapeutic dose level. 
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Abstract 

In the present study, a series of displacement cascade simulations were carried out to explore the 

irradiation behavior in tungsten while cosidering the effects of temperature and the primary knock-

on atom (PKA) directions. The irradiation process was simulated in the temperature range of 300 

to 700 K, with a PKA energy of  1 keV along three different lattice directions.  The number of 

Frenkel pairs, the type of defect and the size distributions for the defect clusters were all 

determined. As the temperature increased, the thermal spike stage and the peak defect count also 

increased, while the effect of temperature on the surviving defect number was negligible.  The 

stable vacancies in the [01�̅�]/(001) direction could  cause  the collapse of the lattice due to their 

lamella-like shape. Clusters with a size of two were found in the quenching stage. 

Keywords: Displacement cascade; Tungsten; Defects; Molecular dynamics 

 

Introduction 

Tungsten and its alloys are currently the most promising candidates for the first wall in DEMO 

and future fusion reactors. It is also foreseen as a diverter plasma-facing material in the activated 

phase of ITER [1]. Tungsten  has the advantage of  the highest melting point (3680 K), excellent 

thermal conductivity, and  low or negligible sputtering at low plasma temperatures[2]. Materials 

in the fusion reactor will be irradiated by high-energy neutrons. In addition, they have to tolerate 

high temperatures and pressures. Energetic neutrons produce high-energy recoils, known as 

primary knock-on atoms (PKA). PKA initiate displacement cascades that lead to the production of 

interstitials and vacancies, both known as Frenkel pairs (FPs), which can further aggregate to form 

clusters and voids.  At the time of initiation of the damage cascade, a large number of Frenkel pairs 

are formed, but during the relaxation of the collision cascade, most of the displaced atoms tend to 

return to equilibrium crystal lattice positions. This effect results in the recombination of interstitials 

and vacancies and stable point defects remain at the end of the damage process. These stable 
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defects degrade the structural material properties, limiting the lifetime and operation of nuclear 

power systems[3]. As a result, it is essential to understand the materials’ behavior in radiation 

damage environments for the design and maintenance of advanced structural materials for nuclear 

reactor power applications. However, it is not easy to obtain knowledge about the temporal 

development of the defect structures by experiments. Thus, computer simulations are needed to 

gain a better understanding of the spatial and temporal development of the cascade, the number of 

various point defect types, and the size distribution of their clusters. Molecular dynamics (MD)-

based atomistic modeling methods, whose length and time scales are compatible with displacement 

cascades, are well-known tools for modeling and analyzing irradiation-induced microstructural 

changes. Many papers have taken the advantage of MD simulation and studied the process of 

irradiation-induced defects, the influence of interatomic potentials, the irradiation temperature, 

PKA energy, and grain boundaries on the tungsten irradiation results.  

A.E. Sand et al. compared the effect of  various interatomic potentials on defect generation in 

tungsten in cascades with PKA energies ranging from 1 keV to 200 keV [4, 5]. D.R. Mason et al. 

presented an empirical interatomic potential for tungsten, particularly well-suited for simulations 

of vacancy-type defects[6].  

Mohammad Bany Salman  et al. investigated the effect of strain on the formation of primary 

defects and the probability of interstitial dislocation loops (IDLs) formation in tungsten (W) during 

a collision cascade event with PKA energies of 1, 6, 10, and 14 keV, applied on a deformed W 

structure [7]. The coupling effect of strain field and displacement cascade in tungsten at different 

temperatures was also studied by D.Wang et. al [8]. 

Jun Fu and his co-worker simulated high-energy collision cascades with energies up to 300 keV 

for PKA along the <135>  direction in W and W-Re alloys containing 5 or 10 at.% Re atoms. They 

analyzed the effects of PKA energy and Re concentration on defect production, defect clustering, 

and states of dislocation loops[9]. A comprehensive database of surviving defects due to 

displacement cascades with  PKA energies ranging from 100 eV to 100 keV in bulk tungsten  has 

been generated by W.Setyawan et al. [10]. Mayank Rajput et al. carried out MD simulations of 

self-recoils of with damage energies ranging from 5 keV to 200 keV to predict the number of 

Frenkel pairs in iron and tungsten [11]. Recently cascade damage databases with different PKA 
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energies ranging from 1 keV to 300 keV  in directions <135>, <235>, <111>, <110>, <100>, 

<122> and <133> at 300 K, 363 K and 600 K have been compiled [12]. 

Although the displacement cascade behaviors of tungsten with high and low PKA energy have 

been investigated in the literature, most of them considered random PKA direction. Moreover, the 

illustration of results for collision cascade with a PKA energy of 1 keV was ignored in comparison 

to those with high-energy PKA. Consequently, this work mainly focuses on the defects generated 

by a PKA with an energy of 1 keV along [001̅]/(001), [011̅]/(001), and [111̅]/(001) directions of 

W with temperatures ranging from 300 K to 700 K. The results based on MD simulation were 

presented in more detail. Contrary to other literature our output data from the MD simulation 

doesn’t need to be analyzed because a compute and dump style presented by K.D. Hammond for 

LAMMPS was used in simulations[13]. 

 

Research Theories 

In this studt, MD simulations were conducted using the Large-scale Atomic/Molecular Massively 

Parallel Simulator (LAMMPS) code developed by Sandia National Laboratory[14]. To 

characterize the interatomic interactions among tungsten atoms, an Embedded Atom Method 

(EAM) potential was utilized. [15]. The Ziegler-Biersacl-Littmark (ZBL) function was applied to 

correct the potential for irradiation simulation in the short range[16]. Body-centered cubic 

supercells were generated for the W with size of 30 a × 30 a × 30 a, where a is the lattice constant, 

which is 3.17Å. The atomic number in the supercell was 54000 atoms.  Periodic boundary 

conditions were imposed in all three directions. The simulation system was equilibrated for 10 ps 

in the canonical ensemble (NVT) using a Nose-Hoover thermostat at temperature of 300K, 500K 

and 700 K. Cascades were initiated by providing the kinetic energy of 1 keV in the form of velocity 

to an atom in the top layer along the [001̅]/(001), [011̅]/(001) and [111̅]/(001) directions. During 

the displacement cascade process, simulations were carried out under the microcanonical NVE 

ensemble for the inner atoms, while the outer lattice atomic layers were maintained under the NVT 

ensemble with the Nose-Hoover thermostat. The simulation box for MD cascade simulations and 

PKA directions is illustrated in Fig. 1. An automatically adaptive time step method was employed 

during the simulation by limiting the maximum atomic displacement to 0.005a Å per step.  
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Fig. 1. (a) The simulation box for MD cascade simulations. (b) The incidence directions of PKA. 

 

 

All defect identification, analysis and output relevant to cascade damage simulations were 

completed without the need for post-processing by utilizing a compute and dump style presented 

by K.D. Hammond for LAMMPS [13]. The visualization file of point defects and the clusters was 

opened using the OVITO software package. 

 

Results and discussion 

The typical evolution of the number of point defects (self-interstitial atoms or vacancies) during 

displacement cascades for each direction is presented in Fig.2. These results exhibit good 

consistency with those presented for the crystal structure of bcc [17]. A complete cascade collision 

process involves three stages: the collision stage, thermal spike, and quenching stage. In the 

collision stage defects were created and their  numbers increased over time.  Then the dislocation 

peak appeared in the thermal spike stage. The duration time for the first two stages is less than 0.4 

ps. Finally, in the quenching stage annihilation of defects occured. In this stage the temperature in 

the cascade region was high due to the collision, resulting in self-interstitial atoms (SIAs) vibrating 

in a range and SIA-vacancy recombination. Therefore, the number of defects dropped, and only 

the stable defects survived. It was observed that the difference of FPs in various PKA directions 

was small which is in good agreement with previous work in W cascades[12]. 
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Fig. 2. Defect productions evoked by PKAs with 1 keV energy in three incidence directions. 

The creation, thermal spike and annihilation process of defects in the [00�̅�]/(001) direction are 

displayed in Fig. 3. It can be seen that the number of point defects rapidly increased over time, 

reaching a peak value at about 0.2 ps (ballistic phase). As time elapsed, the cascade region quickly 

disappeared due to high rate of SIAs-vacancies recombination (recovery phase). 

 

 
  

Fig. 3. The creation and annihilation process of point defects in [001̅]/(001) direction. 

 

The configuration of the surviving point defects in all three directions is shown in Fig.4. This 

figure illustrate that after the annihilation recombination of interstitials and vacancies, the shape 

of vacancies in the [001̅]/(001) and [111̅]/(001) directions was three-dimensional. The stable 

vacancies accumulated around the location where the cascade initiated. However, the distribution 

of vacancies in the [011̅]/(001) direction was lamella-like in shape. additionally, the stable 
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vacancies in this direction were distributed farther from the location where the cascade initiated. 

It was observed that the vacancy cluster  in Fe along the [011̅]/(001) direction had a lamella-like 

shape in both the collision stage and thermal spike stage [18]. This configuration of defects is 

important because it leads to the collapse of the lattice. 

 

Fig. 4. The defect configuration diagram after the annihilation recombine of interstitials (red ball) 

and vacancies (white ball) in different directions. 

 

The temporal evolution of the average number of Frenkel pairs during displacement cascades at 

three different temperatures was studied. The peak and surviving number of Frenkel pairs in the 

[001̅]/(001) direction at different temperatures are shown in Fig.5. The graph illustrates that the 

peak defect count increased with the increment of temperature, emphasizing the role of 

temperature in increasing defect production during the thermal spike phase. However, the 

differences in final defect production, as indicated by the error bars, suggest that the influence of 

temperature on final defect production is not significant. This trend may become more proununced 

at higher  PKA energy and temperature levels.  
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Fig. 5. Peak (blue dots) and surviving (purple dots) lnumber of Frenkel pairs at different 

temperatures in [001̅]/(001) direction. 

 

To gather detailed information about the surviving defects, a cluster of these defects was identified. 

The cutoff distance for vacancy and interstitial clusters was considered to be 1.1a and 1.42a 

respectively. It was obserevd that the size of vacancy clusters increased by the time. The vacancy 

clusters reached a maximum size of six and five during the thermal spike,  then decreased in all 

three directions. In the quenching state, only vacancy clusters with a size less than three were 

found. The maximum size of the interstitial cluster  observed during the thermal spike was three. 

In the quenching state only interstitial clusters with a size of two survived. 

 

Conclusions 

This research discusses the primary damage in tungsten caused by displacement cascades with a 

PKA energy of 1 keV in three different directions at 300, 500 and 700 K . The point defects and 

clusters were searched for and counted according to a compute and dump style presented by K.D. 

Hammond. The time evolution of defects produced during displacement cascades showed that 

defect formation and thermal spike stages in tungsten irradiation occurred rapidly. The number of 

stable defects produced by a PKA with an energy of 1 keV did not depend on the PKA direction. 

It was oserved that in the quenching stage when the PKA direction was along [001̅]/(001) and 

[111̅]/(001) directions, vacancies were distributed in three dimensions around the region where the 
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cascade initiated.  When the PKA initiated along the [011̅]/(001) direction the surviving vacancy 

clusters were distributed in planes near and far from the region where the cascade initiated. The 

lamella-like shape of vacancies in the [011̅]/(001) direction could cause the lattice to collapse. The 

effect of temperature on the peak and the surviving number of Frenkel pairs was investigated. 

Although defect production increased with temperature, the number of surviving defects declined 

insignificantly. It was found that in the quenching stage, only clusters with a size of two survived. 
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Abstract 

The resistive plate chambers are widespread gaseous detectors in physics experiments. Depending 

on the application, these detectors are made of plates with resistivity at the range of 108 to 1014 

ohm.m. The glass plates are one of the candidates for manufacturing these detectors. In this study, 

we constructed an experimental setup to measure the resistivity of a 2 mm thick glass plate. The 

glass plate is serried in a voltage dividing circuit and the current is recorded over the time by an 

ADC. The current in the circuit varies by time right after applying the voltage and eventually 

reaches a stable value. The measurement is repeated at eight different voltages between 0.5 to 4 

kV. The value of the current in the stable phase was obtained offline by a Python code for each 

voltage. By having the current as a function of the voltage, we find the resistivity of the sample 

1.29 ± 0. 04 × 1010 Ohm.m. 

Keywords: Resistive plate chambers, Resistivity measurement, Gaseous detectors, Glass 

resistivity 

 

Introduction 

Resistive plate chambers (RPC) are gaseous detectors made of resistive materials with a volume 

resistivity at the range of 1010 to 1014 Ohm.m. In addition to resistivity, surface smoothness and 

stability of properties in long-term applications are also important in selecting the material. 

Commonly, bakelite and glass are the two materials used in resistive plate chambers. For 

improving the surface roughness in bakelite plates, special oils such as linseed oil are used. Using 

oil causes a reduction in the lifetime of manufactured detectors [1]. Therefore, many researchers 

are looking to use other materials in manufacturing insulated plates. In addition to glass and 

bakelite, efforts have been made to use ceramic materials to improve the properties of resistive 

plates [2]. 

The surface smoothness, availability, ability to manufacture in plate form and electrical properties 

of glass have attracted attentions toward itself. Also, in recent years, with the advancement of 

technology and the possibility of improving glass properties, more people have turned to using 
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glass as a resistive plate in RPC manufacturing [3]. However, working with glass also has 

disadvantages such as the inability to machine and weak mechanical strength. As we are 

developing glass RPCs at Sahand University of Technology [4,5], the ability to measure the 

electric properties of the glass plates has crucial importance to us. In this paper, the resistivity 

measuring setup and experimental details will be discussed.  

 

Electrical Conductivity of Glass 

Glass is considered a resistive material. Since the resistive materials have a slight electrical 

conductivity, we do not have an ideal insulator. The process of conductivity inside glass is related 

to the drift movement of positive and negative ions. Glasses usually contain 60 to 65 percent silica. 

Other compounds such as sodium carbonate, lime, feldspar and sulfate are added during glass 

production. Colored glasses are also produced by adding iron oxide, cobalt oxide, chromium, 

cobalt and manganese. Typical float glasses contain SiO2, Na2O, MgO, Al2O3 and CaO [6]. A 

tiny percentage of sodium, potassium and other atoms in the form of positive ions and a small 

percentage of oxygen atoms in the form of negative ions can move freely inside the glass which is 

also temperature dependent. In other words, these are cations and anions that are charge carriers. 

The resistivity of glass usually depends on the composition and concentration of ions. For 

resistivities in the range of glass, measurement of resistivity for high resistive materials like glass, 

conventional methods can’t be applied. Suppose the resistance is of the order of 1012 ohms, the 

current intensity will also be of the order of 10−9 amperes (for a potential difference of a few kV) 

very low to be measured by conventional ammeters. 

Some advanced tools such as GUILDLINE 6530 or Vitrek 955I can be used to measure the 

conductivity or resistance of glass, but they are costly. A simple and less costly way is to use a 

voltage divider circuit, i.e., a known significant resistance will be serried with a glass sample, and 

measure the potential difference between the two ends of the known resistance. This known 

resistance is connected in series with the resistive material (glass). The general circuit diagram 

resembles Fig. 17, in which a glass sheet is placed between two electrodes and connected in series 

to the power supply and a resistance R. 

Considering Fig. 17 and using Kirchhoff's laws, the following equation can be written: 
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𝑉 − 𝐼𝑅 − 𝐼𝑅𝑠 = 0 
𝐼𝑅=∆𝑉
→     𝑅𝑠 =

𝑉 − ∆𝑉

∆𝑉
𝑅

 

Where 𝑅𝑠 is the sample (glass) resistance, V is the voltage of the high-voltage power supply and 

∆V is the potential difference between the two ends of the known resistance (R). Although the 

order of magnitude of the electric current intensity remains 10−9 amperes, by placing a resistance 

about 106 Ohm, the potential difference between the two ends of the series resistance (∆V) will 

be ~ 10−3 Volts, which can be measured easily. 

𝑉 ≈ 10−9(𝐴) × 106(Ω) ≈ 10−3(𝑉) 

The conduction process in glass seems very simple at first glance, but as we will see in the 

following sections, it has specific complexities. After connecting the power supply, an electric 

field is created between the electrode plates and inside the glass sheet. Positive and negative ions 

inside the glass move towards the electrodes due to the force of the electric field. Negative ions 

(usually oxygen) lose their electrons in proximity to the positive electrode and positive ions (such 

as sodium ions) absorb electrons and neutralize in proximity to the negative electrode. The current 

in the circuit is proportional to the neutralization rate of the ions. 

 

Fig. 17. Schematic of glass resistivity measurement setup 

 

 

Experimental Setup of Resistivity Measuring 

In this experiment, we want to measure the resistivity of a 2 mm thick glass sheet. According to 

the follow-ups, glass factories in Iran do not produce sheets with a thickness of less than 3 mm, 

and thin samples are mainly imported from Turkey. A piece of 70×70 mm2 was cut from a glass 
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sheet whose exact thickness was 2.07 mm for measuring resistance. To pass current through the 

sheet, it was sandwiched between two copper electrodes measuring 22×22 mm2 in cross-section. 

The electrodes were firmly attached to the glass using resistive sheets made of plexiglass (Fig. 17 

and upper right image in Fig. 18). This structure reduces the possibility of leakage of current from 

the sides of that. The glass sample was connected in series with a 20 MΩ resistance. The resulting 

assembly was connected to a high-voltage power supply (PHYWE-10kV Power Supply). We used 

a simple voltmeter to measure the potential difference across the R (see Fig. 18). 

 
Fig. 18. Measurement setup for the resistivity of glass 

 

After applying the power supply, the voltage across the R rapidly increases to a higher value. Then 

it decreases gradually over time (several tens of seconds) and eventually reaches a steady value 

with minor fluctuations. This initial transient or unstable state is considered the transition phase. 

To accurately record the changes in voltage across the resistance (which is proportional to the 

circuit current) over time and to repeat the experiment for different voltages, we need a circuit with 

data logging capabilities and higher measurement precision. 

The method used to measure the volume resistivity of glass is based on the technique described in 

[7], with the addition of an ADC to record voltage values as a function of time. We need a current-
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to-voltage converter to amplify and convert the small current into a voltage. This is done by 

considering the resistance R as negative feedback in an operational amplifier (TL082) circuit. The 

schematic of the circuit and the constructed board are shown in Fig. 19. 

The experiment is repeated at eight different voltages between 0.5 to 4 kV (in 0.5 kV steps). The 

resistance values are then calculated using Ohm's law. The volume resistivity is finally computed 

using the sample dimensions and resistance values. This method allows the recording of transient 

changes during the initial phase and steady-state measurements with reasonable precision and 

accuracy. Multiple voltage levels can also be tested to study the effect of electric field intensity on 

conduction inside the glass sample. 

 

Fig. 19. The circuit for measuring current using an amplifier 

 

Due to the small electric current values, switching power supplies will likely cause noise issues. 

In this circuit, a 220V to 12V symmetric transformer (positive and negative 12V) is used to power 

the Op-Amp. In noisy environments, it is better to use a battery. Appropriate filters must also be 

considered in the DC paths for ADC and Op-Amp power supply. Using ferrite beads, 100nF and 

100uF capacitors can significantly reduce noise.  

We have configured the ADC to measure for 10 minutes with a sampling frequency of 2 samples 

per second. Therefore, we can obtain the current-time curve from the moment the electric field is 

applied to the material under test, which is glass. The effect of electric field intensity on conduction 

inside the glass can be studied by repeating the measurements at different voltages. Fig. 20 shows 

the curves of measuring the electric current passing through the glass sample at several potential 



 

216 

differences. The initial higher current gradually decreases and stabilizes after some tens of seconds, 

showing the transition phase. 

 

Fig. 20. Electric current as a function of time at eight different voltages 

 

Results and discussion 

Considering the transient behavior of the glass sample, we use the data from the last minute of data 

collection (120 final data points) to more accurately calculate the resistance and resistivity. As 

shown in Fig. 21, the resistance of glass exhibits nearly ohmic behavior, with the electric current 

increasing linearly with increasing potential difference. The resistance is obtained from the inverse 

of the slope of this curve, which is on the order of 1010 ohms for the glass sample measured. 

By considering the electrode cross-sectional area (22×22 cm2) and glass thickness (2.07 mm), the 

volume resistivity can also be determined. The resistivity of the glass sample is 1.29 ± 0.04 ×

1010 Ohm.m. 
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Fig. 21. The amount of resistance and resistivity of glass 

 

Current decreases exponentially and tends to an asymptotic final value after a few tens of seconds. 

There is also a fluctuation in the current value. To find the asymptotic value of the current, we 

have to average the current value from a specific time and for a specific duration. Suppose we 

average the value of the current from 𝑡1 to 𝑡2 = 𝑡1 + ∆𝑡, 𝑡1 and ∆𝑡 can be chosen wisely to 

minimize the error due to fluctuation and transient phase of the current. 

For this purpose, the changes in error related to the resistance value were plotted for one-minute 

time intervals. Fig. 22 shows the curve of these changes. Therefore, based on the error analysis, 

the data can be reliably used for resistance calculation after a few minutes of applying the electric 

field. This analysis determines the transition or initial phase duration for the glass sample. The 

resistance value calculated after stabilization can be considered as the actual resistance of the glass. 

 

Fig. 22. Changes in the measurement error of the resistance of the glass according to the time of 
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application of the electric field 

Conclusions 

An experimental setup was designed and implemented to measure the resistivity of the glass. A 

transient behavior in the resistivity of glass was recorded. We observed an initial fast decreasing 

resistivity which tends to an asymptotic value. The obtained resistance and volume resistivity 

values can be used in detector design calculations and simulations. This experimental method can 

be extended to characterize other resistive materials. 
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Abstract 

Cosmic muons are generated due to the interaction of cosmic rays and molecules of the 

atmosphere. They are the most penetrable charge particles owing to their low cross-section. 

Considering the budgetary and safety issues, muons have garnered significant attention for 

potential imaging applications. Recently, a variety of emerging applications for muography have 

been identified, with most falling into the categories of geoscience, civil engineering, archaeology, 

nuclear safety and security. In some studies, muons are proposed to be utilized for imaging the 

interior of geological underground structures by locating muon detectors below the structure using 

boreholes or tunnels. In this study, the possibility of using backscattered muons for subsurface 

imaging was evaluated. For this purpose, the mono energy muons of 1, and 3GeV were simulated 

using MCNPX code and transported through the soil thicknesses of 1m, and 100m. The results 

showed that up to 99% of incident high energy muons passed the soil. It seems that the rate of 

backscattered muons is not applicable for muon imaging of underground structures.  

Keywords: Cosmic muons, Backscattered muons, MCNPX code, Imaging applications, Monte 

Carlo 

 

Introduction 

Muons, as charged particles, were discovered in 1936 at Caltech when Carl Anderson and Seth 

Neddermeyer were investigating cosmic rays [1]. They are fundamental particles similar to 

electrons, but are about 207 times heavier, because of their high average energy (on the order of a 

few gigaelectron volts at sea level, i.e. 10,000 times more than the energy of a normal X-ray) and 

low cross-section, they are so penetrating that they can pass hundreds of meters of rock. The source 

of muons is cosmic rays, which are a natural source, so there is no cost or energy required to 

produce them, and these particles are available indefinitely in terms of time. On the other hand, 

muons are considered safe according to health and safety regulations. 
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The proposed features of muons have drawn much attention to their use in imaging applications. 

In such a way that this technology has developed rapidly in the last two decades and is currently 

expanding to different fields. Most of the applications of muography can be classified in the 

categories of geological sciences, civil engineering, archeology, nuclear safety and security. In the 

field of archeology, for the first time in the 1960s, Luis Alvarez used muons to search for hidden 

chambers in the pyramid of Khufu in Egypt [2]. Even today, many studies are conducted to better 

understand the pyramids in Egypt using this technique, in this regard, we can refer to the study 

conducted in 2017 by Morishima and his colleagues [3]. Another application of muography is 

nuclear safety and security. Because nuclear materials and waste are safely stored in containers 

that are resistant to nuclear radiation, the same radiation cannot be used to image their contents. 

Therefore, the use of muon imaging in this field can be very beneficial. For the first time in 2009, 

the Department of Nuclear Physics at the University of Glasgow together with the British National 

Nuclear Laboratory (NNL) conducted studies related to the identification of protected nuclear 

waste containers using muon imaging [4]. Regarding the application in geological science, we can 

mention the imaging of the inside of volcanoes [5], [6], mine exploration and imaging of 

underground structures and monitoring of carbon or fuel storage underground [7]–[12]. 

Monitoring of underground carbon or fuel storage using muography often requires drilling a 

borehole to send the muon detector to the depths of the earth for imaging, which requires a lot of 

time and money. In the present study, the feasibility of using backscattered muons for imaging 

subsurface structures has been done through simulation. 

 

Research Theories 

Muons are relatively unstable particles that have a lifetime of 2.2 μs [13]. There are two types of 

charged muons with opposite charge (μ+, μ-) which decay into electron or positron and two 

neutrinos due to weak interaction [14]. 

𝜇+ → 𝑒+ 𝜈𝑒  �̅�𝜇 

𝜇− → 𝑒− �̅�𝑒  𝜈𝜇 

Since muons are charged particles, before decaying, they lose about 2 MeV of energy by 

interacting with matter’s atoms per gram per square centimeter through the processes of ionization, 
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bremsstrahlung, pair production, and inelastic interactions with the nucleus. At relatively low 

energies, ionization is the dominant process, while at high energies, ionization can be neglected, 

since in this case the decisive contribution to the energy loss is due to pair production and 

bremsstrahlung radiation [15], [16] 

 

Materials and Methods 

In this study, the simulation of the muons transport has been carried out using the Monte Carlo 

code of MCNPX 2.6. Since the mean energy of muons at the sea level is around 3 - 4 GeV [17], 

the mono energy muons of 1, and 3GeV were simulated as for this simulation muons of single 

energy  a surface source with dimensions of 500 m × 500 m  which entering the  soil thicknesses 

of 1, and 100 m (d), (see Fig. 1). The soil density was set 1.74 g/cm3 and its composition used in 

MCNP input  as  

 

 

 

 

Table 7. The number of 2e9 muons were transported and the flux of passed muons was calculated 

using F1 tally. 
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Fig. 1. Geometry of the performed simulation 

 

 

 

 

 

Table 7. Soil constituent elements. 

 

Mass 
percentage 

(%) 

Element 

53.6153 O 

0.3360 C 

0.7833 H 

36.5067 Si 

3.4401 Al 

1.3289 Fe 

1.1622 K 

1.1212 Ca 

1.7063 Na 
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Results and Discussion 

According to the results of different inputs that were runned separately for energies of 1, and 3 

GeV with thicknesses of 1, and 100 m of soil, the percentage of muons that escaped the soil, 

decayed, and interacted was calculated. The obtained results showed that for 1 GeV energy, with 

the increase in soil thickness, the number of muons that managed to escape from the soil decreased 

from 95.95% to 0.5% (see Fig. 2) while the number of decayed muons increased by 84.95% (see 

Fig. 3) and the inelastic interactions of muons in the soil decreased by 10.51% (see Fig. 4). 

Increasing the thickness of the soil has weakened the muon flux due to increased interactions with 

matter, resulting in a high proportion of muons decaying and some escaping from the soil. Similar 

results were observed for 3 GeV energy, as well. On the other hand, by increasing the energy from 

1, to 3 GeV, the number of muons escaping from the soil has decreased from 0.5% to 0.23%, which 

can be attributed to an increase in interactions from 10.51% to 10.54% and an increase in the 

number of decayed muons from 89% to 89.23%. The value of F1 tally in Table 2 indicated that as 

soil thickness increases, the muon flux passing through the material per incident muon decreases, 

resulting in higher errors at 100 m thickness. To reduce this error, a larger number of muons must 

be simulated, which requires a significant amount of time. Therefore, utilizing passing muons is 

advisable for applications without time constraints for imaging. 

In this investigation no backscattered muons were observed and the output of backscattered muons 

was zero, which is consistent with muon simulation results using the MUSIC code presented by 

Antonioli et al. Using this code, they investigated the propagation spectrum containing 100,000 

muons with a minimum muon energy of 900 GeV through 3 km.w.e. In this investigation, results 

obtained for the angular distribution of the muon spectrum indicated that the number of muons 

scattered under high angles is close to zero [18]. According to these results, backscattered muons 

are unsuitable for subsurface imaging applications, while muons passing through matter can be 

utilized. However, some researchers such as Bonal have proposed and investigated this possibility 

for backscattered muons [19]. 
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Fig. 2. Percentage of escaped muons from soil  

 

Fig. 3. Percentage of decayed muons in the soil. 
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Fig. 4. Percentage of inelastic interaction of muons. 

Table 8. Muon flux passed the soil. 

Relative 
error (%) 

F1(muon/cm2/incident 
muon 

Muon 
energy 
(GeV) 

Soil 
thickness 

(m) 

10-5 99.94 × 10-2 1 1 

15 15.76 ×10-8 1 100 

10-5 99.98 × 10-2 3 1 

23 85.76 ×10-9 3 100 

 

 

Conclusions 

In this study, we used the MCNPX 2.6 code to simulate the passage of 1, and 3 GeV muons through 

soil with a density of 1.74 g/cm3 at thicknesses of 1, and 100 m. The results indicated that the 

escaped muon flux decreases with increasing soil thickness, from 95.95% to 0.23% for 1 GeV 

muons and from 98.86% to 0.5% for 3 GeV muons. Given the obtained results using of 

backscattered muons, are not reasonable for imaging subsurface targets. Furthermore, due to the 

muon flux reduction at higher thicknesses, utilizing passing muons for subsurface imaging will be 
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time-consuming. However, newer codes that use Monte Carlo may take into account more details 

of muon interactions and have more accurate simulations. Therefore, it is recommended to use 

other codes to verify the behavior of muons. 
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Abstract 

Radioactive substances enter the human body in various ways, intentionally and unintentionally. 

The distribution of radioactive substances in the body depends on factors such as the way they 

enter the body, the amount of the infiltrated substance, its physical shape and size, and the type of 

chemical and biological relationship it has with the body. 

The movement of radiopharmaceuticals in the body creates a dose in the adjacent organs and 

tissues. When radios are ingested, important organs are treated with radioactive material. 

Depending on the specific activity of the radiopharmaceutical and its duration in each organ, the 

amount of the created dose is also different. In the ICRP reports, there are many specifications of 

radiopharmaceuticals along with how long they remain in some organs of the body. In this article, 

using Monte Carlo tool Geant4 the forced dose created on body organs has been calculated. In the 

Monte Carlo method, taking into account the movement of the radioactive drug, the results have 

been extracted in more detail. 

Keywords: Geant4, Monte Carlo, Dosimetry, Human Phantom, Radiopharmaceutical 

 

Introduction  

Internal contamination is the accumulation of radioactive materials in the body. The most 

important ways of penetration of radioactive materials into the body are inhalation, ingestion and 

penetration through wound beds into blood vessels [1]. Radioactive substances enter the body 

intentionally and in the form of nuclear medicine drugs and pills, or enter the body unintentionally 

as a result of being in environments contaminated with radioactive substances. The distribution of 

radioactive substances in the body depends on factors such as the way they enter the body, the 

amount of the infiltrated substance, its physical shape and size, and the type of chemical and 

biological relationship it has with the body [2]. When radioactive materials are ingested, a fraction 

of them will be absorbed and the rest will be excreted through feces. For chemicals that contain 

mailto:kpzaki@ihu.ac.ir
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tritium, iodine or cesium, the amount of absorption in the body is high, but for substances that 

contain plutonium and uranium, the absorption rate is low and they stay in the body for a shorter 

period of time [3, 4]. Due to their chemical structure, radioactive substances may accumulate in 

an organ of the body and emit nuclear radiation [5]. 

 Nuclear radiation of radioactive substances inside the body causes a dose inside the body and its 

organs. Therefore, it is necessary to calculate the dose created in the internal organs of the body. 

Considering the danger of nuclear radiation and performing practical tests related to it, simulation 

and calculation methods, including the Monte Carlo method, are a safe and low-cost science in the 

field of internal dosimetry[6,7,8]. 

In this article, the Geant4 Monte Carlo tool was used to calculate the dose created in the 

gastrointestinal organs and some body organs by the radiopharmaceutical pills that were ingested. 

 

Materials and Methods   

Two radiopharmaceuticals 𝐼 
131  and 𝐺𝑎 

67  have been selected for investigation, which have energy 

spectra. 𝐺𝑎 
67  is a gamma emitter, while 𝐼 

131  is a beta emitter. However, 𝐼 
131  decays to excited 

𝑋𝑒∗ 
131  by beta emission, and excited 𝑋𝑒∗ 

131  decays to its ground state by gamma emission. The 

half-life of 𝐼 
131  is 8.019 days, and the half-life of gallium-67 is 78.3 hours. In the simulation with 

Geant4 tool, the radiopharmaceuticals are listed as pills containing isotopes, whose geometric 

shape is cylindrical with a radius of 2.5 mm and a height of 10 mm. Now, in order to simulate the 

movement of the pill in the body and calculate the resulting dose, a human geometry including the 

human head and upper body has been simulated and is shown in Figure 1. The dimensions, weight, 

volume, Elemental compounds and density of each organ have been simulated using ICRP data .

Also, in figure 1, the simulated mouth, esophagus, stomach, small intestine and large intestine are 

shown in which the pill containing the radiopharmaceutical moves linearly [9]. 
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Fig. 1. Left, images of human geometry and Right, images related to the gastrointestinal system. 

 

The shelf life of the tablet in each organ of the gastrointestinal system is shown in Table 1. 

 

Table 1.  The time the pill spends in each of the gastrointestinal organs[10]. 

Section of gastrointestinal tract Mean residence time (h) 

Stomach 1 

Small intestine 4 

Upper large intestine 13 

Lower large intestine 24 

Also, the mechanism of tablet movement in the gastrointestinal tract is shown in figure 2. 

 
 

Fig. 2. The mechanism of tablet movement in the gastrointestinal tract[10] 
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According to the shelf life of the tablet in each of the digestive organs and the activity of the 

radioisotope and considering the half-life of the isotopes, the number of radioactive particles in 

each organ of the digestive system was calculated and entered as an input in the Geant4 tool. The 

pre-compiled reference FTFP_BERT library, encompassing a vast array of nuclear interactions, 

was employed for physics interactions.  

Finally, the dose created by two radiopharmaceuticals 𝑰 
𝟏𝟑𝟏  and 𝑮𝒂 

𝟔𝟕  in digestive organs and some 

body organs has been calculated. 

Results and Discussion 

The activity of isotopes 𝐼 
131  and 𝐺𝑎 

67  is considered to be 0. 1 𝜇𝐶𝑖 and the amount of dose created 

was calculated using the Geant4 tool and its results are shown in Table 2. 

Table 2.  Dose generated in body organs in Gy 

𝐈 
𝟏𝟑𝟏  𝐆𝐚 

𝟔𝟕  Organs 

Full of water Empty Full of water Empty 

04-1.7376e 03-1.83820e 04-5.5847e 04-5.6355e Bladder 

07-6.5e 06-2.45e 07-1.3e 07-2.5e Brain 

05-2.637e 05-7.314e 06-8.75e 05-1.293e Esophagus 

07-6.1e 06-1.80e 07-1.3e 07-1.9e Head 

05-1.25e 05-2.492e 06-3.7e 06-3.48e Heart 

03-1.65414e 03-1.72591e 04-5.4591e 04-3.9139e Large Intestine 

06-3.95e 06-2.96e 05-1.309e 06-8.33e Left Adrenal 

05-8.892e 05-1.218e 05-1.54e 05-1.556e Left Kidney 

05-1.498e 06-4.73e 06-4.55e 06-3.72e Left Lung 

04-3.8962e 04-4.2143e 04-1.2394e 04-1.2583e Left Teste 

04-3.7059e 04-1.7130e 05-5.395e 05-2.329e Pancreas 

04-6.3562e 04-6.4978e 04-3.1971e 04-2.9283e Pelvis 

06-3.96e 06-2.95e 06-8.31e 06-8.39e Right Adrenal 

05-8.878e 05-1.321e 05-1.416e 05-1.558e Right Kidney 

05-1.523e 06-4.62e 06-4.55e 06-3.74e Right Lung 

04-3.8954e 04-4.2139e 04-1.2299e 04-1.2585e Right Teste 

05-6.313e 05-6.014e 05-2.788e 05-2.802e Ribcage 

04-2.9164e 04-3.0667e 05-6.88e 05-7.122e Spine’s Bone 

03-2.09959e 03-2.70853e 04-7.0734e 04-4.7575e Small Intestine 

04-3.275e 04-3.4109e 04-1.1797e 05-3.477e Spleen 

04-3.4245e 04-4.3566e 04-1.2265e 04-1.5288e Stomach 

06-3.94e 06-9.32e 06-1.05e 07-1.5e Thyroid 
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06-7.01e 05-1.623e 06-2.15e 06-2.15e Thymus 

07-5.2e 06-1.36e 07-1.0e 07-1.5e Trachea 

04-1.5879e 04-4.8807e 05-5.296e 05-3.691e Trunk 

 

For each isotope, we have calculated the received dose in body organs twice. Once when the 

digestive tract, including the esophagus, stomach, small intestine, and large intestine, is empty, 

and once when the digestive tract is full of water. 

As can be seen from the results, when the digestive system is full of water, the dose created in the 

organs is usually lower. This is especially true for isotope 𝐼 
131 , because most of the beta rays are 

emitted from the isotope 𝐼 
131  They are stopped in the water or their energy is reduced. But in the 

case of isotope 𝐺𝑎 
67 , because gamma rays are long-range, these changes are less. 

The results show that the organs that were in the vicinity of the radio drug received a higher dose 

than the distant organs. In addition to the distance, the amount of time the radiopharmaceutical 

stays in any part of the body have an effect on the dose received in the surrounding organs. For 

example, the dose received in the lower organs of the body, such as the intestines, bladder and 

pelvis, is much higher than in the upper organs of the body, which is the reason for the high 

retention time of radiopharmaceuticals in the intestines. 

As mentioned, the place of passage of the radiopharmaceutical has a direct effect on the amount 

of absorbed dose in the surrounding tissues. In figure 3, the absorbed dose in some organs of the 

body, in different locations of the radiopharmaceutical in the stomach, has been investigated. 

Here, the stomach is in the form of an oval wall, the inner diameter of which is 9.6 cm. The dose 

created in the stomach and kidneys, and in cases where the radiopharmaceutical is located in 

different places in the stomach, i.e. from -4.8cm to +4.8cm from the center of the stomach, has 

been calculated. Then, the amount of dose created at each point is divided by the amount of dose 

created at the border point of the stomach wall, i.e. the point of ±4.8 cm, and the relative dose is 

calculated .Since the simulation sites are from the left side to the right side of the stomach, for this 

purpose, the relative dose produced in the kidneys, which are located on the left and right side of 

the stomach, has been calculated and is shown in figure 3 on the right side.  
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Fig. 3. a) Relative dose in the stomach and b) relative dose in kidneys According to the location 

of the radiopharmaceutical in the stomach 

 

From figure 3, we can conclude that the amount of absorbed dose in the stomach decreases with 

the distance of the radiopharmaceutical from the stomach wall. And when the stomach is 

considered full of water, a lower dose is created in the stomach than when it is empty. In the case 

of radioisotope 𝐼 
131  and when the stomach is full, by taking a distance from the stomach wall, the 

created dose is noticeably reduced, because the range of Beta particles is short and they are 

absorbed in water. But in the case of radioisotope  𝐺𝑎 
67 , this is less common. Also, the relative 

dose created in the kidneys due to radiation of radioisotope  𝐺𝑎 
67  across the stomach is shown in 

figure3 on the right. When the radiopharmaceutical is close to a right (left) kidney, the dose created 

in it increases (decreases) and vice versa. It seems that these increases and decreases are 

exponential. 

 

Conclusions 

Geant4 tool has high flexibility in the field of simulation. By applying more accurate conditions 

and making the simulations closer to reality, such as considering the movement of 

radiopharmaceuticals, more accurate and closer to reality results can be extracted.  

According to the data in Table 2, it can be seen that the small intestine received the highest dose 

and the Trachea received the lowest dose. Of course, the threshold of radiation damage is different 

for each organ and tissue, and the risk of radiation damage and the expected consequences of 

a 
b 
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receiving a radiation dose, especially the possibility of possible and definitive effects of radiation 

can be determined.  
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Abstract 

Alpha-particles time-of-flight measurement is a method for spectrometry of alpha-particles with 

high energy resolution. To achieve high energy resolution in the measurement of the energy of 

alpha-particles, alpha sources should be prepared with good-quality. The requirements for good-

quality sources include having a thin and homogeneous deposition with a smooth surface. 

Electrodeposition is one of the most common methods for preparing good-quality alpha sources. 

In this method, alpha-emitting nuclides are electrochemically plated with high yield from an 

electrolyte solution onto a metal backing. This paper describes a typical procedure for preparing a 

uranium source from a uranyl nitrate solution using the electrodeposition method. The procedure 

used is based on the ASTM standard practice C1284-05. After the alpha source was prepared, its 

characteristics were analyzed using digital alpha spectrometry by an ion-implanted Si detector. 

The obtained procedure will be used for the optimization of the required source for the-under 

construction Alpha Time-Of-Flight (A-TOF) spectrometer in Iran. 

Keywords: Alpha time-of-flight, Alpha sources, Electrodeposition, Alpha spectrometry. 

 

Introduction 

The time-of-flight measurement of alpha particles is a method used for alpha particle spectrometry 

with high energy resolution. In order to achieve high energy resolution in the measurement of 

alpha particle energy, alpha sources should be prepared with good-quality. Several techniques have 

been developed to prepare alpha sources. These techniques include evaporation, 

microcoprecipitation, and electrodeposition [1]. Among these methods, electrodeposition is the 

most commonly utilized method for the preparation of good-quality sources, and it is widely 

employed in laboratories [2]. 
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In the electrodeposition method, alpha-emitting nuclide, specifically actinide elements, is 

electrochemically plated onto a polished metal backing from either an organic or an aqueous 

electrolyte solution. The conventional setup for the electrodeposition typically involves a 

cylindrical cell, which is commonly made of materials such as Teflon, polyethylene, or plastic 

vials. Within the cell, a planar metallic cathode with a diameter of approximately 20-30 mm is 

positioned at the bottom, along with an anode [3]. The electrodeposition process is often carried 

out at a constant current density of 0.5 A.cm2 and a low voltage of less than 10 V, typically for a 

duration ranging from half an hour to two hours [1]. The aim of this study is to produce an alpha 

uranium source with good-quality using the electrodeposition technique. The electrodeposition 

process is affected by multiple factors, such as the material and surface quality of the cathode, and 

anode, the current density, the pH of the sample solution, and the deposition time. Jobba´gy et al. 

[4] provide a comprehensive analysis of the parameters that influence the electrodeposition. 

Hence, in this study, we used ASTM standard practice C1284-05 [5] and findings from previous 

research [3, 4] that proposed these parameters. 

Experimental procedure 

The steps involved in the electrodeposition method are depicted in Figure 1 and are explained in 

this section.  
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Fig. 1. A flow chart showing the steps of electrodeposition 

 

 

2.1. Preparation of the backing and setup of electrodeposition cell 

In this study, a stainless steel disc was utilized as the backing material. The importance of the 

glossy surface in deposition quality, including source thickness and homogeneity, has been 

emphasized in previous studies as well [3]. Consequently, the preparation of the backing involved 

several steps. Initially, the protective plastic tape was removed from the surface of the disc. 

Subsequently, diamond polishing paste was used to polish it. The surface of the backing was then 

rinsed with acetone and cleaned with deionized water to eliminate any remnants of grease. Figure 

2 depicts an image of a thoroughly cleaned and polished stainless steel disc. 

 

 
 

Fig. 2. Stainless steel disc used as source support (right: before polishing and left: After 

polishing). 

 

The anode material also affects the electrodeposition process. Usually, a platinum (Pt) anode is 

employed for electrodeposition. In this study, a platinum wire measuring 1.5 mm in diameter and 

100 mm in length was utilized as the anode. The cathode is positioned within an electrodeposition 

cell, which is a plastic vial. The cell was visually inspected for any leaks by filling it with deionized 

water. Figure 3 shows the assembled electrodeposition cell. 
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Fig. 3. The setup of the electrodeposition cell. 

 

2.2. Preparation of the sample solution and the electrodeposition process 

An aliquot of the Uranyl nitrate solution (1 ml) was transferred into a glass beaker and placed on 

a hot plate. The solution was evaporated to dryness. Then, 2 ml of concentrated HNO₃ and 0.5 ml 

of concentrated H₂SO₄ were added to the beaker. The beaker was returned to the hot plate, and the 

solution was evaporated until only a few drops remained but not baked. The beaker was then 

removed from the heat and allowed to cool slightly. Following that, 2-3 drops of an aqueous 

reagent containing Thymol blue were introduced into the beaker. The inner wall of the beaker was 

rinsed with 3 ml of distilled water. While stirring the solution, a small amount of concentrated 

NH₄OH solution was gradually added to adjust the pH of the solution to approximately 4. It is 

important to note that all the chemicals used, such as HNO₃, NH₄OH, and H₂SO₄, were of analytical 

grade. 

The sample solution was transferred into the electrodeposition cell. The beaker was rinsed three 

times, each time with 2 ml of 1:99 H₂SO₄, and the rinsings were added to the electrodeposition 

cell. During this step, the pH of the solution was measured using a digital pH meter. If the pH was 
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below 2, it was gradually adjusted within the range of 2-2.4 by adding NH₄OH solution slowly 

(Figure 4). It is important to note that the pH of the electrolyte greatly affects the electrodeposition 

yield, as mentioned in [6] reference. At a low pH (pH < 2), the deposited uranium layer can be 

redissolved into the electrolyte. On the other hand, at higher pH values (pH > 4), it forms hydroxide 

complexes with varying stoichiometry, impeding its deposition [4].  

 
(a) 

 
(b) 

Fig. 4. Calibration of pH-meter using the buffer solution (a) and pH adjustment of the sample 

solution in the range of 2-2.4 (b) 

The platinum anode was inserted in the solution. The distance between the anode and the stainless 

steel backing cathode was set to 1 cm. The experimental arrangement used for the 

electrodeposition process is shown in Figure 5. The anode is inserted into the solution. The distance 

between the anode and the stainless steel backing cathode was adjusted to 1 cm. The cathode and 

anode electrodes were connected to the base of the electrodeposition cell and the platinum anode, 

respectively. To achieve an approximate current density of 0.5 A.cm-2 over the disc area, the 

electric current was adjusted to 0.96 A.  
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Fig. 5. Experimental setup of the electrodeposition cell 

 

Electrodeposition was carried out at a constant current for 60 minutes. Then, 1 ml of concentrated 

NH₄OH was introduced into the cell, and electrodeposition continued for an additional 1 minute. 

The addition of concentrated NH₄OH results in an alkali shift in pH, preventing uranium re-

dissolution from the deposit [4]. The settings applied for the electrodeposition are listed in Table 

1. 

 

Table 1. Settings applied for the electrodeposition. 

Parameters  Optimized value 

Deposition time (min) 60 

Current (A) 0.97 

Voltage (V) <10  

Source diameter (mm) 30 

Deposition diameter (mm) 16 

Cathode to anode distance 

(mm) 

10 

Backing material Stainless steel 

 

After the anode was removed and the current was turned off, the solution was discharged. 

Subsequently, the electrodeposition cell was disassembled, and the disc was rinsed with distilled 

water. Following this, the disc was placed on a hot plate set at 200°C to stabilize and dry the 

species deposited through the process of electrodeposition. 
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Results and Discussion 

Figure 6 shows the sources prepared using this method. The deposited species have been well 

stabilized on the backing surface. To measure the source, a vacuum chamber with an ion-implanted 

Si detector was utilized. The detector had an active area of 100 mm2. The measurement setup 

involved a preamplifier and a digitizer (CAEN DT5724). The digitizer directly samples the output 

of the preamplifier of the detector. The MC2 software records the energy of each detected event 

in a text file. Figure 7 presents the setup of the alpha spectrometry setup. 

 

 
Fig. 6. Sources prepared using electrodeposition method 

 

 
Fig. 7. Alpha spectrometry setup using digital pulse processing. 

 

A mixed nuclide source containing Pu-239, Am-241, and Cm-244 was utilized for the energy 

calibration of the spectrometer. The energy spectrum of the mixed nuclide energy calibration 

source obtained with the ion-implanted Si detector is shown in Figure 8. Subsequently, the 
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prepared source was positioned within the vacuum chamber, and data collection was carried out 

for 10 hours. The measured spectrum is shown in Figure 9. 

 
Fig. 8. Energy spectrum of the mixed nuclide energy calibration source obtained with the ion-

implanted Si detector  

 
Fig. 9. Energy spectrum of uranium source obtained with ion-implanted Si detector 
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Figure 9 clearly shows the distinct peaks corresponding to the isotopes U-238, U-235, and U-234 

at 4198, 4395, and 4774 keV energy line respectively. To obtain the required statistics in the 

counting, a longer measurement time is essential.  

 

Conclusions 

In this work, a typical procedure for preparing an alpha uranium source for the characteristics 

optimization of the-under construction alpha time-of-flight spectrometer was used. Considering 

that many parameters affect the efficiency of electrodeposition, we incorporated the findings of 

other researchers to produce a good-quality alpha source. Following the preparation of the source, 

alpha spectrometry was employed for its characterization. In future studies, we aim to use 

additional analysis such as Rutherford Backscattering Spectrometry (RBS) to gather information 

on the composition and surface properties of the electrodeposited alpha sources. 
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Abstract 

Usually, the focus of programs and actions in various incidents is on implementing measures to 

combat leakage and the release of radioactive materials. The consequences of radiation incidents 

lead to the release of radiation and radioactive substances in the environment, leaving their effects 

on the environment and living organisms in different ways. Forecasting, estimating, and 

performing calculations related to the consequences of incidents, the amount of radioactive 

material released, the level of radiation generated, the dose absorbed by humans, etc., are among 

the actions that take place in the field of modeling the consequences of radiation incidents. These 

calculations can be carried out manually using existing relationships or by utilizing software 

developed in this field. 

Consequence modeling can be conducted before, during, and after the incident to extract the 

required information. In this study, it was assumed that an incident occurred at a specific time in 

the Bushehr nuclear reactor, and all radioactive Cs-137 present in the reactor core entered the 

atmosphere within the first hour. The atmospheric distribution of this isotope was then examined 

using meteorological data relevant to the moment of the incident for up to 12 hours. Subsequently, 

the effective cumulative total dose, cumulative total thyroid dose, inhalation committed effective 

dose (CEDE), open window external dose rate, and closed window external dose rate were 

calculated, and a graph depicting their changes at a distance of 80 kilometers from the incident site 

was plotted. 

Keywords: Bushehr Nuclear Reactor, RASCAL Code, Dose, Radionuclide, Cs-137 

 

Introduction 

The safety standards defined for nuclear reactors are consistently set at the highest levels, and they 

are rigorously enforced by official international organizations such as the International Atomic 
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Energy Agency. As a result, the likelihood of all radioactive isotopes in the reactor core entering 

the atmosphere due to a technical accident or human error is very low [1]. 

Typically, the focus of programs and actions in various incidents is on implementing measures to 

combat leakage and the release of radioactive materials. The consequences of radiation incidents 

lead to the release of radiation and radioactive substances into the environment, leaving their 

effects on the environment and living organisms in different ways. Forecasting, estimating, and 

performing calculations related to the consequences of incidents, including the quantity of 

radioactive material released, the level of radiation generated, the dose absorbed by humans, etc., 

are among the actions that take place in the field of modeling the consequences of radiation 

incidents. These calculations can be carried out manually using existing relationships or by 

utilizing software developed in this field. 

Consequence modeling can be conducted before, during, and after the incident to extract the 

required information. 

Nuclear reactors, alongside their important capabilities, can have detrimental effects on human 

health, other living organisms, and the environment in the event of accidents and insufficient safety 

measures. Among the most notable radiation incidents, the Three Mile Island power plant [2], 

Chernobyl power plant [3], and Fukushima power plant [4] can be mentioned. Following the 

occurrence of these nuclear accidents, various types of radioisotopes present in the damaged 

reactors core of these power plants have spread to the surrounding environment and have spread 

to very large areas through weather currents. Various researches have been conducted to 

investigate the amount and manner of distribution of these radioisotopes [5]. Mr. Junjikai and his 

colleagues evaluated the distribution of released radionuclides and dose in an area of the Great 

China Bay by simulating a nuclear accident [6]. In another research activity, Oleg Skrynik and his 

colleagues used HYSPLIT software to investigate the atmospheric release of Cs-137 caused by the 

Chernobyl nuclear power plant accident [7]. By Mr. Ahmad Pirouzmand and his colleagues, the 

atmospheric dispersion of radioactive materials caused by the hypothetical incident of the Bushehr 

nuclear power plant was carried out using the HYSPLIT code [8]. 

 

Introducing RASCAL software 
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RASCAL, short for Radiological Assessment System for Consequence Analysis, is a software 

developed by the US Nuclear Regulatory Commission (NRC) Emergency Operations Center to 

assess the release of radioactive materials in emergency conditions and during incidents. The 

software calculations are based on current and accurate equations and are designed to consider the 

worst-case scenario. As a fundamental goal, the software aims to minimize human exposure to 

radioactive materials to the lowest achievable level. RASCAL software includes two main tools: 

Source-Term to Dose (STD) and Field Measurement to Dose model (FMD) [9]. 

This software is designed to be applicable in various scenarios within nuclear facilities, 

demonstrating acceptable generality and efficiency in modeling the consequences of radiation 

incidents. Pressurized water and boiling water nuclear reactors, enrichment and processing 

facilities, as well as fuel manufacturing and spent fuel storage centers, are among the facilities for 

which this software is specifically designed to model accident consequences. The calculation error 

in the results of the RASCAL software is less than 3% [5]. 

 

Familiarity with Bushehr nuclear reactor: 

The Bushehr reactor is a Russian VVER-1000 model, and its specifications are detailed in Table 

1. The reactor's fuel consists of uranium oxide with enrichments of 2.4%, 1.6%, and 3.6%. Control 

of this reactor is achieved through the movement mechanism of the control rods, water-soluble 

chemicals, boric acid with a specific concentration, and poisons with defined percentages. The 

reactor is equipped with various groups of control rods, each with different reactivity values. 

During start-up, only 10% of the control rods, equivalent to 35 cm of its active length, enter the 

core, distributed across 6 fuel assemblies within the core [10] [11]. 

Table 1. Specifications of Bushehr Reactor (VVER4-1000 Reactor)[12] 

Title Value 

Reactor Nominal Thermal Power 3000 MWth 

Electric power 1000 MWe 

Number of FA in the core, pcs. 163 

Type of fuel complex Hexagonal 

The number of fuel rods in each complex 311 

Cooling flow rate 84800 m3/h 

 

                                                 
4 Voda Voda Energo Reactor 
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In table 2, all the fission fragments in the Bushehr reactor core along with their activity and half-

life values are mentioned. 

 

Table2. The isotopes in the Russian reactor core [VVER] or PWR of Type the 1000Mwe[13] 
    Radioactivity 
  Nuclide Half-life (days) (Bq*1018) (MCi) 

Noble Gases Krypton 85Kr 3950 2.072 56 
  85mKr 0.183 0.888 4 
  87Kr 0.0528 1.739 47 
  88Kr 0.117 2.516 68 
 Xenon 130Xe 5.28 6.29 170 
  13Xe 0.384 1.258 34 
 Iodine 131I 8.05 3.145 85 
  132I 0.0958 4.44 120 
  133I 0.875 6.29 170 
  134I 0.0366 7.03 190 
  135I 0.28 5.55 150 

caesium & Rubidium caesium 134Cs 750 0.2775 7.5 
  136Cs 13 0.111 3 
  137Cs 11000 0.1739 4.7 
 Rubidium 86Rb 18.7 0.00096 0.026 

Tellurium & Antimony Tellurium 127Te 0.391 0.2183 5.9 
  127mTe 109 0.0407 1.1 
  129Te 0.048 1.147 31 
  129mTe 0.34 0.1961 5.3 
  131mTe 1.25 0.481 13 
  132Te 3.25 4.44 120 
 Antimony 127Sb 3.88 0.2257 6.1 
  129Sb 0.179 1.221 33 

Alkaline Earths Strontium 89Sr 52.1 3.478 94 
  90Sr 11030 0.1369 3.7 
  91Sr 0.403 4.07 110 
 Barium 140Ba 12.8 5.92 160 

Volatile Oxides Cobalt 58Co 71 0.02886 0.78 
  60Co 1920 0.01073 0.29 
 Molybdenum 99Mo 2.8 5.92 160 
 Technetium 99mTc 0.25 5.18 140 
 Ruthenium 103Ru 39.5 4.07 110 
  105Ru 0.185 2.664 72 
  106Ru 366 0.925 25 
  107Ru 1.5 1.813 49 

Non-volatile Oxides Yttrium 90Y 2.67 0.1443 3.9 
  91Y 59 4.44 120 
 Zirconium 95Zr 65.2 5.55 150 
  97Zr 0.71 5.55 150 
 Niobium 95Nb 35 5.55 150 
 Lanthanum 140La 1.67 5.92 160 
 Cerium 141Ce 32.3 5.55 150 
  143Ce 1.38 4.81 130 
  144Ce 284 3.145 85 
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 Praseodymium 143Pr 13.7 4.81 130 
 Neodymium 147Nd 11.1 2.22 60 
 Neptunium 239Np 2.35 60.68 1640 
 Plutonium 238Pu 32500 0.002109 0.057 

Among all the isotopes in the reactor core, Cs-137 is considered more significant than other 

isotopes in terms of biological effects [14]. This is due to its considerable half-life, volatility, and 

the fact that once released into the atmosphere, it will persist in the surface layers of the soil for an 

extended period, emitting radiation. 

 

Table 3. The amount of Cs-137 and Iodine-131 in the reactor core during the hypothetical 

accident[5] 

 half-life Activity (Ci) 

Cz-137 30 years 4.7x106 

I-131 8 days 8.5×107 

 

In this article, we have assumed that in the event of an incident, such as a military attack, all 

protective and safety systems are disabled, and physical barriers are destroyed. As a result, all 

isotopes present in the reactor core are released into the open space and dispersed in the 

environment. Nuclear contaminants (cesium-137) were released at the Bushehr nuclear power 

plant, located at 50.886944° latitude and 28.828889° longitude, with a release rate of 4.7 MCi/h 

for one hour, and a release height of 183m was considered. The release height is the altitude at 

which the contaminants settle after being released into the environment. 

 

Results and discussion 

For the calculation of the dispersion and direction of radioactive materials in this study,  

meteorological data for the specified geographical point were obtained from table number 4 on the 

meteorological organization's website. 

Table 4. Meteorological input data for performing RASCAL code calculations 

Date Time (UTC) Temperature Pressure dew point Wind speed Wind direction 

01.21.2023 09:00 21°c 1020.30 hPa 11° c 9 m/s Northwest 

01.21.2023 12:00 21°c 1018.50 hPa 12° c 11 m/s Northwest 

01.21.2023 15:00 19°c 1019.10 hPa 11° c 5 m/s Northwest 

01.21.2023 18:00 19°c 1020.00 hPa 11° c 3 m/s Northwest 
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The range of atmospheric dispersion of Cs-137 and I-131 isotopes and their biological effects due 

to a hypothetical incident, such as a military attack on the Bushehr nuclear power plant, where all 

cesium and iodine radionuclides present in the reactor core are released into the atmosphere within 

the first hour, along with the relevant meteorological data at the time of the incident until 12 hours 

afterwards, along with the maximum dose range and related graphs, were obtained using the 

RASCAL software. 

 

Table 5. The maximum dose (rem) up to a distance of 80 km calculated by the RASCAL code 

  Dist from release 
miles 15 20 30 40 50 

(kilometers) (24.1) (32.2) (48.3) (64.4) (80.5) 

 Total EDE 8.8E+01 4.9E+01 2.6E+01 2.0E+01 1.3E+01 

 Thyroid CDE 2.5E+03 1.4E+03 7.2E+02 5.5E+02 3.8E+02 

 Acute Lung 3.8E+01 2.1E+01 1.1E+01 8.4E+00 5.8E+00 

 Total Acute Bone 2.0E+00 1.1E+00 5.7E-01 4.3E-01 3.0E-01 

 Inhalation CEDE 7.9E+01 4.4E+01 2.3E+01 1.8E+01 1.2E+01 

 Cloud Shine 4.1E-01 2.3E-01 1.3E-01 9.9E-02 7.6E-02 

 Period Gnd Shine 1.2E+00 6.4E-01 3.2E-01 2.4E-01 1.6E-01 

 4-day Ground Shine 8.7E+00 4.8E+00 2.5E+00 1.9E+00 1.3E+00 

 

Notes: 

1. Doses exceeding PAGs are underlined. 

2. Early-Phase PAGs: TEDE - 1 rem, Thyroid CDE - 5 rem 

3. *** indicates values less than 0.1 mrem 

    To view all values - use Detailed Results | Numeric Table 

4. Total EDE = CEDE Inhalation + Cloud Shine + 4-Day Ground Shine 

5. Total Acute Bone = Bone Inhalation + Cloud Shine + Period Ground Shine Window 

 

Fig. 1. Total Acute Bone Dose                                       Fig. 2. Thyroid Dose Commitment 
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  Fig. 3. Total Effective Dose Equivalent                       Fig. 4. Surface Concentration of Cs-137 

Fig. 5. Acute Lung Dose Commitmen                          Fig. 6. External Dose Rate-Closed Window 

   Fig. 7. External Dose Rate-Open                                            Fig. 8. Inhalation CEDE
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Assuming a hypothetical incident and applying weather conditions, the dispersion of cesium-137 was 

examined using the RASCAL software for a 12-hour period. In this assessment, the trends of changes in 

the quantities of total effective dose, thyroid dose, inhalation committed effective dose (CEDE), external 

dose rate - open window, and external dose rate - closed window were calculated and plotted in figures 1 

to 8 at a radial distance of 80 kilometers. According to meteorological information, the wind direction at 

the time of the incident was northwest, and the isotopes were also dispersed in this direction. The results 

clearly indicate that wind direction is one of the important and determining factors in the dispersion of 

radioactive materials. The total effective dose in the vicinity of the incident location exceeds 50 mSv, but 

on average, the dose within an 80-kilometer distance ranges from 0.01 to 10 mSv. The thyroid dose exceeds 

250 mSv in close proximity, but on average, it ranges from 0.05 to 50 mSv at greater distances. The average 

inhalation CEDE dose within an 80-kilometer distance ranges from 1 to 100 mSv. In addition, the received 

external dose rate was calculated for two scenarios: open window and closed window. 

According to the obtained figures, the cesium-137 dose rate decreases with increasing distance, and the 

trend of changes in the dose rate is clearly visible in the different colors in the figures. 
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Abstract 

The special features of zinc oxide (ZnO) have made it broadly applied in the field of industry and medicine. 

Within this work, zinc oxide in three forms including pure ZnO and ZnO-Cu (10% and 20%) was 

successfully synthesized by sol-gel method. The various physical properties of these materials were 

investigated using the conventional methods of energy dispersive X-ray spectroscopy (EDX), X-ray 

diffraction (XRD) and field emission scanning electron microscopy (FESEM). XRD result verified 

hexagonal structure of zinc oxide; however, the addition of copper modified the main structure to some 

extent.  The result of FESEM showed the nanosized quasi-spherical grains and the agglomeration of them. 

Also the verification of the elemental presence for the all samples were performed through EDX analyze. 

For these three samples, the protection factors against gamma rays, including mean free path (MFP), mass 

attenuation coefficients (MAC), tenth value layer (TVL), half value layer (HVL), linear attenuation 

coefficients (LAC) were calculated. According to these factors, it can be concluded that the use of ZNO, 

and ZnO-Cu (10% and 20%) as a gamma ray protector can be useful. 

Keywords: zinc oxide, copper doping, sol-gel method, gamma shielding 

 

Introduction 

Wide use of radiation sources in different situations like as nuclear energy application and radiation therapy 

sites on the one hand, and its vast utilization in treatment and diagnostic centers on the other hand makes 

the issue of radiation protection always very important. It is obvious that the health of the employees and 

patients present in the centers has a high priority. It is quite clear that complete elimination of radiation is 

not possible. For decreasing the destructive effects of unwanted radiation, it is possible to comply with 

some cases such as radiation shielding, irradiation time, and distance to the radiation source. Based on these 

mentioned items, different countries have made radiation protection policies very carefully [1,2]. 

Zinc oxide, as a famous semiconductor which is widely utilized in various fields, has also shown its 

effectiveness in the field of radiation. Attractive mechanical, optical, electrical, antimicrobial, Eco-friendly 

properties of zinc oxide nano-particles with high transparency, great mobility, high binding energy, and 
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large band-gap makes it seductive. Sometimes it is called the magic substance which, apart from many 

applications, has shown specific morphologies with unique properties. Exclusively for shielding 

application, zinc oxide can be used in radiation-retaining glasses and as a protecting material in eyeglasses 

in X-ray chambers. It can provide more visibility in treatment and diagnostic centers [3,4]. The use of zinc 

oxide nanoparticles in this issue has been increasing and we have seen an increase in the attention of 

researchers in using this material. This item is one of the interesting topics which should be examined more 

carefully. 

Considering the increasing growth of the use of nuclear radiation sources in various fields, the use of 

appropriate protection seems to be fully justified. Although zinc oxide nanoparticles are not the only choice 

and there is a range of materials in front of us, but the mentioned features and easier synthesis methods 

compel us to go for them. Eskalen et al., by utilizing combustion technic, prepared zinc oxide nanoparticles 

and evaluated their morphological and structural features. Zinc oxide nanoparticles added to borate glasses 

with different percentages have been examined for effective shielding issue. A very important shielding 

parameter, linear attenuation coefficient (LAC) was calculated through irradiating gamma radiation of 

gamma sources (65 Zn and 60 Co) to the samples and collecting their data with the NaI (Tl) detector. By 

aiding of LAC, it was possible to determine other related parameters such as mean- free path (MFP), tenth 

- value layers (TVL), half- value layer (HVL), and mass attenuation coefficient (MAC) for the prepared 

samples. Based on the results, they showed that zinc oxide nanoparticles reinforced borate glasses were the 

right choice for the radiation shielding issue. Accordingly, it was an effective shielding material [5]. Al-

Hadeethi et al., also showed that zinc oxide nanoparticles have a decisive role in enhancing the shielding 

parameters of the ceramic ball clay. It is concluded that using of zinc oxide nanoparticles is more effective 

[6].  

 

Experimental 

Description of the Materials and Methods used in the research 

In this research, three samples with 25cc ethanol solution were prepared and then 2.74g of zinc acetate 

(Zn(CH3CO2)2·2H2O) was added to each of the samples. 0.24g of copper salt (CuCl2·2H2O) as a 10% 

copper dope and 0.53g of copper salt as a 20% copper dope were added to the two of the three solutions 

mentioned in the current study. In the next step, beaker containing samples of zinc acetate and zinc acetate 

doped with 10% and 20% copper were placed on the stirrer (Fig. 1. A). Then, after 30 minutes, 1.2 cc of 

ethanolamine was added to the mentioned samples and then they were stirred for further 90 minutes (2 
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hours in total) on the stirrer device. In the next step, the beaker containing samples of pure zinc acetate and 

zinc acetate doped with 10% and 20% copper were poured in crucibles (Fig. 1. B) and annealed in the oven 

for three hours at 500°C, and then the samples were allowed to cool after annealing. The total process of 

annealing and cooling the samples took 24 hours, and then the annealed samples were taken out of the oven 

(Fig. 1. C). Also, in the annealing process, the time to reach the temperature of 500°C was about 25 minutes. 

In the next step, the powder of the samples taken out of the oven, including pure zinc oxide, zinc oxide 

doped with 10% copper and zinc oxide doped with copper 20%, were prepared in the laboratory in the form 

of tablets (Fig. 1. D). 

 

 

 

 (A)                             (B)                          (C)                             (D) 

Fig. 1. Images of Protective production steps  

In the next step, the desired samples were placed in the medical radiation laboratory to check their radiation 

protection properties between the cesium137 point source and a Geiger-Muller type gas detector (Fig. 2). 

According to the count values obtained from the Geiger-Muller detector, radiation protection parameters 

of samples including LAC, MAC, HVL, TVL, and MFP have been determined. 

 

 

 

 

Fig. 2. Image of radiation protection experiment for pure ZnO and ZnO:Cu(10% and 20%) 
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Also, in this research, the structural and morphological characteristics of pure zinc oxide nanoparticles and 

zinc oxide doped with 10% and 20% copper were also investigated by performing XRD, EDX, FESEM 

and UV-visible analyses. 

 

Definition of Radiation shielding parameters 

The LAC (μ, linear attenuation coefficient) evaluates an shielding quality of an attenuator for nuclear 

irradiation. The LAC is determined through the Beer–Lambert relation [1]: 

                                μ = ln
(
I0
I⁄ )
x
⁄

                                       (1) 

Here, x is the thickness of the samples, I and I0is counts of photons with and without the presence of the 

samples. 

The MAC (μm, mass attenuation coefficient) detemines the absorption quality of a material and is obtained 

from the ratio of LAC on an absorber density. In this research, the MAC values determined with the 

following [1]: 

                               𝜇𝑚 = ∑ 𝑤𝑖(𝜇 𝜌⁄ )𝑖𝑖                                    (2) 

wi is the weight fraction,  
i)(





 is the mass attenuation coefficient for an individual element in the 

compound. 

The needed thickness for attenuation the radiation beam to half the value before going through the absorbing 

material is named as the half value layer (HVL). Hence, this can be evaluted by the following [1]: 

                                     𝐻𝐿𝑉 = ln 2 𝜇⁄                                       (3) 

The tenth value layer (TVL) is known as the thickness of an absorbing material that needed to decrease the 

incident intensity of gamma radiation to its tenth amount at a specific energy [1]: 

                                    𝑇𝑉𝐿 = ln 10 𝜇⁄                                        (4) 

The mean free path (MFP) is known the average distance that the gamma ray travels through the medium 

before any interaction takes place [1]. 

                                   𝑴𝑭𝑷 = 𝟏 𝝁⁄        (𝒄𝒎)                              (5) 

Results and discussion 

Radiation shielding parameters 

The linear attenuation amounts obtain noteworthy data about radiation shielding parameters of pure ZnO 

nanoparticles and ZnO doped with Cu (10 % and 20 %). All the mentioned nanoparticles were prepared in 
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the form of tablets. All the samples were exposed for 30 seconds to the gamma source of cesium 137 with 

an activity of 8.7 μci and a gamma energy peak of 0.662 Mev. The acquired data of linear attenuation (μ), 

mass attenuation coefficient (μm), half value layer (HVL), one-tenth value layer (TVL) and mean free path 

(MFP) of pure ZnO nanoparticles and ZnO doped with copper (10% and 20%)  have been showed in Table 

1. It can be seen, different amounts of Cu (10% and 20%) have a positive participation to the shielding 

parameters. The largest value for linear attenuation coefficient belongs to ZnO doped with 20% cu (2.27cm-

1) and the lowest amount belongs to the pure ZnO nanoparticles (2.15cm-1). The Mass attenuation 

coefficient values of pure ZnO nanoparticles and ZnO:Cu (10% and 20%) were also given in Table 1. The 

lowest value is 0.392 cm2/g for pure ZnO. It  increases as the percentage of Cu starts increasing. The mass 

attenuation coefficient value has highest value of 0.4 cm2/g for ZnO doped with 20% Cu. The mean free 

path (MFP), half value layer (HVL) and one tenth Values (TVL) of pure ZnO nanoparticles and ZnO:Cu 

(10% and 20%) can be  observed in Table 1. The half value layer varied from 0.32 cm to 0.3 cm, which 

depends on the percentage of copper in zinc oxide structure. Also, the one-tenth layer value varied from 

1.07 cm to1.01cm. Finally, the mean free path of pure ZnO and ZnO:Cu (10% and 20%) changed from 0.46 

cm to 0.44 cm, this reduction has been accompanied by an increase in the amount of copper in the structure 

of zinc oxide.  

Considering that slight structural changes have occurred in the main structure of zinc oxide after the 

addition of copper. Morphological changes seem to be an important factor in changing the shielding 

parameters, which is consistent with the FESEM micrographs. 

Table 1.  Results of radiation protection parameters for pure ZnO and ZnO:Cu (10% , 20%) 

 

XRD results   

Fig. 2 shows the XRD data of the sol-gel prepared pure, and copper doped zinc oxide samples which was 

taken in the 2θ region from 20◦ to 80◦. The miller indices (hkl) of the diffraction planes are also marked. A 

 

Sample Compositions(%

) 

ZnO-----Cu 

LAC(cm
-1) 

MAC(cm2/g

) 

MFP(cm

) 

HVL(cm

) 

TVL(cm

) 

ZnO 100%----0 2.15 0.392 0.46 0.32 1.07 

ZnO:C

u 10% 

90%-----10% 2.19 0.396 0.45 0.31 1.05 

ZnO:C

u 20% 

90%-----20% 2.27 0.4 0.44 0.3 1.01 
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very good match between our prepared samples and the standard zinc oxide sample is observed. A standard 

polycrystalline wurtzite ZnO with the code of 79-0208 was matched.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The XRD Rusults of pure ZnO and ZnO:Cu(10% , 20%) 

Lack of attandence of annoying peaks in XRD data for pure zinc oxide verified the presensce of pristine 

phase of zinc oxide [7]. Copper has a ionic radius of 0.073 nm, which is almost the same radius as of Zn 

(0.074 nm). Therefore, it is not far from expected that it can replace zinc ions in the structure of zinc oxide, 

especially in higher amounts of doping [8]. The signs of the presence of copper oxide appeared at larger 

amount of doping. The possible diffraction peaks are also identified according to JCPDS card CuO: 48-

1548. Although these lines are not very strong and have not destroyed the nature of the main lattice. Lattice 

parameters of three main peaks ((100), (002), (101)) for all samples were calculated and compared with 

standard values (Table 2). They were decreased due to doping and it seems the lattice parameters become 

closer to the standard values afer doping. Negligible deviation from the standard values is observed, for 

example, in the case of unit cell volums, that can be the result of iconicity and instability of the lattice. The 

ratio of c/a relates to electronegativity of the zinc and oxygen in main structure [9]. Other reasons probably 

play a role in this deviation such as variation of bond angle, bond length, and twisting of the main structure. 

It is known that various defects inside the main structure cause to band edge variation process [10].   

 

Table 2. The calculated and standard values of the lattice parameters for three main reflection peaks (i.e. 

(100), (002), (101)) and other relevant parameters. 

Sample 

)(


Ad 
 

Cal.    Sta. 

)(


Aba 
 

Cal.        Sta. 

)(


Ac 
 

Cal.       Sta. 

Volume 

of unit cell 
3)(



A  

Cal.      Sta. 

a

c
ratio 

Cal.      Sta. 



 

259 

 

FESEM and EDX results 

Fig. 4 presents the 

micrographs of FESEM of 

the pure zinc oxide and 

copper doped (10% and 20%) nanoparticles. All of the micrographs show grains with nano scale amounts, 

and the aggregation of grains is clear in all samples. adding 10% and 20% Cu doping to ZnO samples 

increases the aggregation and compression of grains. The EDX spectrum of of the pure zinc oxide and 

copper doped nanoparticles are brought in Fig. 4 too, which verified the attandance of Zn, O for the undoped 

sample, along with Cu(10% and 20%) for the Cu doped samples. 

 

 

 

 

 

 

 

Fig. 4. FESEM images of pure ZnO and ZnO:Cu (10% and 20%) along with the EDX spectrum 

 

 

Conclusions 

The powder of pure zinc oxide and copper doped  (10%, 20%) ones have been maded through sol–gel 

technic. Their structural and morphological properties have been evaluated. Based on the XRD data, 

wurtzite structure of ZnO was confirmed. Even though, the attandance of CuO at larger amount of doping 

ZC0 2.851   2.827 

2.627   2.610 

2.499   2.486 

3.2921   3.2648 

 

5.2539  5.2194 49.311  48.180 1.596  1.602 

 

ZC1 2.840   2.827 

2.627   2.610 

2.501   2.486 

3.2797   3.2648 5.2532  5.2194 48.934  48.180 1.602  1.602 

 

ZC2 2.823   2.827 

2.614   2.610 

2.486   2.486 

3.2592  3.2648 5.2276  5.2194 48.087  48.180 1.604  1.602 
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was inevitable. Due to the FE-SEM information, analogous microstructures, quasi-spherical agglomerated 

grains in the range of nano scale were observed for all samples. However, after doping, the connection of 

nanoparticles increased and the sphericity of the grains has decreased. The EDX data has also shown the 

presence of desirable elements (i.e. Zn, O, and Cu). The radiation shielding properties of the samples (LAC, 

MAC, MFP, HVL, and TVL) were also calculated. The results showed that copper doped zinc oxide (20%) 

has good merit as a protector compared to pure zinc oxide. For further study, different experimental setups 

and arrangements can be provided and zinc oxide nanoparticles can be synthesized in different ways to 

investigate the radiation protection characteristics and also the absorption characteristics of materials with 

different particle interactions can be investigated.  
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Abstract 

Researchers use simulations to understand and optimize the detector’s performance. By accurately 

modeling the detector’s response to various gamma-ray energies and interactions, they gain insights into 

its behavior. Simulations help scientists analyze and interpret experimental data effectively. This leads to 

improved calibration methods and more accurate measurements. Simulating different detector geometries, 

materials, and configurations plays a crucial role in designing new detector systems.  

In this study, the modeling of the HPGe detector for low to medium-energy gamma rays was carried out, 

and its validation was conducted through experiments using standard gamma-ray sources. Additionally, 𝑎, 

𝑏, and 𝑐 as parameters specifying the Full Width at Half Maximum (FWHM) in the GEB option have been 

extracted to conduct Monte Carlo simulations of germanium detectors. Based on the obtained results, the 

simulated spectrum showed a good agreement with the experimental spectrum, indicating an accurate 

representation of the HPGe detector's response to gamma-ray interactions. The similarity between the 

simulated and real spectra confirms the validity of the simulation approach and enhances confidence in the 

accuracy of the simulated results. 

Keywords: HPGe detector, spectrometry, gamma-ray, MCNP, experimental spectrum, GEB 

 

Introduction 

The HPGe detector plays a crucial role in spectrometry due to its high sensitivity and excellent energy 

resolution. Its ability to accurately detect and measure gamma-rays allows for precise identification and 

quantification of radioactive isotopes in various samples. the importance of the HPGe detector in 

spectrometry lies in its capability to provide detailed information about the energy distribution of gamma-

rays emitted by radioactive sources. This enables researchers and scientists to study the characteristics of 

nuclear decay processes, analyze environmental samples for radioisotopes, and perform accurate 

measurements in fields such as nuclear medicine, environmental monitoring, and materials science. 
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Various detectors are used for gamma-ray spectrometry, coupled with electronics and data analysis 

techniques, to identify and measure emitted gamma rays from radioactive sources. Among the detectors 

used, HPGe detectors have very good energy resolution, making them suitable for accurate gamma-ray 

spectrometry. The Monte Carlo technique is widely used in radiation-related fields such as medical and 

industrial research, radiation protection, and nuclear facilities. This tool aids in project development by 

facilitating the construction of geometries, utilization of detectors, and various energy sources. 

Consequently, it addresses challenges associated with detector availability, radiation sources, and 

experimental tests, as it eliminates the need for experimental setups. Therefore, the use of an appropriate 

modeling that aligns well with experimental results is crucial. Only a limited number of studies address the 

utilization of germanium detectors in the low- and middle-energy range of gamma rays, a crucial aspect in 

the realm of activation analysis (1-3). 

In this regard, this investigation aimed to present a method for modeling HPGe detectors using the MCNP 

code with the application of the Eu-152 source, intended for the calibration of such detectors. Furthermore, 

obtaining the precise response function of the HPGe was pursued to create a simulation that closely mimics 

reality. 

 

Materials and methods 

In this research, the HPGe detector has been simulated using the MCNP code, as depicted in Figure 1. N-

type coaxial high purity germanium (HPGe) detector (NIGC-4020) coupled with a multichannel analyzer 

card system (NIGC1040-, DSG, GMBH). The crystal has a diameter of 61.4 millimeters and a length of 62 

millimeters. Additionally, it features a dead layer of 0.3 microns Ge/B and a dead layer of 700 microns 

Ge/Li. Standard electronics and a multi-channel analyzer with 4096 channels were utilized. The resolution 

(FWHM) at 1.33 MeV, Co-60 is 2keV and peak-to-Compton ratio, Co-60 is 54:1 and relative efficiency at 

1.33 MeV, 60Co is 40%. The GammaVision-7 program was employed for gamma spectrometry. The 

standard Eu-125 source with a half-life of 13.517 years, a volume of 8 cc, and an activity of ٢.٢1 

microcuries is positioned at 20cm from the HPGe detector. 
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Fig 1. Schematic representation of the simulated HPGe detector. 

After conducting the experiment, the Eu-152 spectrum was obtained, as shown in Figure 2. Using this 

spectrum, the FWHM values for each of the 11 Eu-152 peaks were calculated using Origin software, and 

Table 1 presents the FWHM and energy values for each peak. 

 
Fig 2. The actual spectrum obtained from Eu-152 

 

Table 1. Calculated Peaks FWHM 
Peak Energies 

(keV) FWHM(keV) 
121/7817 1/99134 

244/6975 2/08782 

344/2785 2/10049 

411/1163 2/05243 

443/965 2/16388 

778/904 2/30552 

867/378 2/30466 

964/079 2/4262 

1085/869 2/60576 

1112/074 2/48503 

1408/006 2/68649 
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In the context of Monte Carlo simulations using the MCNP code, Gaussian Energy Broadening (GEB) 

serves as a specialized technique for handling tallies. Its purpose is to enhance the simulation of physical 

radiation detectors, specifically those where energy peaks exhibit Gaussian energy broadening. To apply 

GEB, users include an ‘FTn’ card in the input file of MCNP. The tallied energy values are then broadened 

by sampling from a Gaussian distribution.:(4) 

𝑓 (𝐸) = 𝐶𝑒-((𝐸-𝐸0)/𝐴)2 

Where 𝐸 is the broadened energy, 𝐸0 is the unbroadened energy of the tally, 𝐶 is a normalization constant, 

and 𝐴 is the Gaussian width. 

Considering the calculation of Full Width at Half Maximum (FWHM) through Equation 2 and the 

relationship between FWHM and energy, parameters a, b, and c can be obtained through Equation 3.  

   A=
𝐹𝑊𝐻𝑀

2√𝐿𝑛2
 

 FWHM = a + b√𝐸 + 𝑐𝐸2 

Figure 3 illustrates the FWHM plot as a function of energy according to the data in Table 1, used to obtain 

the parameters a, b and c (Table2) to be used in MCNP’s GEB command.  

  

Table 2. Values of parameters a, b and c. 

a b c 

1.90٣45٢7٢09 0.0006٢16451817 0.7790861٣٣649 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 3. FWHM plot as a function of energy (keV). 
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Results and Discussion 

The HPGe response function to the Eu-152 standard gamma-ray source was experimentally measured and 

compared with simulated results for validation. Figure 4 illustrates a favorable agreement in the energy 

range of 11 photoelectric peaks within the Eu-152 gamma-ray spectrum. Despite this overall agreement, 

minor discrepancies may arise from factors such as scattered radiation from surrounding materials in the 

room, peak tailing leading to incomplete charge collection, pulse pile-up with electronic noise, or Doppler 

broadening of inelastically scattered photons that smooth the Compton edges.” (5,6). 

 
Fig4. Comparison between simulation and experimental gamma-ray spectrum of the Eu-152 point 

source. 

 

Conclusions 

Simulating the detector can offer effective tools for accurately determining the detector's response function, 

overcoming challenges such as the lack of radiation sources with the necessary photon energies. This study 

has introduced a method to simulate the response functions of HPGe using GEB as a specific treatment for 

tallies in MCNPX. The results indicate that MCNPX simulations employing GEB successfully match all 

Gaussian peaks originating from standard gamma-ray sources across a broad energy range with minor 

discrepancies. In this study, as part of our future endeavors, the coefficients 𝑎, 𝑏, and 𝑐, as described above, 

have been extracted to establish a library for delayed gamma neutron activation analysis of cement material 

using Monte Carlo code. It is important to note that GEB parameters vary for each configuration of the 

experimental setup. 
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Abstract 

Self-powered neutron detectors are used as in-core detectors in thermal reactors. These detectors can 

tolerate the harsh environment of the reactor and are sensitive to both gamma and neutron particles. SPNDs 

are classified as “prompt” and “delayed” detectors based on their response. In this work, a SPND is 

simulated by MCNPX Monte Carlo code. The accuracy of the simulation was validated by comparing the 

results with reported values in reference papers. After validation, the SPND’s sensitivity was studied for 

different materials as its emitter, insulator and collector. The results indicate that a SPND with Rhodium 

emitter is more sensitive than one with a Vanadium emitter. Also, regarding the results collector material 

has no effect on the sensitivity of the SPND. On the other hand, according to the results by selecting 

Alumina as the insulator, in addition to an improved sensitivity of the SPND, the resistance of Al2O3 stays 

constant with exposure. In the following, the sensitivity of SPND as a function of the length of the emitter 

was studied. Due to the calculations, neutron flux in the emitter has an inverse proportionality with the 

radius of the emitter. On the other hand, with increasing the emitter radius will enhance the absorption of 

neutrons in the emitter, and finally the sensitivity of SPND improves with the increase of the emitter radius. 

The results show that changing the insulation thickness does not have a significant effect on the SPND 

sensitivity. Although, by increasing the thickness of the collector, neutron absorption in the collector 

increases and will decrease the neutron flux in the emitter. This eventually leads to a deterioration in the 

sensitivity of SPND. 

Keywords: Self-powered neutron detectors, Monte Carlo, Rhodium, Vanadium 

 

Introduction 

Self-powered neutron detectors (SPNDs) are used as in-core neutron detectors in thermal reactors [1]. 

SPNDs can easily operate in-core for long periods of activity and under harsh operational conditions. 

SPNDs are sensitive to both gamma rays and neutrons [2] 

SPNDs are generally designed coaxially, as shown in Fig. 1. The internal electrode is called emitter and is 

made of materials that can interact with neutrons through absorption (such as Co, V, Rh and Pt), prompt 
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gamma and/or delayed electron emission. As a result, the signal of a SPND is the sum of a delayed and a 

prompt response. The outer electrode, usually made of stainless steel, is called collector. An insulator, 

usually Al2O3 or MgO, is sandwiched between the two electrodes. These non-emitting components are 

made of materials that do not interact with neutrons and can tolerate the intense radiation and temperature 

environments inside the reactor. 

 

 
Fig. 1. Cross-section of a typical SPND. The central conductor is called the emitter and is responsible for 

generating the signal. The external conductor is called the collector and is separated from the emitter by an 

insulator [3]. 
 

SPNDs are divided into two categories: detectors based on beta decay (delayed detector) and detectors 

based on secondary electrons caused by gamma decay (prompt detector). 

 

Delayed Detectors 

Neutron trapping (n, γ) in the emitter leads to the formation of a radioactive nucleus which transform to 

another state, stable or unstable, by beta decay. The beta decay time, which represents the response of the 

detector, can vary between a few seconds and several minutes [4]. Some of these emitted beta rays have 

enough energy to reach the collector, some are stopped after multiple collisions in the emitter, and the rest 

of them are stopped in the insulator, which causes charge accumulation in the insulator area. These and 

other possible interactions are shown in Fig. 2 [5]. The generated secondary electrons undergo many 

interactions before reaching the collector. Electrons that stop at the emitter do not contribute to signal 

generating. Electrons that can reach the insulator and stop there can make more interactions and cause the 

accumulation of negative charge. Depending on whether the beta rays are driven into the collector or 

returned to the emitter, they affect the net current measured by the collector; This should be considered 

during the analysis. 

The emitter of this type of SPNDs must have a neutron absorption cross-section that is neither too high nor 

too low. A very high absorption cross-section can cause rapid consumption of the emitter material and 

therefore reduce the lifetime of the detector. On the other hand, the low absorption cross section reduces 
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the neutron sensitivity of the detector. Also, the electrons produced in this type of detector must have 

enough energy to pass through the emitter and insulator and reach the collector. The half-life of beta decay 

should be as short as possible so that the response signal of neutron flux changes is fast enough [6]. 

 

 
 

Fig. 2. Possible interactions in a SPND that contribute to detector current signal [5]. 

 
 

Prompt Detectors 

Prompt detectors can immediately response to instantaneous changes in reactor operating conditions. The 

emitter of these detectors is a material with a large neutron absorption cross-section that produces stable or 

long-lived isotopes. The main signal source of these detectors originates from the electron charge flux 

produced by gamma due to neutron absorption [4]. Gamma rays may interact with detector materials 

through the photoelectric effect, Compton scattering, or pair production. As explained above, the electrons 

transferred from the emitter to the insulator lead to the accumulation of negative charge. The resulting field 

then pushes the electrons out of the insulator, emitter, or collector. 

Selection Emitter Material 

Consumption rate of the emitter material is one of the debatable parameters. The signal-to-flux ratio of an 

SPND changes due to radiation and is not a constant parameter. The emitter material interacts with neutrons 

and transmutes to another element. As the result of the reduction (or depletion) of the emitter material, the 

sensitivity of the reactor to the neutron flux decreases [7]. 

Since the in-core environment is a mixed environment of gamma and neutrons, the selection of the emitter 

material is based on the cross section of possible nuclear reactions: (n,β-), (n,γ)(γ,e) and (γ,e) in these 

materials. Emitter material must have a high atomic number to enhance gamma interaction in the emitter 

[5]. The most known emitter materials used in SPNDs are rhodium, vanadium, cobalt, hafnium, platinum, 
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and silver. These materials have a relatively high melting point and a large thermal neutron absorption 

cross-section. Other materials such as cadmium, gadolinium and erbium may also be used as emitters in 

SPNDs, but these materials are not practical for power reactor applications [8]. Table 2 provides a general 

description of some of the most important properties of SPND emitter materials used in power reactor 

applications. 

Table 1. Characteristics of some SPND emitter materials [8] 
 

Emitter 

Material 

Thermal Cross-

section for 

Neutron 

Absorption 

Prompt 

Gamma, 

Neutron, and 

Electron 

Prompt 

Gamma 

and 

Electron 

Applications 

 
Co59 

 
37×10-24 cm2 

 
 

X 

 
 

O 

LWR Flux Mapping 

LWR Control Local 

Core 

Protection 

Pt195 24×10-24 cm2 X X LWR Control 

HWR Control 

Rh103 145×10-24 cm2 - - LWR Flux 

Mapping 

 
V51 

 
4.9×10-24 cm2 

 
X 

 
O 

HWR Flux Mapping 

LWR Flux 

Mapping 

 

 
HfO2 

 

 
115×10-24 cm2 

 

 
X 

 

 
O 

RBMK* Flux 

Mapping RBMK* 

Local Control 

RBMK Local 

Core Protection 

Ag 64.8×10-24 cm2 - - RBMK Flux 

Mapping 

X = Primary Interaction O = Secondary Interaction *Upgraded RBMK LWR - Light Water Reactor HWR 

- Heavy Water Reactor 

RBMK - Graphite Moderated Light Water Reactor RBMK* - Upgraded SPND for RBMK 

 

Methodology 

The main parameters determining the gain of a delayed SPND in the reactor core are as follows: 

Geometry; 

Emitter material; 

Emitter sensitivity to neutron flux; 

Lifetime of emitter material; 

Signal-to-noise ratio of the detector current. 
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Monte Carlo codes can be applied to simulate SPNDs and check their behavior. In this work, MCNPX code 

is used to simulate SPNDs. The MCNP code does not follow the history of the unstable activated nucleus 

created by neutron absorption. These nuclei decay with their specific time characteristics and emit beta 

and/or gamma rays. To account these effects, which are crucial for sensitivity calculations related to delayed 

SPNDs, calculations must be performed in two steps: 

In the first step, the production rate of activated nuclei is calculated for a specific neutron source. 

In the next step, this information is used to define the spatial distribution of an electron source (beta) to 

calculate electron currents. The initial velocity direction of these secondary particles is considered as a 

random distribution. The energy distribution for electrons is calculated according to the beta Fermi energy 

distribution with the appropriate beta energy endpoint [2]. 

Fig. 3 shows the simulation steps to calculate the sensitivity. 

 
 

 

 
 

 
 

 
Fig. 3. Roadmap of calculations 

 

In this work, using the MCNPX code, two delayed SPNDs have been modeled in accordance with Table 2, 

to validate the simulation with the results of [10]. It should be noted that different materials as insulator and 

collector are investigated and Alumina and Inconel are selected as the final configurations.Several basic 

assumptions are considered in the modeling. The first assumption is that the incident neutron is isotropic 

and constant over time [11]. In fact, the neutron flux and its spectrum inside a reactor are not the same: it 

is higher near the center of the core and lower at the borders [12]. This assumption is crucial for the logical 

simplification of the problem. The second assumption is that the detector is at the beginning of its operation 

life, and although the detector material is consumed with time, it is assumed to remain constant during the 

simulation. 

 

 

Considering space charge effect to caculate ꞵ 

escape rate from critical radius 

Sensitivity calculations 

Calculation of neutron absorption rate in the 

emitter and ꞵ production rate 
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In the first step, to obtain the neutron absorption rate in the emitter, the collector shell is defined as an 

isotropic thermal neutron source, as shown in Fig. 4, and the neutron absorption rate in the emitter is 

calculated. 

Table 2. Geometry of the simulated SPNDs 

Component Material Density 

(g/cm3) 

External Diameter 

(cm) 

Length 

(cm) 

Emitter Rh 12.4 0.0508 40 

 V 6.1   

Insulator Alumina 1.9 0.1016 40 

Critical 

Radius 

- - 0.0374 40 

Collector Inconel-

600 

8.44 0.259 40 

 

 
Fig. 4. Cross-sectional representation of the simulated SPND plotted by Visual Editor (Vised). 

 

After calculating the neutron absorption rate in the emitter, it is necessary to define a volume source of beta 

in the emitter region. The energy spectrum of beta particle with endpoint energy Ei,0 can be calculated 

from equation 1, 

 
𝑝 (𝐸) = 

105 
E−3.5 . √E . (𝐸 ,0 – E)2

 
𝑖 

16 i.0 𝑖 
Equation 1 

 

The endpoint energy spectrum of beta particles produced by the emitter can be calculated using equation 2, 
 

𝑝 (𝐸) = ∑𝑘 pi (𝐸) ⋅ 𝜂𝑖 
𝑖=1 Equation 2 
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The dominant endpoint energies are 2540, 1207 and 1010 keV, which have the relative intensities of 99.22, 

0.57 and 0.12 %, respectively. For 104RH, the dominant endpoint energies are 2440 and 1884 keV with 

intensities of 98 % and 1.9 % [10]. 

 

To calculate SPND sensitivity, the deposited energy by electrons out of the critical radius is calculated 

using +F8 Tally and is compared with [10] in Table 3. 

Table 3. Comparison of the calculated parameters with the reported values in [10] 

Tally Emitter 

Material 

Calculated 

Value 

Expected 

Value 

Relative 

Error 

 103Rh 0.0433 cm-

2 

0.0433 

cm-2 

0% 

Neutron Flux in Emitter    

 51V 0.0583 cm-

2 

0.0614 

cm-2 

5.0% 

 103Rh 0.0372 0.0372 0% 

Neutron Capture   

 51V 0.00174 0.00195 11% 

 103Rh 33.3% 33.71% 1.3% 

Generated Elc. 

Cont. 

  

 51V 55.5% 57.32% 3.18% 

 103Rh 11.4E-22 11.6E-22 1.45% 

Sensitivity   

 51V 6.61E-23 7.4E-23 10.7% 

 
Results and Discussion 

Emitter’s neutron absorption rate plays an important role in the current drive and sensitivity. As can be seen 

in Fig. 5, neutron sensitivity increases with the increase of the emitter radius, which follows [13]. 
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Fig. 5. SPND sensitivity as a function of emitter thickness. Left: Simulation Results, Right: Results 

reported in [13]. 
 

In these simulations, the initial insulation radius was set to 35 mm and increased to the final amount of 75 

mm. The detector's sensitivity changes in this radial interval of insulation, as specified in Fig. 6, with the 

orange box, are almost independent of the thickness of the insulation. 

 

 
 

Fig. 6. SPND sensitivity as a function of insulation thickness. Left: Simulation Results, Right: Results 

reported in [12]. 
 

Increasing the thickness of the collector reduces the sensitivity, Fig. 7, but these changes do not affect the 

neutron sensitivity slope significantly, and can be neglected in the intervals of this study. 
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Fig. 7. SPND sensitivity as a function of collector thickness. Left: Simulation Results, Right: Results 

reported in [12]. 
 

Sensitivity changes due to SPND length have also been studied. The results indicate that in lengths below 

10 cm, the neutron flux in emitter shows a catastrophic drop by increasing the length of SPND, and after 

that, the neutron flux in the emitter becomes almost independent of the detector’s length. Finally, as shown 

in Fig. 8, from 10 cm up, the detector's sensitivity is almost independent of its length. 
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Fig. 8. SPND sensitivity as a function of detector’s length. Left: Simulation Results, Right: Results reported 

in [12]. 

 

Conclusions 

In this paper, the simulated SPND was validated by comparing the results of the simulation with the results 

presented in [10]. Then, the SPND sensitivity for different materials of the emitter, insulation and collector 

was investigated. As reported in Table 3, the rhodium emitter is more sensitive to neutron than the vanadium 

emitter. Also, the use of stainless-steel or Inconel as the SPND collector will not affect the sensitivity of this 

detector. By selecting aluminum oxide as the insulator, in addition to increasing SPND sensitivity, resistance 

of Al2O3 against radiation is also effective, unlike the MGO resistance. 

The SPND sensitivity was then examined in terms of emitter length. According to the calculations, the 

neutron flux in the emitter decreases with the increase of the emitter radius. On the other hand, with the 

increase in the emitter radius, the absorption of neutrons in the emitter increases, and ultimately the 

sensitivity of the SPND improves with the increase in the emitter radius. Also, the insulation thickness, as 

shown in Fig. 6, has no significant effect on SPND sensitivity. Changing the thickness of the collector over 

the simulated interval has no significant effect on SPND sensitivity. As the collector's thickness increases, 

the absorption of neutrons in the collector region increases follows a neutron flux decrease in the emitter 

and as shown in the right of Fig. 7 leads to the reduction of SPND sensitivity. In the end, the effect of the 

change of the detector's length on its sensitivity has been studied. As the SPND length increases, the neutron 

flux decreases in the emitter. But as the absorbed neutrons in the emitter increases by SPND length, as 

shown in Fig. 8, one can conclude that the detector's sensitivity is almost independent of the length of the 

detector. 
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Abstract 

The decommissioning of a nuclear power plant (NPP) involves activities aimed at reaching a specified final 

state of the NPP to ensure safety and environmental protection after removing nuclear fuel and materials. 

Considering legal and regulatory documents, the planning and management of NPP decommissioning are 

responsibilities of operating companies. Making decision for decommissioning is affected by some factors 

such as depletion of the main components' service life, economic impracticability, potential hazards to 

personnel or the environment, and non-compliance with modern safety requirements. In accordance with 

requirement No. 8 of the IAEA GSR part 6 document, the licensee must select a decommissioning strategy 

consistent with national radioactive waste management policy, and justify the chosen strategy. 

Decommissioning begins with obtaining a regulatory license for the initial stage and ends upon completing 

all works outlined in the decommissioning project, as per the specified strategies/options. The best, safest, 

and most cost-effective strategy should be chosen from different options based on specific requirements and 

decontamination technologies following the issued license. "Liquidation - Immediate Dismantling" 

represents the optimal strategy for decommissioning WWER reactors in international publications. 

Keywords: Decommissioning, Option, Strategy, Decontamination 

 

Introduction 

By the end of 2022, there were 411 operational nuclear reactors worldwide, with a decrease of 26 compared 

to the previous year. In 2022, construction of eight new NPPs began globally. Recrded data from 1959 

shows a significant increase in the number of operable reactors, reaching 420 within 30 years; however, 

since 1989, the number of reactors has remained relatively stable, with a peak of 450 in 2018 [1,2]. Aging 

of many reactors will likely lead to an increase in decommissioning activities in the coming years, adding 

to the large number of inactive reactors. The purpose of a NPP decommissioning is to ensure reaching safe 

status and environmental protection after removing nuclear fuel and materials [2]. 
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Research Theories 

The process of decommissioning a NPP involves a complex set of actions aimed at addressing the following 

issues [2, 3]: 

Developing technologies and technical resources for all decommissioning operations; 

Protecting the environment, personnel, and the public from radioactive contamination; 

Maximizing the use of "clean" equipment, with metals being dismantled and other material resources being 

released after decontamination during the NPP decontamination process; 

Minimizing material, radiation, and financial expenses for the decommissioning works of the NPP, 

considering social and other factors; 

Establishing the necessary regulatory, technical, and informational infrastructure; 

To ensure safety during the decommissioning process, a technical database should be established containing 

required information determined by regulatory authority. The primary purpose of this database is to 

accumulate, store long-term, sequence, search, and present information on the business objects required for 

and influencing the works at the decommissioning stages, as well as information on the results of the works 

at the NPP decommissioning stage [1]. The general principles and requirements for ensuring the safety of 

NPP decommissioning are as the following [3]: 

 The safety criteria for NPP decommissioning are established by the codes and regulations for the 

use of nuclear energy, developed while considering recommendations from the IAEA and other international 

organizations. 

 The operating organization is responsible for ensuring the safety of decommissioning, including 

measures to prevent accidents, mitigate their consequences, record, control, and physically protect nuclear 

materials, radioactive substances, and nuclear waste; Additionally, it is responsible for environmental 

protection and monitoring within the industrial site and the sanitary protection zone. 

 Technical and organizational decisions should be validated by previous experience, tests, necessary 

studies, or experience working with prototypes. 

 Before commencing NPP decommissioning works (before obtaining a license), the operating 

organization establishes organizational NPPs responsible for the direct activities to ensure safety during 

decommissioning; these NPPs have the necessary rights and allocated financial, material, and human 

resources; 
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When preparing for and executing the decommissioning of an NPP and throughout the decommissioning 

process, irrespective of the chosen decommissioning option/strategy, the following main activities are 

conducted [3,4]: 

Operation of safety-critical systems and equipment, including ensuring the safe operation of other at the 

NPP site. 

Decontamination of NPP systems, equipment, premises, and site areas, along with reutilization 

decontamination. 

Preparation for dismantling and actual dismantling of NPP equipment and building structures. 

Management of generated waste, including nuclear and decommissioning materials. 

The extent of implementing the above activities, as well as the list of systems and equipment used for 

decommissioning depends on the chosen decommissioning strategy/option, the stage of work, and is 

determined by the "NPP decommissioning project"; comprehensive inspections should be conducted 

according to a specific program, including [4,5]: 

 Assessing the radiological conditions on the premises and at the industrial site, creating charts for 

radioactive contamination and/or dosage rates. 

Surveying the condition of structures, systems, equipment, buildings, and facilities to be 

dismantled to estimate their strength and residual life, considering long-term observations of natural 

processes' effects and phenomena on building and structure foundations, including the hydrographic features 

of the site state. 

Surveying the condition of facilities, equipment, and systems required for decommissioning to estimate their 

operability and reliability during decommissioning. 

Determining the radionuclide composition and physical and chemical condition of radioactive materials, 

their activities, localization zones, and the nature of their generation. 

Estimating the radiation characteristics of spills and fragments of nuclear fuel resulting from accidents and 

remaining in the core section and other technological systems. 

NPP Decommissioning strategies/Options 

The selection of an appropriate decommissioning strategy/option for a specific NPP should be based on a 

multifactor analysis, taking into account various factors that are applicable to the entire NPP; these factors 

encompass considerations related to safety, environmental protection, and public health, the cost of the 

work, the socioeconomic impact on the regional situation, and the availability of necessary financial, 
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technical, material, and human resources [4]. In line with the IAEA's stance, there are three primary 

strategies/options for NPP decommissioning [2, 3, 5]: 

Immediate dismantling; 

Deferred dismantling, also known as secure enclosure; 

Entombment; 

The decommissioning strategies/options considered for NPPs in the USA are: 

Safe storage ("SAFSTOR"); 

Entombment ("ENTOMB"); 

Decontamination ("DECON"); 

Figures 1-6 depict examples of activities associated with the aforementioned strategies [2-11]: 

 

 

 

 

 

 

 

 
 

  

Fig. 1. The strategy: immediate dismantling Fig. 2. The strategy: safe 

storage 
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Fig. 3. The strategy: deferred dismantling, also 

called secure enclosure 

Fig. 4. The strategy: safe storage 

 

 

 

 
 

Fig. 5. The strategy: entombment 

 

 

 

 
 

Fig. 6. The strategy: 

Decontamination 
 
 

Currently, the "Decommissioning Option/Strategy for Nuclear Facilities, Radiation Sources, and Storage 

Facilities," which is approved by authorize Nuclear Organization, is being proposed for implementation. 

The term "option" in this context is conceptually similar to the IAEA term "strategy" [5]. Following IAEA 

recommendations [5], and considering the requirements of the document [6], the "Decommissioning 

Option/Strategy for Nuclear Facilities, Radiation Sources, and Storage Facilities" adopted by the State 

Corporation Russian Nuclear Institutes is proposed [4]. During the preliminary stage of technical design 

development, the decommissioning strategy/option of "NPP liquidation" is proposed as the fundamental 

strategy/option for the NPP, aligning with the immediate dismantling strategy – "Liquidation – Immediate 

Dismantling." Figure 7, illustrates the diagram of the Concept of NPP decommissioning under these 

strategies/options [4]. 
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Fig. 7. Diagram of the NPP decommissioning Options/Strategies 

 

 

Due to its complexity, the decommissioning (DC) process can be divided into multiple stages and may 

involve the long-term safe storage of the NPP under supervision. This aims to reduce the facility's 

radiation hazard level due to the decay of radioactive substances while ensuring the maintenance of 

safety barriers at an appropriate level; the stages of the decommissioning process are characterized and 

defined by the final states of the facility achieved upon completion of the stage works; when selecting 

the decommissioning option/strategy for the NPP, the "conversion" (diversion) option/strategy cannot 

be disregarded [7]. Hence, the following factors can be considered as supporting arguments for 

choosing a particular option/strategy [6]: 

The presence or absence of a storage building for the permanent disposal of the reactor components 

and the availability of necessary financial resources for permanent disposal. 

Reduction of radioactive waste processing and conditioning expenses due to the decrease in 

radioactivity. 

Potential utilization of NPP operational personnel experience, plant infrastructure, and process 

equipment. 

Licensing conditions; 

Avoidance of facility monitoring and maintenance expenses in the case of choosing a safe preservation 

strategy. 

Re-use of the NPP industrial site; 

The main criteria for the successful completion of any decommissioning option/strategy are as follows 

[8, 11]: 
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Compliance with all codes and regulations, ensuring the completion of all works and activities outlined 

in the Decommissioning Project. 

Achievement of the decommissioning project's objective. 

Fulfillment of all decommissioning project licensing requirements. 

NPP Decommissioning, strategy of "Liquidation after Storage under Supervision" 

 

Decommissioning commences with the acquisition of a decommissioning works license from a 

regulatory body for the NPP and concludes upon the fulfillment of the entire scope of works outlined 

by the NPP decommissioning project in accordance with the "Liquidation after Storage under 

Supervision" option. This variant is divided into three stages [5, 7]: 

Stage 1: Preparing for storage under supervision; Stage 2: NPP storage under supervision; 

Stage 3: NPP decontamination; 

 

During Stage 1, "Preparing for Storage under Supervision," various engineering designs, production, 

and organizational-methodical documentation are developed to encompass all emerging aspects in 

carrying out the works at this stage. This includes [7]: 

Updating technological normative rules for NPP equipment and systems operation. 

 Compiling an inventory of equipment and systems supporting the NPP flow processes, 

indicating their operational status. 

 Compiling an inventory of dismantled equipment systematized according to the radioactivity 

level, further use, form of storage, disposal, entombment, and other factors, indicating residual life, 

residual value, and other essential characteristics. 

According to the aforementioned stages, the following process control and management measures are 

to be implemented: 

Removal of radioactive working environment and deactivation of equipment and systems not used at 

the NPP decommissioning stages. 

Justification of the necessary number of personnel for the NPP decommissioning. 

Localization of highly active NPP equipment in line with the decommissioning project. 

Modernization of the radiation monitoring system (Figure 8 [11]). 
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Installation and setup of a radioactive waste handling complex (decontamination, pressing, etc.). 

 

Fig. 8. Radiation Monitoring in Decommissioning Projects 

In the second stage of NPP decommissioning, "NPP Storage under Supervision," which is the longest 

stage ranging, from 30 to 70 years, the following main activities and works are conducted [4-5]: 

Operation of operable equipment, systems, buildings, and structures at this stage. 

Ensuring reliable operation of necessary equipment, systems, and engineering structures, including 

renovation, modernization, and repair if required. 

Dismantling of "clean," mildly, and medium-contaminated process systems equipment followed by 

utilization or processing. 

Decontamination of equipment, structures, and premises being dismantled. 

Radioactive waste processing. 

Developing technologies, design documentation, and preparing equipment and tools for NPP 

decontamination works. 

Maintaining a database on the NPP decommissioning. 

Developing and documenting a procedure for the operation of the NPP equipment and systems at the 

"Clearance of the NPP" stage. 
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Radiation environmental monitoring. 

The third stage commences with a decision by the operating organization on the completion of the 

second stage works, and the initiation of the third stage works; at this stage, the following main works 

and activities are planned [1-6]: 

Complete dismantling of radioactive equipment and structures localized and not dismantled at previous 

stages. 

Decontamination of NPP buildings and structures and their transfer from a "radiation" facility state to 

a "non-radiation" facility state. 

Processing and removal of all radioactive waste to the final isolation facility for storage or entombment. 

Dismantling of unused NPP buildings and structures, if necessary. 

Re-planning the cleared industrial site territory, if necessary. 

During this stage, the remaining NPP equipment and systems are operated in accordance with the 

developed operation technology regulations for this stage, and radiation monitoring systems and safety 

barriers and systems are decommissioned and dismantled, ensuring safety for personnel and the 

environment; this stage concludes upon receiving documents from supervisory authorities confirming 

the rescinding of NPP classifications as a "radiation facility" [4]. 

NPP Decommissioning, Option/Strategy of "Liquidation - Immediate Dismantling" 

Clearance with immediate dismantling involves the placement of both low-radioactive and highly 

radioactive waste, including highly active in-vessel internals, into burial grounds or temporary waste 

storage facilities; plant equipment, structures, and parts containing radioactive substances are either 

removed or decontaminated to a level allowing the site to be deregistered for unrestricted use and the 

license to be revoked [4]. Advantages of the immediate dismantling option are [1-9]: 

Proper removal or elimination of all radioactivity exceeding specified levels; 
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Potential for the site to be used for other purposes shortly after shutdown. 

Ability for operational personnel with in-depth knowledge of the NPP to plan and perform 

decommissioning works. 

Feasibility of using existing on-site infrastructure for radioactive waste management. 

Utilization of existing premises for waste burial, eliminating uncertainty about future locations. 

Potential cost savings due to anticipated future price increases. 

Elimination of uncertainties associated with the legal framework and availability of funds. 

Drawbacks of the immediate dismantling strategy: 

Potential increase in personnel radiation exposure due to less time for radioactive decay. 

More significant initial investments of financial resources and immediate need for accessibility of 

facilities for waste disposal or storage. 

This option/strategy is divided into two stages [2]: 

Stage 1: "Preparation for Liquidation - Immediate Dismantling"; 

Stage 2: "NPP Liquidation - Immediate Dismantling"; 

During Stage 1, similar to the "Liquidation after Storage under Supervision" option/strategy, design, 

process, and organizational-methodical documentation are developed; this includes various activities 

such as adjusting the process schedule for NPP equipment and systems operation, modifying equipment 

and systems operation instructions, compiling inventories, developing coordination plans for 

decommissioning works distribution, and developing quality assurance programs for contractors [2]. 

In Stage 2, activities include operating equipment, systems, buildings, and structures for safe NPP 

conditions during decommissioning, dismantling of systems and equipment, organizing areas for 

dismantled equipment and radioactive waste processing, decontamination, recycling and conditioning 

of radioactive waste, radiation monitoring, updating operation technology regulations, developing 

design documentation, and maintaining a database on the NPP decommissioning [2]. 

The decommissioning of the NPP according to the Option/Strategy, “Entombment” 

The purpose of this decommissioning option/strategy is to establish a final isolation facility (near-

surface entombment) based on the structures of the NPP being decommissioned; this facility is 

designed to accommodate and localize equipment components with radioactive contamination, 

building structures, and conditioned radioactive waste on-site; it involves constructing physical barriers 

to prevent unauthorized access to the localization zone and ensure the radiation safety of personnel, the 
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population, and the environment throughout the potential radioactive waste hazard period [5]. This 

decommissioning option is divided into two stages [2-3]: 

 

Stage 1: Preparing NPP for disposal; 

Stage 2: Disposal of the NPP; 

 

Stage 1, "Preparing NPP for disposal", involves activities such as the complete dismantling of non- 

radioactive equipment, dismantling of low-contaminated and low-activated NPP equipment and 

systems, processing, and preparation of all radioactive waste for disposal, establishing confinement 

areas, transferring buildings and structures to non-radiation-dangerous status, and setting up 

monitoring and control systems for safety barriers integrity and radiation monitoring [2-3]. 

Stage 2, "NPP Disposal" includes creating final isolation for radioactive waste, dismantling unused 

NPP buildings and structures, preparing the cleared site for unlimited industrial use, re-grading the site 

territory if necessary, and obtaining a license for the new facility operation [2-3]. The main types of 

work carried out during the "NPP Liquidation - Immediate Dismantling" stage under the approved NPP 

Decommissioning Project include operating equipment, complete dismantling of equipment and NPP 

systems, decontamination of NPP facilities, processing and conditioning of generated radioactive 

waste, dismantling of building structures, site reclamation, and radiation monitoring of works and the 

environment [2-3]. 

 

NPP Decommissioning, Strategy/Option of "Conversion" 

Furthermore, in addition to the previously mentioned NPP decommissioning options/strategies, the 

NPP may also undergo decommissioning according to the "Conversion" option/strategy; the term 

"conversion" refers to the NPP decommissioning option/strategy in which its designated use and 

process profile are entirely changed; under this option/strategy, the facility is transitioned from being 

nuclear- or radiation-hazardous to a conventional site; this transformation involves the replacement of 

main process equipment and complete removal of all radioactive materials, substances, and waste from 

the industrial site; while old NPP systems, equipment, and building structures may be partially 

repurposed to create a new similar installation, it is essential to determine the future use profile before 

commencing decommissioning under this option/strategy [3]. 
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Safety 

The decommissioning of nuclear power plants (NPPs) is a growing concern worldwide, driven 

by factors such as economic viability, public acceptance, and political considerations. To achieve 

sustainable decommissioning, it is crucial to prioritize radiation safety for personnel, the public, and 

the environment. This paper reviews existing research on decommissioning strategies, emphasizing the 

need for a systematic approach. Moreover, decommissioning strategies and their associated influencing 

factors were reviwed and the importance of outlining the organizational structure responsible for 

radiation safety during NPP decommissioning, including the goals, tasks, and qualifications of the 

radiation safety subdivision were highlited. By understanding these critical aspects, effective and safe 

decommissioning strategies that align with sustainable practices can be developed [8]. 

As part of the organizational and technical measures for radiation safety assurance during the 

decommissioning of the NPP, the following works should be prioritized [8-11]: 

Inspection and technical examination of protective barriers to assess the remaining life for further 

operation or replacement. 

Replacement of radiation monitoring system equipment that has reached the end of its service life. 

Establishment and commissioning of a measuring complex for radiation monitoring of materials 

intended for re-use. 

Development of methods for the radiation monitoring of materials intended for unrestricted and limited 

re-use. 

Equipping a decontamination point transport and containers with waste at the building exits or inside 

the NPP buildings. 

Renovation of exhaust ventilation systems to ensure proper airflow direction and ventilation. 

Retaining premises zoning during dismantling and adjusting ventilation characteristics based on survey 

results. 

Decontamination of internal surfaces of exhaust ventilation systems ducts. Considering 60 years of 

NPP operation and the potential activation of structural elements, significant reactor building 

components may contain radioactive sources; the SuperMC software has been utilized to simulate the 

calculation of emitted doses from key concrete structure elements; figure 9 to 11 show some of these 

calculations [10]: 
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Fig. 9. The diagram of the received dose from 

gamma radiation emitted by 56Fe for 60 years of 
reactor operation and cooling times of 1, 2, 3, 4, and 

5 years. 

 
Fig. 10. The diagram of the received dose from 

gamma radiation emitted by 58Ni for 60 years of 
reactor operation and cooling times of 1, 2, 3, 4, and 

5 years. 

 

 
 

Fig. 11. The diagram of the received dose 

from gamma radiation emitted by 54Fe for 60 

years of reactor operation and cooling times 

of 1, 2, 3, 4, and 

5 years. 

 

 
Fig. 12. The diagram of the received dose 

from gamma radiation emitted by 59Co for 

60 years of reactor operation and cooling 

times of 1, 2, 3, 4, and 

5 years. 

 

Results and discussion 

Based on the results of radiation safety measurements, the strategy of decommissioning the NPP after 

60 years of operation and five years of cooling time was proposed as a suitable strategy, considering a 

radiation protection approach; furthermore, following an analysis of materials, IAEA 

recommendations, and the options/strategies for decommissioning nuclear facilities, radiation sources, 

and storage facilities, the "Liquidation - Immediate Dismantling" is proposed as the fundamental 

strategy for the decommissioning of the NPP. 
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Abstract 

In this study, the pulse height distribution of a neutron-proportional counter was simulated using the 

Monte Carlo method. The proportional counter consists of a layer of A-150 with a thickness of 1070 

µm and a propane gas region with a thickness of 2000 µm. Incident neutrons undergo elastic scattering 

with a hydrogen nucleus in A-150, and the recoil proton enters the gas region, depositing some energy 

in this region. The response of the detector is defined as the energy deposition normalized to one 

incident particle. Furthermore, the response of the detector at different neutron energies was calculated 

for various energy deposition thresholds. The calculation results showed that setting an energy 

deposition threshold on counts provides a detector response that is less energy-dependent. A detector 

with weak energy dependency can be used as an ideal dosimeter.   

Keywords: Monte Carlo Calculations, Neutron Proportional Counter, Dosimeter, Energy Deposition, 

Threshold  

 

Introduction 

Neutrons have no electrical charge, and the mechanism for detecting them is based on an indirect 

method [1]. Therefore, neutron detectors rely on a conversion process where an incident neutron 

interacts with a nucleus to produce secondary charged particles. These particles are then directly 

detected, and the presence of neutrons is deduced from them. Neutrons can have elastic or non-elastic 

interactions with the nucleus of materials [2]. The elastic interaction of neutrons is efficient for fast 

neutrons interacting with light nuclei such as hydrogen and helium. Various types of neutron detectors 

utilizing elastic or non-elastic interactions include gas-filled detectors [3], scintillators [4], 

semiconductors [5], solid state detectors [6], and polymers [7]. Neutrons will interact with atomic 

nuclei through several mechanisms. The type of interaction depends on the neutron energy. So, 

different methods can be used for neutron detection. Gas-filled detectors using BF3 or 3He gas are 

employed to detect thermal neutrons [8]. Detectors with 4He or CH4 gas can be used for fast neuron 

detection [9]. Additionally, nuclear track detectors like CR-39 and boron-doped CR-39 are applied for 

fast and thermal neutron detection, respectively [10, 11]. Although different methods or detectors are 

used in each energy region, neutron detectors still exhibit some energy dependency [12, 13].    
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In this paper, the pulse height distribution of a neutron proportional counter was simulated using a 

Monte Carlo method. The investigated detector consisted of a layer of A-150 plastic and a gas region 

filled with propane gas. Protons generated due to the elastic interaction of neutrons with the nucleus of 

the A-150 layer enter the propane gas and deposit their energy in this region. The response of the 

detector is defined as the deposit energy per one incident neutron. Simulation results indicated that the 

response of the detector depends on the incident neutron energy. To reduce the energy dependency of 

the response, an energy deposition threshold was set on pulse counting. The results reveal that 

considering an energy threshold deposition can be useful to decrease the energy dependency.     

 

Research Theorie 

In this study, the A-150 is considered a converter. Elastic scattering dominates the interactions of fast 

neutrons with A-150 plastic. The incident neutrons undergo elastic scattering with hydrogen nuclei in 

A-150, and the recoil proton enters the gas region (propane) and deposits some energy in the gas region. 

This energy is proportional to the pulse height of the detector. 

   

Calculation Method 

The C++ program tracks the histories of incident neutrons, generated protons in the A-150 layer with, 

and the energy deposition in the gas region. The atomic composition of the A-150 layer is extracted 

from [13]. According to its composition the fraction weight of Carbon and Hydrogen is 77% and 10%, 

respectively. The detector’s response, in this case, is defined as the energy deposition distribution 

normalized to one incident particle. The Geometry configuration of the simulations is depicted in fig. 

1.  

The charged particle generating due to carbon interactions have very small ranges (less than 10 μm 

[13]). So, these particles are stopped in the A-150. So, these particles have no effect in the pulse height 

distribution of the detector.     
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Fig.  4. The geometry configuration of the simulations  

In simulations, the position of the generated protons in A-150 plastic (x) is determined using equation. 

1.  

𝒙 = −
𝟏

𝜮𝒕
𝒍𝒏(𝟏 − 𝝃)                                   𝟎 < 𝝃 < 𝟏                                                     (1)                                                                                   

Where  𝜮𝒕 and 𝝃 are the macroscopic cross-section of neutrons in A-150 plastics and a random number 

with a uniform distribution between 0 and 1, respectively. Due to the domination of elastic scattering 

in neutron interactions with protons, only elastic interactions are taken into account to determine 𝜮𝒕.  

In the written code, if the position of the interaction is less than the length of the A-150 plastic, the 

scattering angle of the generated proton is calculated by  

𝜽 = 𝐜𝐨𝐬−𝟏(𝟐𝜻 − 𝟏)                                𝟎 < 𝜻 < 𝟏                                                     (2) 

Where 𝜻 is a random number with a uniform distribution between 0 and 1. This equation is used by 

considering that the energy distribution of protons after elastic interactions with neutrons is isotropic 

in the center of mass system of the two particles.  

By knowing the scattering angle of protons, their energies are determined, utilizing: 

𝑬𝒑 = 𝑬𝒏(𝐜𝐨𝐬𝜽)
𝟐                                                                                                       (3) 

Using the value of the recoiled proton energy, the range in the converter is extracted from the PSTAR 

library [13]. If this range is enough for the proton to enter the propane, the energy of the proton when 

it enters the propane is determined  
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 𝑬𝑬𝑷 = 𝑬𝒑 − ∫ (
𝒅𝑬

𝒅𝒙
)
𝑨−𝟏𝟓𝟎

𝑳𝑨−𝟏𝟓𝟎
𝟎

 𝒅𝒙                                                                                                     (𝟒)                                                                                           

 Where LA-150 and (
𝒅𝑬

𝒅𝒙
)
𝑨−𝟏𝟓𝟎

 are the distance traveled by the proton and the stopping powers of 

protons in A-150 plastic, respectively. In the next step, it is determined whether the proton stops or 

passes through the propane gas. If the proton stops in the propane, the energy deposited in the gas is 

equal to the proton’s energy when entering the gas region. If the proton crosses through the gas region, 

the deposited energy using the distance traveled by the proton,  𝑳𝑷𝒓 , and its stopping power in propane 

gas, (
𝒅𝑬

𝒅𝒙
)
𝑷𝒓

 , is determined as follows: 

𝑬𝑫 = 𝑬𝑬𝒑 − ∫ (
𝒅𝑬

𝒅𝒙
)
𝑷𝒓

𝑳𝑷𝒓

𝟎
𝒅𝒙                                                                                                                     (𝟓)                                

Using the values of energy deposited by protons in propane gas, the pulse height distribution and the 

response of the detector are calculated. 

  

Results and Discussion 

Fig. 2 shows the simulated results of the pulse height distribution of various neutron energies. 

 

 
Fig.  5. Pulse height distribution of the simulated detector for various neutron energies.  

 

 As indicated, the response is represented as the energy deposition distribution normalized to one 

incident neutron. It shows that low-energy neutrons deposit more energy in the gas than high-energy 

neutrons and that the detection efficiency (i.e., counts n-1) increases as neutron energy increases. The 

former can be explained by the stopping power effect. That is, the stopping power of a proton increases 

as the proton energy decreases, and therefore, the recoil protons produced by neutrons of low energies 
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tend to deposit more energy. The latter can be explained by the proton-range effect. That is, the 

energetic recoil protons produced in A-150 by high-energy neutrons tend to have longer ranges than 

those produced by low-energy neutrons and therefore have a higher probability of reaching the gas 

region. 

The pulse height distribution for neutron sources 241Am-Be and 252Cf was simulated as shown in Fig. 

4. The used spectrum for 241Am-Be and 252Cf are shown in Fig. 3[14]. Sampling was performed 

using the cumulative distribution function.   

 

 
Fig.  3. The neutron spectrum of  a: 241Am-Be and b: 252 Cf [14]. 

 

 
Fig.  4. Pulse height distribution calculation for 241Am-Be and 252Cf neutron sources.  

 

As shown in both cases, most neutron events have energy depositions less than 0.05 MeV. The few 

events that exceed 0.05 MeV are attributed to the protons that have very long tracks in the gas region. 

Also, the detection efficiency of 241Am-Be neutrons is higher than that of 252Cf neutrons, and the 

energy depositions are lower for 241Am-Be neutrons compared to 252Cf neutrons. These observations 
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are consistent with the fact that 241Am-Be neutrons are, on average, more energetic than 252Cf 

neutrons. 

To evaluate the calculations, the obtained results have been compared with experimental results 

reported in reference [15]. These results are depicted in Fig. 5. As shown in this picture, the simulation 

results are in agreement with the experimental data.   

 
 

Fig.  5. Evaluation the simulation results with experimental data reported in reference [14]. a: 241 Am-

Be,b: 252Cf . 

In Fig. 6 the number of pulses as a function of energy at different energy deposition thresholds is 

depicted. These curves were obtained from Fig. 2 by integrating the counts that have energy depositions 

above the corresponding threshold value. 

 

 
Fig.  6. Count per incident neutron as function of neutron energy in differnet energy threshold. 

As shown in this figure, by increasing the deposition energy threshold, the number of counts at higher 

energies decreases. Since the energy deposition decreases as neutron energy increases, setting an 

energy deposition threshold would suppress the response of high-energy neutrons, and the detector’s 

response is independent of neutron energy.   
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Conclusions    

In this study, the pulse height distribution of a neutron-proportional counter is simulated using the 

Monte Carlo method. The simulated detector, like any detector, suffers from some energy dependencies 

in its responses.  

Improvements to the energy response of the simulated proportional-counter have been made by setting 

an energy deposition threshold on the response of the detector. The results indicate that the proportional 

counter can be made less energy-dependent by using an energy deposition threshold.  

Since the energy of the radiation is usually unknown, a detector with a weak energy dependence on its 

response would be ideal. These types of detectors can be used as dosimeters. The results of this study 

can be used to design neutron dosimeters with an ideal response curve. 
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Abstract 

An appropriate standard source for particle spectroscopy should be thin, possess a homogeneous 

distribution on a flat and smooth substrate, and exhibit suitable activity to achieve better energy 

resolution spectra. Electrodeposition, being one of the most common methods for preparing standard 

sources for high-resolution spectroscopy, is employed to meet these requirements. To fabricate a high-

quality standard source using electrodeposition method, numerous parameters need optimization, 

including electrolyte type, electrode type (Cathode quality), geometric shape of the anode, electrolyte 

pH, temperature control, deposition mass, current density, and deposition time. Simulation of standard 

sources using the COMSOL software allows us to quantitatively determine the final layer thickness 

formed on the cathode substrate in the electrodeposition process with minimal experimental work. In 

this paper a mathematical model to predict the electrodeposition of cobalt on stainless steel as cathode 

in an electrochemical cell with platinum electrodes and cobalt acetate as the electrolyte was developed. 

Moreover, thickness of deposited layer as a function of electrolyte conductivity was studied. Results 

showed that with decrease in the electrical conductivity of the electrolyte a decreasing trend in the 

simulated thickness coatings was observed. The model accurately predicts the trend of effect of 

electrolyte conductivity on coating formation. The model can thus be used as a starting point to predict 

effect of process parameters on electrodeposition thickness. 

Keywords: Electrodeposition, 60Co Standard Source, Electrolyte conductivity, Thickness 

dependence, COMSOL. 

 

Introduction 

Radioactive sources are employed across various scientific and technical domains, including physics, 

chemistry, geology, medicine, industry, agriculture, environmental education, and research. These 

radioactive sources may vary significantly, possessing different characteristics such as origin (type of 

radiation), activity level, mass, chemical properties, physical shape, and dimensions. Consequently, the 

production of radioactive sources encompasses a broad spectrum, categorizing them into two primary 

qualitative and quantitative groups. While the first group focuses on specific features of the source, 

such as shape, thickness, and uniformity, the second group, in addition to these characteristics, also 
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requires determining the quantity of radioactive materials [1]. Various methods exist for producing 

standard sources for calibrating nuclear detectors, including Electroplating, Molecular plating, Vacuum 

sublimation, Precipitation, Electrospraying, Electrostatic precipitation, and Electrodeposition. Each of 

these methods has its own strengths and weaknesses. An ideal standard source for particle spectroscopy 

should be thin, have a homogeneous distribution on a flat and smooth substrate, and possess suitable 

activity to achieve better energy resolution spectra. The spectral characteristics of particles always hold 

greater significance in nuclear data measurements than any other form of measurement [2]. 

Electrodeposition is one of the most common methods for preparing high-resolution particle sources 

for spectroscopy. Electrodeposition is a process that, using electric current in an electrodeposition cell, 

forms a dense, uniform, and adherent layer on a metal surface. This process of deposition is primarily 

used to alter the surface properties of a substance. In a metallic electrodeposition cell, the metal onto 

which the layer is to be deposited is placed on the cathode bed, and oxidation occurs in the anode while 

reduction reaction occurs at the cathode, resulting in the formation of a layer on the cathode bed. An 

electrodeposition cell comprises a cylindrical cell (typically made of Teflon or polyethylene), a flat 

metal cathode made of stainless steel, and an anode made of platinum, usually in the form of a meshed 

disk with a diameter smaller than that of the cathode [3]. To manufacture a high-quality particle source, 

numerous parameters in the electrodeposition cell must be optimized, including the type of electrolyte, 

type of electrode (cathode quality), geometric shape of the anode, electrolyte pH, temperature control, 

deposition mass, current density, and deposition time. Electrolyte conductivity is important parameter 

for an electrodeposition system as they dictate the overall efciency of flow of ions in the electrolyte 

system and thus optimization of this parameter is necessary. In this manuscript we report the 

development of a mathematical model to predict the electro deposition of cobalt in an electrochemical 

cell with stilnes steel as the electrode. Therfore, the aims of this research is to predict the thickness of 

a standard 60Co source layer and evaluate the effect of electrolyte conductivity on the thickness of the 

electrodeposition process layer using COMSOL software. The model can thus be used as a starting 

point to predict effect of process parameters on electrodeposition thickness. 

 

Theoretical Description and Model Development  

In this research, the development of a mathematical model for simulating electrodeposition cell to 

construct a standard 60Co source has been studied. Simulation using the mathematical model serves as 

a tool for assessing the performance of a studied system used over time. Simulations are conducted 

under specific input conditions, and the output of the model is compared with the actual system [4]. 
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The software COMSOL, fundamentally, is a comprehensive simulation toolkit capable of solving 

differential equations using the finite element method (FEM) in a graphical simulation environment. 

Therefore, the following assumptions were proposed for the development of the mathematical model: 

1) Dilute Solution Theory was applied, which indicates the existence of negligible interactions between 

species in the solution. 

2) Physical transport and convective parameters throughout the solution are constant. 

3) The solution is homogeneous. 

4) No homogeneous chemical reactions occur in the electrolyte. 

5) The current density distribution on the electrode surface is uniform. 

The current density distribution is represented by the Butler-Volmer equation, expressing the current 

dependence on the electrolyte solution composition in the vicinity of the electrode surface and the 

relative activity of solid-state species, as well as the exponential dependence of the current on the 

potential difference. This equation represents the difference in current intensity between anodic and 

cathodic processes and is formulated as follows. 

I = 𝑖0[𝑒𝑥𝑝 (−
𝛼𝐹𝜂

𝑅𝑇
) − 𝑒𝑥𝑝 (

(1−𝛼)𝐹𝜂

𝑅𝑇
)]                                                                        (1) 

Where I- Electric current density (A/cm²), i₀- Exchange current density (A/cm²), α- Transfer coefficient 

(0< α <1), η- Overpotential (V), F- Faraday's constant (96485 C/mol), R- Ideal gas constant 

(8.314J/molK), T- Absolute temperature (K).  Mass transport of charge carriers in the electrodeposition 

process occurs first due to the migration of charge carriers in an electric field, secondly due to diffusion 

driven by concentration gradients, and thirdly due to convection in a fluid field [5]. Therefore, the mass 

transport equation, which is expressed based on the flux of ion species in the solution and is famous as 

the Nernst-Planck equation, is formulated using the following relationship.  

Ni = −ZiUiFCi∇φL − Di∇Ci + ViCi                                                                                                  (2) 

 In the expressed equation Ni denotes the molar flux, Zi represents the charge number, Ui stands for 

mobility, F signifies Faraday's constant, Ci pertains to concentration, Di signifies diffusivity, φL 

represents the potential within the electrolyte, and Vi symbolizes velocity[6].  Additionally, the 

velocity of species i can be approximated linearly as follows. 

    Vi = - Ui ∇µi                                                                                                            (3)   

Where Ui represents the mobility, thus the density of species fluxes is obtained accordingly. 

Ji = ciVi = - Uici ∇µi = -∇µi                                                                                                                                                                                     

(4) 
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The Einstein relationship between mobility and diffusion coefficient is expressed as follows, where in 

this relationship, R is the universal gas constant. 

Di = UiRT                                                                                                                                             (5) 

When an electric field E is imposed within an electrodeposition cell, positive charge carriers are driven 

towards the cathode surface at a velocity V along the direction of the field E. Consequently, both the 

current density and the velocity of the charge carriers can be determined accordingly. 

J = 
I

 A
=
𝑁𝑒

𝐴𝑇
 = 
𝑁𝑒𝐿

𝐴𝑇𝐿
 = 

𝑁

𝐴𝐿
×
𝐿

𝑇
× 𝑒 = nVe = neV                                                                         (6) 

The direction of  J  is aligned with the direction of the motion of charges, and if the charges are negative, 

it is opposite to their direction. Additionally, in this equation, ne  represents the charge carrier density. 

 

Electrolyte conductivity 

Electrolyte conductivity is a crucial parameter in the electroplating process, as the conduction of ion 

flow within the electroplating cell relies on the electrolyte. Additionally, the electrolyte serves as a 

medium for the movement of electrons in the electroplating cell, hence optimizing these parameters is 

essential. The conductivity of a solution due to the movement of negative ions towards the anode and 

positive ions towards the cathode in an electroplating cell results in an applied potential, indicating the 

solution's ability to conduct current. The resistance of a solution containing a constant concentration 

of an electrolyte, at a constant temperature, is directly proportional to the distance between two 

electrodes L and inversely proportional to the cross-sectional area of the electrodes A, and it is 

calculated through the following relationship. 

    R = ρ L/A                                                                                                                 (7) 

In this equation, R (Ω) is expressed in ohms as a function of the unit proportionality constant ρ (Ω-m) 

in meters, known as resistivity. Since the ability of a solution to conduct electricity decreases with an 

increase in its electrical resistance, the conductivity of a solution is defined as the inverse of resistivity, 

with its unit being siemens per meter [7]. 

σ = 
1

𝜌
 = 

J

E
                                                                                                                                                (8)        

J = 
I

A
 = 

𝑉

𝑅𝐴
 = 

𝑉𝐿

𝑅𝐴𝐿
 = 

𝐿

𝑅𝐴
×
𝑉

𝐿
                                                                                                                      (9) 

J = 
1
𝑅𝐴

𝐿

× 
𝑉

𝐿
 = 
1

𝜌
 𝐸 = σE                                                                                          (10) 

Thus, the density of deposition current in the electrodeposition cell can be expressed through Ohm's 

Law. 
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J = σE  ; E = -∇φ  →  id = -σl∇ φl                                                                                 (11) 

Where σl denotes the electrolyte conductivity. 

Thickness of deposition 

The amount of deposition is expressed by Faraday's laws of electrolysis, which state that the quantity 

of substance deposited on an electrode is proportional to the amount of electric charge passing through 

that electrode, which can be calculated by the following equation. 

m = Q / nF                                                                                                                                          (12) 

In the expressed equation, m represents the mass of the deposited substance (g), Q denotes the amount 

of electric charge passing through the system (Coulombs), n signifies the number of electrons 

exchanged per ion, F represents Faraday's constant, which is equal to 96485 C/mol. Therefore, the 

cumulative charge utilized in the electrodeposition process can be computed by multiplying the current 

(Amperes) passing through the electrode by the deposition time (seconds), provided that the deposition 

current remains constant. If the current fluctuates during the deposition process, it can be determined 

as follows: 

Q =∫ 𝐼(𝑡)𝑑𝑡
𝑡

0
                                                                                                                                    (13) 

In the electrodeposition process, the deposit weight, w(g), can be determined by the product of the 

number of moles of the reduced metal and the atomic weight of the deposited metal (g/mol), as follows: 

W= 
𝑀

𝑛𝐹
∫ 𝐼𝑑𝑡                                                                                                                                       (14) 

And also, the thickness of the deposited layer, d (cm), can be expressed by the following equation: 

d = 
𝐼𝑀𝑡

𝜌𝐴𝑛𝐹
                                                                                               (15) 

Where ⍴ is the density of the metal (g /cm3) and A is the area of deposition (cm2). 

 

Results AND Discussion 

Figure 1 illustrates a depiction of the simulation geometry of the electrodeposition process. The 

COMSOL finite element method software was utilized to simulate and predict the thickness of the 

layer formed on the cathode substrate with various electrolyte conductivity values. The simulation was 

set up in a (3D) and time-dependent manner. In this simulation, deposition occurs on the cathode 

substrate, while oxidation processes take place on the anode. Throughout the electrodeposition process, 

we neglected the free convection component based on our assumption that the solution is stagnant. 

Additionally, in this simulation, the electrodeposition process was considered a time-dependent 

phenomenon, and metal deposition progressed over time. 
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Fig. 1. A schematic of the electrodeposition cell with a grid platinum anode designed using 

COMSOL. 

 For evaluating the influence of electrolyte conductivity on the thickness of the deposition layer and 

conducting the stages of electrodeposition process simulation in the COMSOL software environment 

with different electrolyte conductivities of 0.0884 S/m, 0.884 S/m, 1.326 S/m, 1.768 S/m, 2.21 S/m, 

and 2.65 S/m over a period of 45 minutes and applying a voltage of 9 volts on a cathode substrate with 

a contact surface area of 2.2 cm² were investigated. The electrolyte consists of 4 ppm Co as Oxalate 

salt in 2.4 M aqueous ammonia solution. The electrolyte volume in the electrodeposition process was 

5 mL, and a platinum anode was selected for this cell. To achieve a standard source with excellent 

energy resolution using the electrodeposition method, all relevant parameters involved in the source 

fabrication must be optimized. These parameters include electrolyte pH, solution temperature control, 

and current density. The distance between the anode and the cathode is another important parameter. 

However, simulated set up for electrodeposion process in this work is based on the experimental work 

of P. Sahoo and et al.  in 1998 [8]. According to the above reference, the distance between the anode 

and cathode was set to 0.5 cm to facilitate the deposition of electrodeposits. This process was simulated 

at a temperature of 70°C. Changing the layer thickness on the cathode substrate as a function of 

electrolyte conductivity presented in Figure 2. As evident from Figure 2, an increasing trend in the 

thickness of simulated layers is observed with increasing electrolyte conductivity. According to Ohm's 

law, an increase in electrolyte conductivity, with other parameters held constant, results in a higher 

electrical current in the solution. This increase in electrical current implies a faster migration rate and 

deposition of ions on the electrode surface. The accelerated deposition rate of particles leads to a thicker 

deposition layer, and this increased rate can enhance the adhesion of deposited particles to each other. 

Consequently, the elevated adhesion of deposited particles improves the strength of the deposition 

layer. From another perspective, there is a direct correlation between electrolyte conductivity and the 

concentration of dilute solutions. Thus, as electrolyte conductivity increases, we observe a rise in 

solution concentration. Solution concentration is directly proportional to the number of ions (electric 
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charge carriers) per unit volume of the solution. Therefore, as the number of ions in the solution 

increases, so does the thickness of the layer on the cathode substrate. Additionally, a representation of 

the thickness of the deposited layer on the cathode substrate in a sample of electrolyte conductivity 

with a value of 0.0884 S/m is depicted in Figure 3 

.   

Fig. 2. Trend of increasing layer thickness on the cathode substrate with increasing electrolyte conductivity. 

 

Fig. 3. A graphical representation of the thickness of the deposited layer on the cathode substrate in 

the COMSOL software at an electrolyte conductivity of 0.0884 S/m. 

Electrolyte conductivity and surface roughness are two significant parameters in the electrodeposition 

process, as illustrated in Figure 4, directly affecting the uniformity of the deposited layer on the cathode 

substrate. In the electrodeposition process, the uniform distribution of electrical current plays a key 

role in the quality of the deposited layer on the cathode substrate. A uniform distribution of electrical 

current in the electrodeposition process leads to reduced roughness and increased uniformity of the 

layer surface on the cathode substrate. Therefore, achieving surface uniformity on the cathode substrate 

may be due to the reduction in layer resistance. Consequently, the reduction in resistance results in a 
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more uniform distribution of electrical current across the layer surface. As indicated by the trend in the 

graph, increasing the surface roughness and height in different electrolyte conductivities signifies a 

reduction in the uniformity of the layer formed on the cathode substrate. 

 
Fig. 4. The effect of electrolyte conductivity on the surface roughness and thickness of layers formed 

on the cathode surface in the electrodeposition process. 

 

Fig. 5. illustrates the mass deposition as a function of time in the electrodeposition process. With an 

increase in the current, according to Equation 14, the rate of mass deposition also increases. This 

phenomenon is due to the increase in the number of metal ions deposited per unit time at the cathode 

substrate. Therefore, selecting an appropriate current depends on various factors such as the 

concentration of the solution, solution temperature, pH of the electrolyte, and desired thickness for 

deposition. Generally, higher currents can be used for faster deposition. However, using higher currents 

may reduce the quality of the deposition. High currents can increase defects in the deposition such as 

cracking and flaking. By utilizing these curves, the process parameters of electrodeposition can be 

adjusted to achieve maximum efficiency and effectiveness. 
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Fig.5. The effect of different current densities on the mass deposition in an electrolyte conductivity of       

0.0884 s/m in the electrodeposition process. 

 

Conclusions 

We have successfully developed a mathematical model to simulate the electrodeposition process for 

fabricating standard cobalt sources and examined the impact of increasing electrolyte conductivity on 

the thickness of the layer on the cathode substrate. Consequently, simulating standard sources using 

the electrodeposition method and COMSOL software allows us to determine the final layer thickness 

on the cathode substrate with minimal experimental effort, only by measuring the conductivity of the 

standard source solutions. Hence, knowing the electrolyte conductivity parameter (σ) is crucial in the 

simulation process of standard source formation. This model accurately predicts the trend of the effect 

of electrolyte conductivity on layer formation on the cathode substrate. Therefore, it can serve as a 

starting point for predicting the impact of electrodeposition process parameters on layer thickness. 
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Abstract 

Single-crystal graphite grown in highly preferred orientation of (002)-planes known as pyrolytic 

graphite is used in many research centers to make monochromatic neutron beam the exited neutrons 

from the radial beam channels of the research reactors. Simulation methods could be effectively used 

to predict the crystal behavior before time-consuming and high-cost experimental tests. The present 

work aims to investigate the effect of the PG(002) crystal fine tuning on the reflected neutron spectra 

quality in Tehran Research Reactor (TRR) D channel neutron beam line. Hence, Vitess3.4 and McStas 

neutron optic-based computational codes were used in the present work to study the mentioned 

parameter. To evaluate the obtained code data accuracy a benchmark study was carried out in the 

present work. The obtained simulations showed that fine adjustment of the crystal angle than the 

parallel incident neutron beam is very important. In addition, the crystal mosaic spread has noticeably 

effect on the reflected neutron intensity so that its change from 1.0° to 0.5° decreases the 

monochromatic neutron peak intensity about 12%. In addition, the simulations showed the crystal 

reflectivity change from 1 to 0.7 could decrease the monochromatic neutron peak intensity about 43%. 

Comparison of the experimental monochromatic reflected beam from PG(002) crystal with the carried 

out simulations showed there is good agreement between the two obtained spectra.  

Keywords: PG(002) crystal, Neutron reflection, Vitess3.4, McStas, computational method  

 

Introduction 

It should be taken in attention nowadays the use of polycrystalline materials and pyrolytic graphite 

(PG) has led to a considerable improvement in neutron diffraction techniques. PG has been in use for 

about 30 years as a filter. Since in PG, crystallites are preferentially oriented along the hexagonal c-

axis. The transmission of neutrons thru PG with c-axis parallel to the beam versus neutron wavelength, 

exhibits "absorption" lines due to Bragg scattering [1]. 

It was proven [2] that, it is possible to tune the PG plates for optimum scattering of second-order 

neutrons in a continuous wavelength range by varying the angle between the c-direction and the 
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incident neutron beam. If this angle is denoted by ψ, and if the mosaic spread is negligible in 

comparison with ψ, the lattice planes hkl will scatter neutrons in the following wavelength intervals: 

2𝑑ℎ𝑘𝑙 sin(𝜃ℎ𝑘𝑙 − 𝜓) ≤ 𝜆 ≤ 2𝑑ℎ𝑘𝑙 sin(𝜃ℎ𝑘𝑙 + 𝜓)   𝑓𝑜𝑟 𝜃ℎ𝑘𝑙 ≥ 𝜓 

0 ≤ 𝜆 ≤ 2𝑑ℎ𝑘𝑙 sin(𝜃ℎ𝑘𝑙 + 𝜓)   𝑓𝑜𝑟 𝜃ℎ𝑘𝑙 < 𝜓 

On the other hand, the filter should be transparent for first-order neutrons. This region was found to 

cover the wavelength interval 1.12Å<λ/2<4.25Å [1]. 

The integrated reflectivity of the monochromatic neutrons from PG crystals cut along its c-axis is high 

within a wavelength band from 1 Å up to 6.5 Å. The monochromatic features of PG crystal is detailed 

in terms of the optimum mosaic spread, crystal thickness and reactor moderating temperature for 

efficient integrated neutron reflectivity within the wavelength band.  

The distribution of the reflected neutrons 𝑃002
𝜃  from PG crystal cut along c-axis, as a function of mosaic 

spread were calculated by Adib et al. (2012), assuming the following input parameters: PG thickness 

t: 2 mm set at glancing angle 23.45°, FWHM of incident beam divergence is 0.4° and the wavelength 

band was from 0.01 Å to 4 Å. The result of calculation is displayed in Figure 1. As it is seen, the mosaic 

spread less than 0.5° could obtain favorable monochromatic FWHM [3].  

 

Fig.1. The wavelength distribution of the reflectivity from PG at various η, as well as the 
∆𝜆

𝜆
 [3] 

They theoretically showed that the integrated reflected neutron intensity of 2nd and 3rd orders that 

thermal reactor flux are even higher than that from the 1st order one. Therefore, the use of PG crystal 

as an efficient neutron monochromator is limited. To improve such case a neutron filter is essential. 

While, the intensities of higher order reflections from cold reactor flux are too small with respect to the 

1st order one. So, for the neutron flux which exit from a channel of a steady state reactor with neutron 

gas temperature close to hydrogen one, if available, there is no need to use a neutron filter [3]. 

In Figure 4, reflection from a surface is presented. 
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Fig.2. Reflection from a surface  

 

The NPD facility of the 5 MW Tehran Research Reactor was simulated in the [4] study using Monte 

Carlo based programs. The outcomes of the simulation and the experimental data were contrasted. 

Theoretical results demonstrated good agreement with experimental data, suggesting that the Vitess 

3.3a code performed satisfactorily in the neutron optic calculation part. In the study [5], two double 

axis neutron diffractometers, KARL and KANDI-II, which are situated at the Israel Research reactors 

IRR-1 and IRR-2, respectively, are modeled in order to validate the Monte Carlo ray-tracing simulation 

program McStas. These instruments' straightforward construction and limited component count make 

them ideal for simulation. Using the McStas neutron ray-tracing program, a detailed virtual model of 

the cold triple-axis spectrometer RITA-II at PSI, Switzerland, was developed in the [6] study. The 

virtual instrument's characteristics were meticulously adjusted in comparison to actual trials. The 

paper's findings demonstrate that, for a range of samples, virtual trials may replicate experimentally 

reported linewidths within 1-3 percent. It has also been demonstrated that quantitative estimations of 

linewidth broadening arising from finite domain widths in single-crystal samples, may be made using 

the detailed knowledge of the instrumental resolution discovered from virtual experiments, including 

sample mosaicity. 

Tehran research reactor (TRR) is a pool-type thermal U3O8Al plate-type fueled research reactor which 

its D radial channel has been equipped to neutron diffraction. PG crystal with 2×50×75 mm3 dimension 

is used to make the incident neutron spectrum as monochromatic. The crystal glancing angle of 11° 

has been selected for TRR facility. The present study aims to investigate the PG crystal fine-tuning 

effects on the reflected monochromatic neutron beam quality using some optic computational codes. 

Finally, the obtained results are compared with the experimental results. 
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Research Theories 

Construction of the light water Tehran Research Reactor (TRR) began in 1960, while it first achieved 

criticality and operation began in 1967. This reactor was designed to produce a thermal power of 5 

MW. The normal operation mode of the reactor core involves 22 to 33 fuel assemblies. This reactor is 

equipped with 8 radial beam channels called A, B, C, D, E, F, H (tangential one which is considered 

as two beam channel). Beam channels A, D, E, and H have a diameter of 6 inches and are arranged 

radially at an angle of about 30° (Fig.3). Beam channels B and F have diameters of 12 inches and 8 

inches, which are respectively arranged radially and as directly-faced toward the reactor core [7]. 

 

Fig.3. Schematic view of TRR pool and position of its four radial channels (A, D, E, H) 

 

Vitess is a software widely used for simulation of neutron scattering experiments. Although originally 

motivated by instrument design for the European Spallation Source, all major neutron sources are 

available. Existing as well as future instruments on reactor or spallation sources can be designed and 

optimized, or simulated in a virtual experiment to prepare a measurement, including basic data 

evaluation. This note gives an overview of the Vitess software concept and usage [8]. 

McStas is a general tool for simulating neutron scattering instruments and experiments. It is actively 

supported by DTU Physics, NBI KU, ESS, PSI and ILL. McStas software commemorated its 25th year 

since the release of version 1.0 in October 1998. McStas is based on a compiler that reads a high-level 

specification language defining the instrument to be simulated and produces C code that performs the 

Monte Carlo Simulation. The system is very fast in use, both when setting up the instrument definition 

and when doing calculations. Typical figures are 500000 neutron histories per second on a fast PC. 

McStas supports triple-axis, time-of-flight instruments, and polarized neutrons. It comes with a 

comprehensive manual and a library of well-tested components that include most standard elements of 

neutron scattering instruments, including steady-state and pulsed sources, monochromators/analysers, 
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guides, collimators, vanadium and powder samples, velocity selectors and choppers, and a variety of 

detectors [9]. 

The present work aims to use the mentioned optic codes to investigate TRR PG(002) crystal behavior 

in front of the parallel neutron beam exited from the first TRR soller collimator.   

 

Simulation 

Simulation results using Vitess 3.4 and McStas 3.2 computational code would be presented in this 

section as the following: 

 

Results and Discussion 

The TRR neutron beam was introduced in the Vitess 3.4 and McStas input file on wavelength (Å) 

according to the Fig.4. 

 

Fig.4. Neutron beam spectrum of TRR in D channel after sapphire crystal 

 

Vitess code results showed for PG reflectivity of 1 and mosaic spread of 1°, selection of the glancing 

angle of 13° or the crystal angle than horizontal plan (77°) would result the highest intensity for the 

monochromatic reflected beam while the peak for the monochromatic beam is 1.5 Å. The second 

highest intensity belongs to the crystal angle of 79° or the glancing angle of 11°, which the peak for 

the monochromatic beam is 1.3 Å. The neutron flux peak of the first mentioned monochromatic beam 

is 24% higher than the second investigated one. in Fig.5 is shown Vitess output for the reflected 

neutrons from PG(002) crystal with 1° mosaic spread and reflectivity of 1. 
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Fig.5. Vitess output for the reflected neutrons from PG(002) crystal with 1° mosaic spread and 

reflectivity of 1. 

At next stage, the same situation was kept and the crystal mosaic spread was changed to 0.8° in the 

Vitess input. The same behavior was observed from the Fig.6 while the neutron flux peak of the 13°-

glancing monochromatic beam is 19% higher than the 11°-glancing. 

 

Fig.6. Vitess output for the reflected neutrons from PG(002) crystal with 0.8° mosaic spread and 

reflectivity of 1. 

The crystal behavior was investigated for 0.5° mosaic spread as it is depicted in Fig. 7. Again, the 

neutron flux peak of the 13°-glancing monochromatic beam is 22% higher than the 11°-glancing. 
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Fig.7. Vitess output for the reflected neutrons from PG(002) crystal with 0.5° mosaic spread and 

reflectivity of 1. 

 

 Fig.8 shows the optical equipment installed along the TRR D channel simulated by the McStas 

code.The behavior of the crystal for 1° mosaic spread was investigated in McStac code at different 

angles and the results are shown in Fig. 9. 

 

Fig.8. Optical equipment installed along the TRR D channel. 
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Fig.9. McStac output for the reflected neutrons from PG(002) crystal with 1° mosaic spread and 

reflectivity of 1. 

 

The results of the McStac and Vitess code for the reflected neutrons from the PG(002) crystal with a 

mosaic spread of 1° and a reflectivity of 1 is shown in Fig.10. 

 

Fig.10. McStac and Vitess output for the reflected neutrons from PG(002) crystal with 1° mosaic 

spread and reflectivity of 1. 

For crystal reflectivity of 1, the mosaic spread effect on the reflected neutron spectra was compared for 

glancing angle 11°. The obtained results showed, by mosaic spread reduction the reflected neutron 

intensity reduces but FWHM of the monochromatic beam improves (Fig.11). This result is in 
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agreement with the theoretical investigation depicted in Fig.1. In the case of 0.5 Mosaic spread than 1 

there would be about 12% reduction of the monochromatic beam peak. 

 

Fig.11. Vitess output for the reflected neutrons from PG(002) crystal with 11° glancing angle and 

reflectivity of 1. 

At the next step, the crystal mosaic spread was selected as 0.5° and the crystal reflectivity was 

investigated using Vitess code for the crystal glancing angle of 11°. The obtained results showed 

reduction of the crystal reflectivity from 1 to 0.7 causes about 43% reduction in reflected neutron flux 

peak (Fig.12). 

 

Fig.12. Vitess output for the reflected neutrons from PG(002) crystal with 11° glancing angle and 

different reflectivity values, Mosaic spread of the crystal: 0.5. 

 

A comparison with Vitess3.4 output and an available PG experimental data was carried out (Fig.13). 

As the figure shows there is good comformity between the theoritical calculations and the experimental 

data. 
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Fig.13. Comparison of Vitess output for the reflected neutrons from PG(002) crystal with 25° 

glancing angle and the available experimental data for PG crystal [10]. 

 

Conclusions 

In the present study, fine tuning effect of single neutron monochromator of PG(002) was investigated. 

Vitess and McStas code calculations show that the decrease in reflectivity of the crystal reduces the 

flux of the monochromatic neutron beam. Also, reducing the mosaic spread of the crystal also reduces 

the single beam neutron flux. The results obtained by Vitess and McStas code also show their similar 

behavior regarding the crystal reflection angle changes. It was also in Fig.7 shown that the simulation 

results are in very good agreement with the experimental results. 

The results of this study can be used to fine tuning of pyrolytic graphite single-crystal (002) plan on 

the quality of the reflected neutron spectra, including neutron imaging, neutron diffractometry, and 

neutron scattering facilities. In addition, this work verified the effectiveness of the Vitess and McStas 

code in modeling and analyzing the optical components of neutron facilities. 
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Abstract 

As the number of satellites increases and their parts become smaller and more sensitive, the need for 

innovation in the field of radiation shields is felt more. In this research, 3 shields consisting of side 

layers of polyethylene, lithium hydride and lithium tetra-borate and middle layers of tungsten, 

respectively, with abbreviated representation with PE+W+PE, LiH+W+LiH and 

Li2B4O7+W+Li2B4O7 were studied. These shields were placed in front of protons trapped in Low 

Earth Orbit (LEO) to reduce the Displacement Damage Dose (DDD) caused by them and secondary 

neutrons. In order to optimize the performance of the shields, different percentages of tungsten of the 

total mass were investigated and the thickness of the side layers in the shields is considered the same. 

For this purpose, MCNP code was used for simulation and a silicon piece was considered as a sensitive 

semiconductor device. In order to make a comparison between the performance of different shields, 

the mass of all shields was considered 1.5 𝐠/𝐜𝐦𝟐. The efficiency of the examined shields was 

compared with AL+W+AL shield. It was shown that in masses of 0.1, 0.2, 0.3, 0.4, 0.5 of tungsten, 

LiH+W+LiH shield is the best option with more than 7% reduction in DDD compared to AL+W+AL 

shield and 3% compared to Li2B4O7+W+Li2B4O7. In higher thicknesses, PE+W+PE shield works 

better. Therefore, LiH+W+LiH and PE+W+PE shields are introduced as the optimal shields among 

these 4 shields as a better reducer of displacement damage. 

Keywords: Shield, Satellite, Damage, MCNP, Trapped.  

 

Introduction 

In order to ensure the survival of a satellite in orbit, it is important to evaluate its surrounding 

environment. In the outer space of the earth's atmosphere, there are space radiations that have 3 sources 

as follows: Galactic Cosmic Rays (GCRs), Solar Energetic Particles (SEPs) and particles trapped in 

the earth's radiation belts [1]. Cosmic rays are high-energy particles originating from outside the solar 

system and are considered as background radiation in space. The major part of cosmic rays consists of 

protons [2]. The second source of space particles is the sun. During the process of solar flares and 

winds, the sun accelerates electrons, protons, alpha particles and heavy nuclei to the extent of several 
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mega electron volts. Therefore, solar particles are very active in space and fluctuate in a very large 

range [3, 4]. Meanwhile, many solar particles are trapped in the magnetic field around the earth and 

form the third source of particles. The earth's magnetic field oscillates these particles in a spiral path 

and prevents them from reaching the earth. As a result, two distinct regions of particles called Van-

Allen belts are formed around the earth  [1, 5-8] . These radiations leave adverse effects on sensitive 

electronic parts of satellites. The effects of radiations are divided into two categories: cumulative and 

individual. Total ionizing dose and displacement damage are cumulative effects, and single events are 

individual effects .Currently, reducing these effects has become a serious challenge. In this regard, 

materials are designed as shields to protect the electronic components of satellites. These materials 

should interact with space particles in a favorable way and be affordable in terms of mass and cost. By 

using these shields, the amount of damage caused by primary and secondary particles in electronic 

parts of satellites is reduced. Without the presence of shields between the parts of the satellites, there 

is a possibility of processing error or even disconnection with the ground stations, and it is possible 

that the satellite will not be able to fulfill its mission. Therefore, the effort to introduce the best shield 

with less weight and more efficiency continues. For this purpose, it is necessary to know how protons 

interact with materials. Proton interaction with materials is carried out in the following three ways are 

as follows: 

Non-elastic Coulomb interactions  

The repulsive Coulomb elastic scattering from the nuclei  

Inelastic nuclear interaction [9] 

During the elastic and inelastic interactions of protons with the lattice atoms of the target material, an 

energy loss occurs, which we denote by the quantity Non-Ionising Energy Loss (NIEL). The result of 

these interactions is the displacement of atoms from their place in the target material and leaving a hole 

in its place. The displaced atom is placed among the lattice atoms. when the energy of the incoming 

particles is high; several atoms are displaced from their lattice positions, these atoms can displace other 

atoms and finally they can create a cluster of lattice defects in the target material, which is called 

displacement damage. Protons, electrons, neutrons and heavy ions can cause displacement damage in 

the target material. Since the population and energy of protons in space is greater than other particles, 

in this work, we have focused on the displacement damage caused by trapped protons in LEO up to 

300 MeV. 

To do this, simulation with MCNP code was used. In addition to the ability to transport particles, this 

code can also determine the cross-section interactions [10]. In Monte Carlo methods, sampling is done 
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randomly and statistically and a numerical result is obtained. Therefore, solving a complex problem 

with long calculations is done with the help of a random method  [11-14]. In this simulation, a software 

called OMERE was used to obtain the space data. OMERE is a free software for space environment 

and radiation effects  which was developed for industrial development and calculates the space 

constraints for a satellite in orbit [15]. In this work, by using the data of OMERE software and setting 

up the geometry of the shield and the silicon piece behind it, we obtained the DDD caused by space 

protons and neutrons at the place of the piece. This research is presented with the aim of reducing 

displacement damage, which is achieved by using the right choice of materials for the radiation shield. 

Therefore, we used different materials in the structure of multi-layer shields with specific mass. 

According to reports, the protection of electronic parts of satellites was usually done using an aluminum 

frame. This material produces too many neutrons and does not provide adequate radiation protection 

for electronic components [10]. Therefore, at the moment, layered heterogeneous shields are used, of 

which we discussed the efficiency of some samples here. 

 

Research Theories 

This research is to introduce the optimal shield with the approach of reducing Displacement Damage 

caused by space protons and secondary neutrons. DDD is obtained using relation 1 [16]. 

𝐷𝐷𝐷 = ∫ (
𝜕𝜑

𝜕𝐸
)𝑁𝐼𝐸𝐿(𝐸)𝑑𝐸

𝐸𝑚𝑎𝑥

𝐸𝑚𝑖𝑛

             (𝐾𝑒𝑣 𝑔⁄   𝑜𝑟 𝑀𝑒𝑣 𝑔⁄ )                                                 (1) 

The quantity of 𝜑 refers to the particle flux. Non-Ionization Energy Loss (NIEL) is a measure of the 

energy lost by particles during nuclear Coulomb, elastic and inelastic interactions in the process of 

producing interstitial-hole pairs.  NIEL Can be calculated as relation 2.  

𝑁𝐼𝐸𝐿(𝐸) =
𝑁𝐴
𝐴
∫ 𝑄(𝑇)𝑇(

𝑑𝜎

𝑑𝑇
)𝐸𝑑𝑇                      

𝑀𝑒𝑣𝑐𝑚2
𝑔⁄                                                 (2)   

𝑇𝑚𝑎𝑥

𝑇𝑑

 

which in this relation:  NA is Avogadro’s number, A is the atomic mass of the lattice atom, E is the 

kinetic energy of incident particle, T is the kinetic energy transferred to the target atom, Q(T) is 

Lindhard partition function, (dσ/dT) is the differential cross section (Coulombic and nuclear 

elastic/inelastic) for atomic displacements. Td is the threshold energy for displacement and Tmax is 

the maximum energy which can be transferred by the incident particle to target atoms .  

The Damage Reduction Factor (DRF) of the introduced shields was expressed based on the 

performance of the AL+W+AL shield. This quantity can be defined by relation 3. 

𝐷𝑅𝐹 =
𝐷𝐷𝐷(𝐴𝐿 +𝑊 + 𝐴𝐿)

𝐷𝐷𝐷(𝑜𝑡ℎ𝑒𝑟 𝑠ℎ𝑖𝑒𝑙𝑑𝑠)
                                                                                                                (3) 
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Experimental 

In this research, at first, the flux of trapped protons was obtained using OMERE software. For this 

purpose, the STS-31 shuttle orbital data was used. The shuttle had an apogee of 615km, a perigee of 

613km and an inclination of 28.5 degrees, which is in the range of LEO. These quantities were entered 

as orbital parameters in the mission tab of OMERE software, and then the flux of trapped protons was 

obtained from the environment tab according to Figure 1. The standard used to calculate this flux is 

AP8. The AP8 trapped proton Models are empirical models of the omnidirectional proton flux in 

Earth's magnetosphere. The models were derived from measurements accumulated by numerous 

satellites in the 1960s and 1970s [15, 17, 18]. In this research, flux differential with respect to energy 

that was called differential flux was used for the simulations.  

 
Fig. 1. Differential, and integral flux of trapped protons 

 

Another quantity to calculate the displacement damage was NIEL. This quantity for protons got from 

the SR-NIEL web calculator and for neutrons from Figure 2 [15]. 
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Fig. 2.   Non-Ionization Energy Loss vs. Energy 

 

The schematic representation of the geometry of the problem with a three-layer shield in front of the 

silicon piece is shown in Figure 3. This figure is drawn using the graphical interface of the MCNP 

code. The source of particles was considered on the outer surface of layer1. 

 
Fig. 3.  Schematic representation of silicon piece and shield 

 

Flux values according to the respective energies were entered as source information in the code. The 

NIEL values were entered as dose function in the data card of the relevant code, and finally the 

displacement damage was calculated by using Tally type 4. The thickness of the shields is considered 

to be 1.5 g/cm2. The amount of displacement damage was calculated for the thicknesses of 0.1, 0.2,... 

and 1 of tungsten and the results are presented in Figure 4. Finally, in order to introduce the optimal 
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shield with the approach of reducing displacement damage, the DRF values of the shields under 

investigation were obtained according to Figure 5.  

 

Results and Discussion 

To validate the MCNP code simulation set-up, the conditions of the space environment, geometry and 

materials were simulated according to reference [19]. The particle flux was obtained from Figure 2 of 

reference [19] and entered as source information in the code. The dimensions of the layers of the shields 

were considered 10 m by 10 m with a mass of 1.5 𝐠/𝐜𝐦𝟐 Due to the repetition of the geometry in 

reference [19] with different materials, we chose two shields PE+PE+Ta, PE+PE+Pb of them and 

obtained the total ionizing dose deposited in the silicon piece placed behind these shields. Dose values 

in krad are presented in Table 1. The error of the obtained values was less than 3% and the results were 

in good agreement with the reference values. With this match, the correctness of the simulation set-up 

was confirmed. 

Table 1.  The three-layer shielding material with total shielding depth 1.5 𝑔/𝑐𝑚2 and each layer 0.5 𝑔/𝑐𝑚2 

 Shielding layers                                           Ionising Dose [krad] 

Rank A B C Total Dose 

  Article values   

1 PE PE Pb 0.506 

2 PE PE Ta 0.511 

  Obtained values   

1 PE PE Pb 0.490 

2 PE PE Ta 0.509 

 

DDD in silicon piece caused by trapped protons and secondary neutrons 

Figure 4 shows the DDD in the silicon piece with a thickness of 0.5 mm behind the 4 shields 

AL+W+AL, Li2B4O7+W+Li2B4O7, PE+W+PE and LiH+W+LiH in terms of different thicknesses 

of tungsten. It can be seen that by changing the percentage of tungsten and accordingly, the percentages 

of side materials as shown in the Figure 4, the DDD also changes. Comparing DDD values in different 

percentages of tungsten leads us to the best thickness among the introduced thicknesses. Undoubtedly, 

infinite combinations with different percentages of materials can be chosen, of which we have 

examined only 10 of them for each shield. 
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Fig. 4.  DDD in silicon piece as a function of tungsten percentage 

 

DRF of the provided shields compared to AL+W+AL shield 

To compare the performance of the investigated shields, the damage reduction factor for 

Li2B4O7+W+Li2B4O7, PE+W+PE and LiH+W+LiH shields compared to AL+W+AL was calculated 

in different percentages of tungsten and the results are presented in Figure 5. It can be seen that 

PE+W+PE and LiH+W+LiH shields have a higher reduction factor than Li2B4O7+W+Li2B4O7 

shield. This means that the performance of these shields against space radiation will be better than 

Li2B4O7+W+Li2B4O7, and by placing them against the silicon piece, we will have less displacement 

damage in it. 
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Fig. 5.  Damage Reduction Factor for introduced shields vs. percentages of tungsten 

 

Although aluminum is widely used as a common material in the construction of the body of satellites 

and or as a common shield, it does not work well against radiation due to the production of secondary 

particle [10]. For this reason, currently, finding materials with higher efficiency and lower mass has 

become a challenge. One of the things done in this field is the use of layered shields made of different 

materials. In this context, two, three, five, and seven-layer shields have been introduced. In the work 

done in the reference [20] seven-layer shields were found to be optimal, however, due to the higher 

mass and its low difference with the efficiency of three-layer shields, it was preferred to use three-layer 

shields [20] . Of course, contrary to previous claims based on superiority of three-layer shields of three 

materials with different atomic numbers, it was shown that limiting the materials to two different types 

increases their efficiency against radiation [19].  

According to the literature, materials with low density are used to reduce the adverse effects of protons 

and materials with high density are used to reduce secondary particles effects. Therefore, a combination 

of low and high density materials is considered as the best option for the structure of shields[21]. 

Furthermore, materials with high hydrogen content are the best for shielding protons[22] and, lithium 

is considered a neutron absorber [21]. Therefore, various shield materials were introduced considering 

the above. This information led us to choose the introduced materials for the shields. 

 

Conclusions 

We studied the performance of several materials to reduce the displacement damage of space 

radiations. The results showed that the three-layer shield of lithium hydride with 0.1% tungsten and 

the shield made of polyethylene with 0.3% tungsten were better against protons and neutrons. All three 
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shields were superior to aluminum plus tungsten shield. Quantitatively, the lithium hydride and 

polyethylene shields showed more than 7% reduction in damage compared to the aluminum shield, 

and the lithium tetra borated shield with tungsten was more than 3% superior to the aluminum plus 

tungsten shield. Considering the challenges in assigning the right amount of mass to different shield 

materials, the use of existing algorithms to find the exact amount of those materials is one of the 

interests of the authors. 
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