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President's Message
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Attendees, guests, and colleagues

| would like to warmly welcome you to the first International Conference on Nuclear
Science and Technology (ICNST 2024). It has been a real honor and privilege to serve
as the president of this conference. The conference this year has brought together an
incredible diversity of authors and speakers from universities, government, and
industry to share ideas and new perspectives on a wide range of radiation
applications, nuclear reactors, particle accelerators, radiation measurements, fusion
and plasma, stable and radioactive isotopes, radiation safety and security, nuclear
agriculture, fuel cycle, lasers, education and training and nuclear governance.
Climate change, a new topic which has been added to this year's agenda as an
important worldwide issue. a matter that has been brought up as a critical concern at
the majority of IAEA conferences and nuclear scientific assemblies in recent years.
Panel discussions and exhibitions are being introduced as side activities in an attempt
to keep this scientific meeting from becoming one-dimensional and increase its
effectiveness.

More than 520 complete papers have been approved for this conference; when
combined with the additional panels, get-togethers, and side activities, it is
anticipated that over 1000 people will attend in person in the historical and touristic
city of Isfahan. We look forward to welcoming participants to share their practical
ideas and to enjoy an academical and cultural three days in Isfahan.

Ill close by wishing you everyone an incredible, instructive, and transformative
experience during ICNST2024 and | hope that this conference can pave the route for
academic materials to be used in industry and everyday life.

Prof. Javad Karimi-Sabet
President of ICNST2024

avad Karimi-Sabet
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"In the name of God, the Merciful,

Prior to giving the stage to address this distinguished forum, let me take this
opportunity to express our deep gratitude, on behalf of all attendees, for His
Excellency Mr. Islami's scientific, educational, and motivational remarks, as well as for
his excellent organization of this conference.

| would also like to express our appreciation to His Excellency Dr. Mortazavi,
Governor-General of Isfahan Province, for his constructive and useful support in
enabling this meeting to take place.

This is a great pleasure and honor to extend a warm greeting to each and every one
of you for the International Conference on Nuclear Science and Technology,
scheduled from May éth to May 8th, 2024, in the historic city of Isfahan, Iran.

With the aim of advancing our knowledge of nuclear science and technology, this
conference is a major global convergence of experts, researchers, and practitioners.
It is a platform for the sharing of creative concepts, the presentation of
state-of-the-art research, and the formation of cooperative alliances.

As the scientific secretary of this prestigious event, | am particularly excited about the
diverse array of participants expected to grace us with their presence. From the
esteemed scientists and engineers of Russian universities and research centers to
representatives from Islamic countries, friendly nations, and beyond, this conference
promises to be a melting pot of perspectives, experiences, and expertise.

The extensive coverage of this conference is another aspect of its uniqueness. We
have nearly 900 participants representing 22 countries around the world. Of the
900 participants, 620 are authors covering 13 major topics. There are 421 papers for
oral and poster presentations, with additional documents for publication in ISC
journals. There will be 3 plenary sessions, 16 panel discussions, 20 parallel oral
presentation sessions, and 3 poster sessions.

Prof. Hosein Afarideh
Scientific Secretariat of ICNST2024
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Determining Detector Dead Time by Statistical Analysis of Detector Counts (Paper ID: 1012)

Jalilzadeh H. Correspondent!”, Ashrafi S. Co-Author? 2, Ariafar H. Co-Author*
Faculty of Physics, University of Tabriz, Tabriz, Iran

%Research institute for Applied Physics & Astronomy, University of Tabriz, Tabriz, Iran
Abstract

Dead time in the Geiger-Mueller detector can cause detector counts to be lost. Statistical parameters
such as variance and distribution of time intervals of counts are affected. This distorts the Poisson
distribution of counts and changes its statistical parameters. In this study, the dead time of the detector
has been investigated using these changes. The variance-to-mean ratio is one method used to determine
dead time by measuring the degree of deviation of the Poisson statistic from the measured count
compared to the real count. This study is carried out for a paralyzable model and a non-paralyzable
model for the Geiger-Mueller detector using Python programming language. Due to the randomness
of the time intervals between the emitted radiations, the Monte Carlo method was used in the
simulation. This study investigated two different microsecond dead times for each of the models. The
results of the simulation for the counts and variances showed an acceptable agreement with the results
of the existing analytical relationships for paralyzable and non-paralyzable models. Thus, the dead time
was obtained using these results for two ideal models (P and NP models). The difference between the
dead time obtained from the simulation results and the dead time input to the program was less than 2
percent.

Keywords: Time interval distribution, Geiger-Mueller detector, Paralyzable model, Non- paralyzable
model, Hybrid model, Mont Carlo simulation

Introduction

The Poisson distribution is characterized by the equality of its variance and mean. In the case of the
Geiger-Mueller detector, counts follow a Poisson distribution, if all the particles reaching thedetector
are counted, the variance will be equal to the expected value. This can be concluded based on the fact

that the variance and mean are equal in the Poisson distribution [1-5].
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To estimate the dead time, the recommended method is Variance To Mean Ratio (VTMR) [2]. If all
particles reaching the detector are counted, VTMR = 1 . However, the presence of dead time in the
detector prevents the counting of all particles, especially at high count rates. As a result, some events
will always be lost, depending on the dead time of the detector.

There are two models for dead time correction: the non-paralyzable (NP) model and the paralyzable
(P) model. In the NP model, the dead time cannot be extended, and only events are lost. On the other
hand, in the P model, in addition to event loss, the particle will cause the dead time to be extended by
the amount of the dead time. These models represent two extremes for the behavior of an ideal detection
system. However, real counting systems exhibit behavior that falls between these two extremes. Hybrid
models have been developed to address this behavior, which are a combination of the ideal models [6-
7]. The different models for dead time are illustrated in Figure 1 [4].

Events
7 counts

7
I I ® —] 7_| ;qco;g:smlyzable Model

Tne

Paralyzable Model
4 counts

Hybrid(NP-P) Model
4 counts

Hybrid(P-NP) Model
S counts

Fig. 1. lllustration of counts registered by NP, P and hybrid dead time models.

Research Theories
As previously stated, a portion of the real count rate is not accounted for. In light of this, a mathematical

expression has been put forth for both the non-paralyzable and paralyzable models,
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outlining the correlation between the observed counts and the true counts [8,9]. In the case of the

non-paralyzable model, the relationship is defined as follows:.

—— (1)

where m is measured count rate, n is real count rate at which counts are actually measured in

counts per second and TN P is dead time of non-paralyzable model.

For the paralyzable model, this relationship is given as:

m=n. exp(—tNn), (2)

Where TN is dead time of paralyzable model.

In order to derive our findings based on statistical parameters such as variance and mean, it is
imperative to calculate the variance of the measured counts for each of the models at hand.
Previous studies conducted by Muller and Kosten have successfully determined the variance for
these specific models [1,2]. Specifically, the variance to mean ratio for the nonparalyzable dead

time model can be expressed as:

2
VIMR=""""21-2 ,m+ 12 m? A3)
mt
NP

The aforementioned equation is derived by dividing the Muller relationship by the mean value.
In this equation, a2(mt) represents the variance of the measured count, mt denotes the mean of
the measured count, and t signifies the measurement time. Additionally, the VTMR (Variance-to-
Mean Ratio) for the paralyzable dead time model can be expressed as:

o2 (mt 2 ( 4)

mt =1- Ztnm? P

VITMR =
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The performance and operations of the Geiger-Mueller detector are extensively examined by
analyzing the distribution of time intervals between consecutive counts. This distribution, which
typically follows a Poisson distribution, is widely employed to model random events. By utilizing
the Poisson distribution, we can gain insights into the likelihood of an event occurring within a
specific time interval. In the case of the Geiger-Mueller detector, these events correspond to the
generation of electrical pulses resulting from the interaction between radioactive particles and the
detector. Each electrical pulse represents the entry of a radioactive particle into the detector, and these
pulses are independent of one another and unaffected by the timing of previous pulses. As a result,
the time distribution in the Geiger-Mueller detector is commonly represented using the Poisson and
exponential distribution. This modeling approach allows us to accurately predict and analyze the
probability of electrical pulse occurrences across different time intervals [10].

Experimental

In this study, the statistical parameters of counts and time intervals were generated using the Monte
Carlo method. The Geiger-Mueller detector simulator was developed in the Python programming
environment for this purpose. To obtain observed (measured) total counts, count rates, and their
statistical parameters, the program requires input data such as detector dead times and true count
rates. In order to facilitate a more accurate comparison, a fixed measurement time of 1 second was
used for all models in this research article. Within the simulator, radiation is emitted randomly, and

the time interval between two radiation events (t) is sampled from a well- known interval distribution

[4]:
f(t)dt = n.exp(—n.t) dt (5)

The investigation involved analyzing both the paralyzable and non-paralyzable models under two
different total dead times, namely 150 ps and 300 ps. As a result, four different cases were simulated.
These simulations yielded a total of 23 entries, representing the true count. Furthermore, the obtained

simulation results were compared to the results obtained from analytical relations (1), (2), (3), and

(4).
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Results and Discussion
Table 1 shows the results of simulation and analytical (VTMRs and count rates) for the dead time of
150 ps for two paralyzable and non-paralyzable models. The value of VTMR for GMSIM is obtained

using the values obtained for the observed counts through simulation and relations (3) and (4).

Table 1. Comparison of VTMRs resulted in GMSIM to Mueller formula (eqg. (3)) for non-
paralyzable model; and to Kosten formula (eq. (4)) for paralyzable model.

Count rate (cps) Variance to mean ratio
Input/  Measured Typ = 150 Tp = 150 ps
true LS
NP P GMSIM Eq. (3) GMSIM Eq. (4)

20 19.95 19.95 0.994 0.994 0.994 0.994
40 39.85 39.7 0.988 0.988 0.988 0.988
60 59.85 59.35 0.982 0.982 0.982 0.982
80 79 79.2 0.976 0.976 0.976 0.976
100 99.05 98.2 0.971 0.971 0.971 0.970
200 194.1 193.65 0.943 0.943 0.942 0.942
300 287.45 286.4 0.916 0.916 0.914 0.914
400 377.95 378.35 0.890 0.890 0.887 0.887
500 466.75 467.2 0.865 0.865 0.860 0.861
600 547.1 546.2 0.843 0.842 0.836 0.836
700 632.7 626.5 0.819 0.819 0.812 0.811
800 717.65 711.05 0.796 0.797 0.787 0.787
900 793.55 781.6 0.776 0.776 0.766 0.764
1000 869.4 859.6 0.756 0.756 0.742 0.742
2000 1543.2 1483.55 0.591 0.592 0.555 0.556
3000 2048.8 1916.85 0.480 0.476 0.425 0.426
4000 2496.55 2199.75 0.391 0.391 0.340 0.341
5000 2866 2396.3 0.325 0.327 0.281 0.292
6000 3146.8 2424.55 0.279 0.277 0.273 0.268
7000 3400.4 2438.85 0.240 0.238 0.268 0.265
8000 3649.95 2423.7 0.205 0.207 0.273 0.277
9000 3834.35 2351.4 0.180 0.181 0.295 0.300
10000 3980.05 2206.2 0.162 0.160 0.338 0.331

The simulation results obtained for the variance-to-mean ratio (GMSIM) are very close to the
results obtained from equation (3) for the non- paralyzable model and equation (4) for the
paralyzable model using the results obtained from relations (1) and (2). Therefore, these results can

be used to obtain the dead time.
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Fig. 2. GMSIM variance to mean ratio for non-paralyzable model (zyp = 300 Lis).
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Fig. 3. GMSIM variance to mean ratio for paralyzable model (7P = 300 ps).

In Fig. 2. and Fig. 3. "Analytical™ shows the results obtained from Eq. (3) and Eq. (4).

By fitting the results of the GMSIM, dead time can be determined which are: 152+2 ps, 303+3
us for nonparalyzable model using dead time input parameter of 150 ps and 300 ps, while for
paralyzable model, the GMSIM results are 15242 ps, and 30242 ps, using same dead time

input parameter as nonparalyzable model.
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Conclusions

In this article, considering that we used the Monte Carlo method for simulation, it was observed that
the results for the observed counts and statistical parameters are in good agreement with the results
obtained from the analytical relationships. These results were successfully used to determine the dead
time of the Geiger-Mueller detector. Therefore, the Monte Carlo method is an efficient method for this
simulation.

Considering the success of the simulation done in the article, further development of the simulator

program can help future research in the field of detector counts.
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Abstract

Due to the long dead time, the application of the G-M counter is limited to relatively low count rates.
To extend the range of application of these counters, the hybrid dead time model is used. This hybrid
model is based on two paralyzable and non-paralyzable dead time models. The new model involves
two parameters, which are paralyzable and non-paralyzable dead times. The dead times used in the
model are very closely related to the physical dead time of the G-M tube and its resolving time. The
use of this hybrid model provides the possibility of performing accurate corrections on G-M tube
counts and expands the scope of the detector's application. In this work, to find paralyzable and non-
paralyzable dead time values, the experimental method of two sources has been used. The radioactive
source used is 226Ra . Also to correct the counts in this work, the non-linear least square algorithm
method has been used. In the count rate of 5090 cps, the paralyzable and non-paralyzable dead times
are respectively equal to tp, = 43.316 us and 7p = 54.006 us. Additionally in the count rate of 4053
cps, Tp = 45.941 us and typ = 54.818 us. In the new hybrid model, the dead time of the paralyzable
and non paralyzable system in these counting rates are equal to 7, = 0.0068 us and typ = 54.181 us.
Keywords: G-M counter, hybrid model, paralyzable model, non-paralyzable model, non-linear least

square algorithm

Introduction

G-M detectors have been used in nuclear physics for almost a hundred years and have a wide range of
applications. These detectors have several advantages, including high sensitivity to various types of
radiation, high pulse height, and low price. However, they also have some disadvantages, such as the
inability to measure the energy of radiation particles and a long dead time compared to other radiation
detectors [1]. The dead time of a detection system refers to the time it takes for the system to process

one event before it can process another. Any events that occur during this dead time are lost [2]. At
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high count rates, the dead time becomes a significant limitation for the applications of any detection
system.

To expand the useful count rates of G-M detectors, it is important to accurately describe the dead time
and its components and develop a correction model [3]. The traditional one-parameter dead time
models, such as the paralyzable and nonparalyzable models, are not sufficient to properly represent
the dead time response of a detection system [2]. To address this limitation, a new two-parameter dead
time model based on a hybrid approach is proposed in this research. This model combines both
paralyzable and non-paralyzable dead time components. By using this new dead time model, accurate
corrections can be made for G-M counters with high counting rates, leading to a significant increase

in the usable range of these counters.

Research Theories
In the non-paralyzable model proposed by Feller and Evans, the dead time is not extended and any
radiation events that happen during the detector's dead times are not included in the count [4], [5]. The
relationship between the actual counting rate and the observed counting rate is significant and can be
describe as follows:

m=— 1)

- 1+ty

In the non-paralyzable model, the observed counting rate (m) is the rate at which counts are actually
measured in counts per second (cps). The true counting rate (n) is the actual rate at which counts are
occurring in cps. The non-paralyzable dead time (tN) is the time it takes for the detector to recover
after each count in microseconds (us). When a radiation event happens during the dead time, it is not
counted, but the dead time is extended [4], [5]. The relationship between the true and observed

counting rates can be expressed as follows:
m = nexp(—ntp) 2

Where (m) is the observed count rate, (n) is true count rate and 7, is the paralyzable dead time in us.
Equation (2) cannot be easily solved, so this model is transformed into the following form using the

inverse method and approximation with Taylor expansion:

10
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The paralyzable and non-paralyzable models have achieved some success, but it has been proposed
that the actual dead time characteristics of the G-M counter lie somewhere in between these models

[6]. Lee and Gardner have introduced a new hybrid model that combines the best of both models.

m = nexp(-ntp) 4

1+nty
In this model, the non-paralyzable dead time refers to the time when a G-M tube is unable to detect
the next radiation event. On the other hand, the paralyzable dead time is the time between the end of
the non-paralyzable dead time and when a pulse larger than the discriminator level can be developed
(Figl).

When radiation enters and creates an electron-ion pair in the G-M tube, the electron is accelerated
towards the anode, causing a series of electron avalanches along the anode wire. While electrons
quickly gather at the anode, ions tend to stay longer around the anode due to their slower mobility.
This ion space charge blocks the electric field needed for developing avalanches, effectively pausing
the G-M discharge for a certain period of time (zN).

As the positive ions drift towards the cathode, the space charge becomes less concentrated, allowing
the electric field to gradually recover to its original strength. If a second radiation event happens during
this recovery period (7P), a partially developed pulse may be generated. Whether or not this pulse is

registered by the counting system depends on the discriminator level of the system [5].

Non-paralyzable Paralyzable
Dead time Dead time
TN Tp
Time
\ R g
. \\/ Discriminator level
tnitial Full Possible second ~ TTTTTTemmme ool

Discharge event

Fig.1. lllustration of the dead time behavior of the G-M detector on an oscilloscope.
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Experimental

To ensure the accuracy of the results, it is crucial to conduct experimental verification. In order to do
this, we utilize experimental data from two decaying sources. 226Ra sources are placed in front of a
G-M tube, and measurements are taken every ten seconds.

The general geometry of this experiment is as follows:

Fig.2. The general geometry.

This geometry includes a G-M tube to detect the rays, a scalar counter, two 226 Ra sources( the half-
life of 226Ra is 1600 years, and its activity is 9uci), a base made of aluminum to keep the sources
stable to prevent possible errors from losing the count, and an artificial source to prevent dispersion

from surrounding environment.

Hv GM tube inverter pulse
supply stretcher

Fig.3. Basic structure of the G-M counter.
A block diagram for the G-M counter we can be building is given above. The purpose of these blocks

are as follows:

HV supply: Converts the 220 V urban electricity voltage to the 400 V needed by the G-M tube.

G-M tube: Detects ionizing radiation: emits a current pulse whenever a ionization event occurs inside
the tube.

Inverter: Converts the current from the G-M tube into an inverted voltage pulse.

Pulse stretcher: Converts the very short pulse from the inverter into 1.5 ms pulse.

12
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To determine the dead times of the hybrid model, a method involving two sources is recommended.
This is because the hybrid model includes an additional parameter, requiring an extra split source
compared to the usual split source method.We denote each set of split sources as a and b, with 12
representing the combined sum source, and 1 or 2 indicating individual split sources. In order to
maintain the conservation of true counting rates, six formulas are used for the six measurements of

split and combined sum sources.

Mgy exp(—n,,Tp)

ma‘ - 1+na1TNp (5)
_ n,,exp(—n,,Tp)

maz - 1+Tla2‘L’Np (6)
_ (na1+na2)exp(—[na1+na2]rp)

Mgy = (7)

aliz 1+(na1+na2)TNp

_ n,,exp(—ny, Tp)

mbl - 1+le1TNp (8)
My exp(—nbzrp)

mbz - 1+le2TNp (9)

(nb1+nb2)exp(—[nb1+nb2]rp)
Mp12 =

1+(le1+nb2)TNp (10)

The system equations involve six unknowns, including two dead times (zP and tNP) and four split
true counts (nal, na2, nbl, and nb2) [6]. The set (a) corresponds to counts (5090.5+71.34 cps,
2968.6+£54.48 cps, and 2933.1+54.15 cps), while the set (b) corresponds to the counts (4053.9+63.67
cps, 2325+48.21 cps, and 2235.4 + 47.28 cps).

Since the equations have a transcendental nature, a numerical iterative scheme is necessary. In this
study, the non-linear least square algorithm method is employed to solve these equations.
Subsequently, the iterative methods are used to calculate the dead times from the six measurements
data obtained from two source methods, which satisfy equations (5) through (10). The calculated dead

times are then compared to the original ideal G-M counter characteristics.

Results and Discussion

The data we collected from our experiments revealed some interesting findings. We measured the
paralyzable and non-paralyzable dead times of our system for different counts. For counts m12, ml,
and m2, we obtained values of 5090.5+71.34 cps, 2968.6+54.48 cps, and 2933.1+54.15 cps,
respectively. The corresponding dead times were TP = 43.316 us and tNp = 54.006 us.

13
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We also measured the dead times for a different set of counts: m12, m1, and m2. The values we
obtained were 4053.9+63.67 cps, 2325+48.21 cps, and 2235.4 + 47.28 cps, respectively. The dead
times for these counts were TP = 45.941 us and tNp = 54.818 us in addition in the new hybrid model,

the dead time of the paralyzable and non paralyzable system in these counting rates are equal to tp =
0.0068 us and typ = 54.181 pus.

When we applied the hybrid model, we found that the paralyzable dead time was very small compared

to the overall dead time of our detection system. This suggests that our G-M system follows the non-

paralyzable model for these counts.

Based on the results presented in Table (1), we can conclude that our proposed hybrid model provides

more accurate corrections compared to the non-paralyzable and paralyzable models. This model can

be used to correct the counts obtain from our G-M system and estimate any count losses.

Observed count

Table 1. Corrections of counts.

Corrections

rates
Hybrid model Non-paralyzable Paralyzable
model model
Counts/S Counts/S Counts/S
Counts/S
Mmgyq 2968 3539 + 3535+ 78 3447 + 105
+71 78

Maz 52933 + 3489 + 77 3485 + 77 3398 + 103
Ma12 7i091 t 7028 + 136 7021 + 138 6845 + 245
My, f’f; 2658 + 64 2665 + 63 2623 + 61
my, 3_24375 2541 + 62 2547 + 61 2508 + 59
Mga1o iogj 5198 + 105 5212 + 106 5131 + 99
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The results we obtained show that our hybrid model is better at making accurate corrections compared
to both the non-paralyzable and paralyzable models. This model can be used to correct G-M system
counts and estimate the number of losses. Our system adhered to the non-paralyzable model, but this
newly presented model can be used for any other type of G-M system that may follow either the
paralyzable model or both the non-paralyzable model and the paralyzable model, considering the
contribution of the paralyzable model

Conclusions

In this paper, we have shown that in the two source method, it is important to keep the test geometry
intact and stable. To ensure accurate counting rates, the combined intensity of split sources should be
equal to the sum intensity of the sources. Additionally, it is crucial to keep the background counts very
low, as they are not taken into account.

Further research can explore the use of higher count rates. The focus of this paper was on the
relationship between observed and true counting rates, and how they are compared through
measurements. However, it was found that due to dead time effects, the observed events deviate from
the Poisson random statistic.

To estimate dead times, a variance-to-mean ratio model can be used. This involves repeating
measurements at different count rates and comparing the degree of deviation of the Poisson statistic

from the measured count to estimate the true count.
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Abstract

In high energy physics experiments and imaging systems, the accurate detection and measurement of
radiation is crucial for understanding fundamental particles and their interactions. This study presents
a comprehensive comparison of the performance of 3D pixel detectors with other commonly used
radiation detectors in the fields of high energy physics and imaging. The focus is on evaluating the
efficiency, resolution, and sensitivity of 3D pixel detectors in comparison to traditional radiation
detectors such as scintillators, semiconductor detectors, and gas-filled detectors. The research
methodology involves experimental characterization of each detector type under various radiation
sources and energy levels, as well as simulations to assess their performance in different operating
conditions.

The results of this study provide valuable insights into the strengths and limitations of 3D pixel
detectors compared to other radiation detectors, offering significant information for researchers and
engineers in selecting the most suitable detector for specific applications in high energy physics and
medical imaging. Additionally, the findings contribute to advancing the development and optimization
of radiation detection technologies for improved performance and reliability in demanding scientific
and medical environments.

Keywords: 3D pixel detector, high energy physics, imaging, performance analysis, radiation detectors.

Introduction

Radiation detectors are essential tools for the detection and measurement of high energy particles and
radiation in various fields, including high energy physics experiments and medical imaging
applications. The development of advanced detectors with improved performance characteristics is
crucial for enhancing the accuracy and efficiency of these applications. In recent years, the 3D pixel
detector has emerged as a promising technology with potential advantages over commonly used
radiation detectors such as scintillation detectors and semiconductor detectors. 3D pixel detectors are

a type of semiconductor radiation detectors that have electrodes penetrating through the bulk of the
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sensor, creating a three-dimensional array of pixels [1]. They offer several advantages over
conventional planar detectors, such as higher radiation hardness, lower leakage current, faster charge
collection, and reduced pixel capacitance [1-2]. This paper presents a comparative performance
analysis of the 3D pixel detector and commonly used radiation detectors, aiming to evaluate their
respective capabilities in high energy physics experiments and imaging.

The principles of radiation detection and measurement have been extensively studied and applied in
various scientific and technological fields. In high energy physics, the accurate detection of high
energy particles is essential for studying fundamental particles and their interactions. Similarly, in
medical imaging, radiation detectors are used to capture images for diagnostic and therapeutic
purposes. Commonly used radiation detectors include scintillation detectors, which utilize the
emission of light when struck by radiation, and semiconductor detectors, which rely on the generation
of electron-hole pairs in a semiconductor material.

The 3D pixel detector is a relatively new technology that offers several potential advantages over
traditional radiation detectors. It is based on a three-dimensional array of small pixel sensors, which
allows for precise spatial resolution and efficient charge collection. The 3D pixel detector also exhibits
high radiation hardness and energy resolution, making it a promising candidate for high energy physics
experiments and medical imaging applications.

Several studies have investigated the performance characteristics of the 3D pixel detector and
compared it with commonly used radiation detectors. These studies have highlighted the potential
advantages of the 3D pixel detector in terms of spatial resolution, energy resolution, efficiency, and
radiation hardness. However, a comprehensive comparative analysis of the performance of the 3D
pixel detector and commonly used radiation detectors is necessary to provide a clear understanding of
their capabilities and limitations.

In this paper, we present a thorough comparative performance analysis of the 3D pixel detector and
commonly used radiation detectors, aiming to provide valuable insights into their respective
capabilities in high energy physics experiments and imaging applications. The findings of this analysis
will contribute to the advancement of detector technologies and inform the selection of suitable

detectors for specific applications in high energy physics and medical imaging.

Comparison of Different Features of Semiconductor Detectors
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When comparing the performance of 3D pixel detectors with other types of radiation detectors
commonly used in high energy physics experiments, imaging and especially medical imaging, several
factors be highlighted such as; Spatial resolution, Energy resolution, Radiation tolerance, Efficiency
and Material budget.

Spatial Resolution

3D pixel detectors typically offer excellent spatial resolution due to their fine segmentation and precise
position measurement capabilities. This can be compared with the spatial resolution of other detectors
such as scintillation detectors or gas-based detectors. For instance, J. balibrea et al. at investigated five
different models to reconstruct the 3D-ray hit coordinates in five large LaCI3(Ce) monolithic crystals
optically coupled to pixelated silicon photomultipliers [3]. They report that the average resolutions
close to 1-2 mm FWHM are obtained in the transverse crystal plane for crystal thicknesses between
10 mm and 20 mm using analytical models. For thicker crystals, average resolutions of about 3-5 mm
FWHM are obtained. While for example Lanza, R C et al. [4] discuss the use of gas scintillators for
imaging of low energy isotopes. They report that the spatial resolution has been measured at 3-4 mm
FWHM.

The spatial resolution of a detector refers to its ability to accurately determine the position of radiation
interactions. In high energy physics experiments, spatial resolution is essential for identifying the
location of particle interactions and reconstructing their trajectories. Amlan Datta et al. also discusses
the development of high spatial resolution X-ray detectors using solution-processable two-dimensional
hybrid perovskite single-crystal scintillators grown inside microcapillary channels. These detectors
demonstrate excellent spatial resolution and have the potential for low-cost large-area ultrahigh spatial
resolution high frame rate X-ray imaging. The detectors are capable of detecting thermal and fast
neutrons too. Furthermore, they reported that the spatial resolution of the PEALPB detectors was
determined to be ~ 32% better than micro columnar Csl detectors. [5]

Therefore, compared to scintillation detectors or gas-based detectors, 3D pixel detectors offer
significantly higher spatial resolution due to their fine segmentation and precise position measurement
capabilities. Scintillation detectors, as an illustration, typically have a spatial resolution in the range of

millimeters to centimeters, while gas-based detectors have a resolution of a few hundred micrometers.
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In contrast, 3D pixel detectors can achieve spatial resolutions of tens of micrometers or even better
[5].

The high spatial resolution of 3D pixel detectors is due to their small pixel size, typically in the range
of 50-100 micrometers. This fine segmentation allows for precise position measurement and
localization of radiation interactions. In addition, the 3D design of the detector allows for charge
sharing between adjacent pixels, further improving the spatial resolution [5-6].

The improved spatial resolution of 3D pixel detectors has significant implications for high energy
physics experiments, where precise position measurement is essential for identifying particle
interactions and reconstructing particle trajectories.

In medical imaging application, mostly high spatial resolution is important for accurately localizing
and characterizing tumors or other abnormalities. Additionally, all of the aforementioned features are

identical for this area.

Energy Resolution

The energy resolution of a detector is vital for accurately measuring the energy of radiation
interactions. 3D pixel detectors are known for their excellent energy resolution, especially for charged
particles. Comparing this with the energy resolution of semiconductor detectors or calorimeters can
provide insights into their relative performance. This is due to their ability to precisely localize the
interaction point of the incoming radiation within the detector volume, resulting in improved spatial
resolution and subsequently enhanced energy resolution. In comparison to traditional semiconductor
detectors, 3D pixel detectors often exhibit narrower FWHM values, indicating higher energy
resolution. The energy resolution of 3D pixel detectors can vary depending on the specific design,
material, and application. However, typical energy resolutions for 3D pixel detectors can range from
around 1% to 0.1% FWHM for X-ray and gamma-ray detection. In some cases, even better energy
resolutions have been achieved in research and development settings. It's important to note that these
values are approximate and can vary based on the specific implementation and conditions.

Mele F et al. conducted a study on advancements in High-Energy-Resolution CdZnTe Linear Array
Pixel Detectors with Fast and Low Noise Readout Electronics, achieving an energy resolution of
approximately 0.96% FWHM [6]. In a separate study, Wen Li et al. investigated the energy resolution

limiting factors of multi-pixel events in 3D position-sensitive CZT gamma-ray spectrometer, achieving
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an energy resolution of about 1.8~1.9% FWHM at 662 keV [7]. Moreover, Seiichi Yamamoto et al.
explored an ultrahigh spatial resolution radiation-imaging detector using 0.1 mm x 0.1 mm pixelated
GAGG plate combined with a 1 mm channel size Si-PM array, achieving a 0.31-mm FWHM for Am-
241 [8]. Gu Y et al. studied a high-resolution, 3D positioning cadmium zinc telluride detector for PET,
achieving a spatial resolution of 0.44+0.07 mm in the direction orthogonal to the electrode planes.
Measurements based on coincidence electronic collimation yielded a point spread function with 0.78
+ 0.10 mm FWHM [9]. Furthermore, William R. Kaye, in his Ph.D. thesis, reported the performance
of HPGe at approximately 0.2% FWHM at 662keV. And further, the energy resolution of pixelated
CdZnTe for gamma rays was found to be 0.36% FWHM at 2614 keV [10].

Energy resolution of pulsed neutron beam provided by the ANNRI beamline at the J-PARC/MLF in
the single-bunch mode, is better than about 1% between 1 meV and 10 keV at a neutron source
operation of 17.5 kW [11]. Yvan A. Boucher in his thesis reported A137Cs spectrum from the HPGe
detector showing an energy resolution of 0.30% FWHM at 662 keV [12]. In addition, the spatial
resolution of semiconductor pixel detector in [13] is 99.3 um which is according to detection efficiency
about 0.1% for 4MeV neutrons. Also, with the state-of-the-art readout technology, the Orion Group at
the University of Michigan consistently achieves single-pixel events energy resolutions below 0.40%
FWHM at 661.7 keV for most direct-attachment CdZnTe detectors. Hence, it is possible to reduce the
weight and size of hand-held, 3-D CdZnTe devices at a small cost of energy resolution (<0.1%) and
calibration time [14].

However, there are some other semiconductor detectors with energy resolutions below 1% FWHM
include:

— Silicon Drift Detectors (SDD) which are semiconductor detectors commonly utilized in X-ray
spectroscopy and other applications requiring high energy resolution. The energy resolution of SDDs
has been the subject of various research papers. As a case in point, Striider L. et al [15] discusses the
development of SDDs for electron microscopy applications, reporting that the energy resolution of an
SDD was enhanced from 152 ¢V at Mn K o, with a 3.5 mm2 small SDD operated at -20°C, to less
than 5 electrons (rms) in 2008 at 100,000 counts per second for a 10 mm2 active area [15-16].

— Germanium Detectors: High-purity germanium (HPGe) detectors are known for their excellent
energy resolution, making them suitable for gamma-ray spectroscopy in nuclear physics and materials

analysis. Roques, J. P. et al discusses the radiation hardness of 3D silicon radiation detectors and their
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use in High Energy Physics (HEP) experiments. They highlight the superior radiation tolerance of 3D
detectors compared to planar sensors, among other advantages [17]. Another researcher Lee, | Y
explains that Germanium detectors provide significantly improved energy resolution in comparison to
sodium iodide detectors, as explained in the preceding discussion of resolution. Germanium detectors
produce the highest resolution commonly available today [18]. Additionally, Zeng, Z. compares the
energy resolution of a broad-energy germanium detector with semi-coaxial HPGe detectors. They
show that the broad-energy germanium detector can achieve a better energy resolution than semi-
coaxial HPGe detectors [19].

— CdznTe Detectors: Cadmium Zinc Telluride (CdZnTe) detectors are used in medical imaging,
security screening, and nuclear spectroscopy due to their high energy resolution and room temperature
operation. Mele F et al discusses the development of CdZnTe detectors for medical, astrophysical, or
industrial applications. They report that the energy resolution of a CdZnTe detector was measured to
be 782 eV FWHM (1.3%) on the 59 keV line at room temperature (+20 °C) using an uncollimated 241
Am [20]. Another researcher Wang, S. et al. reports that the energy resolution of a CdZnTe detector
was better than 5% (FWHM) at 59.5 keV and better than 1.2% (FWHM) at 662 keV [21].

— Scintillation Detectors with Photomultiplier Tubes (PMTSs) can achieve energy resolutions below
1% FWHM, making them useful in gamma-ray and X-ray spectroscopy. These detectors are
commonly used in various fields such as medical imaging, materials analysis, and nuclear physics due
to their high energy resolution capabilities.

For 3D pixel detectors, as mentioned previously, the energy resolution is often better than 1 %, even
reaching 0.1%. For example, Robertson JG et al. proposed a universal energy response model for
determining the energy resolution of a detector based on the assumption that the energy response can
be described by a Gaussian function. The model was tested on various detectors, including high-purity
germanium, sodium iodide, and liquid argon detectors, with results showing that the model is accurate
and can be used to determine the energy resolution of a detector with an uncertainty of less than 1%
[22, 23]. Moreover, Oonuki, K. et al. developed a thick CZT detector with a thickness of 0.5 cm for
rare event and low-background searches, including neutrino less double beta (Ovpp) decay, low-energy
nuclear recoils, and coherent elastic neutrino-nucleus scattering. The detector features an excellent
energy resolution, low detection thresholds down to the sub-keV range, and enhanced background

rejection capabilities. The energy resolution of these detectors is about 0.1% FWHM in the region of
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interest around QPP = 2039 keV [24] (Fig. 1). Besides, a P-type point contact (PPC) germanium
detector used in rare event and low-background searches also achieved an energy resolution of about

0.1% FWHM, with similar results to those mentioned previously [24, 25].

Fig. 1. Photo of the pixel detector. The detector has dimensions of 23.7 x 13.0 mm? and a thickness of
0.5 mm. The cathode surface is shown in the picture [25].

To comparing this feature, a universal energy response model has been proposed for determining the
energy resolution of a detector. The model is based on the assumption that the energy response of a
detector can be described by a Gaussian function. The model has been tested on a variety of detectors,
including a high-purity germanium detector, a sodium iodide detector, and a liquid argon detector
[22].

Radiation Tolerance

High energy physics experiments often involve high radiation levels. Comparing the radiation
tolerance of 3D pixel detectors with other detectors, such as silicon strip detectors or gas-filled
detectors, can demonstrate their suitability for use in such environments.

Dalla Betta G-F et al. discuss the radiation hardness of 3D silicon radiation detectors and their
application in High Energy Physics (HEP) experiments, emphasizing the superior radiation tolerance
of 3D detectors compared to planar sensors, along with other advantages [26]. Also, Dalla Betta G-F
et al. present another study reviewing silicon radiation detectors, with a focus on fabrication aspects.
They discuss the evolution of silicon radiation detectors from planar to 3D sensors and emphasize the
advantages of 3D sensors, including their superior radiation tolerance [2]. Y. Dieter et al. compare the
radiation tolerance of passive CMOS sensors with conventional planar sensors, demonstrating that
passive CMOS sensors are radiation tolerant and can withstand a fluence of 1 x 1016 neg/cm2, the

expected fluence for the future innermost ATLAS pixel detector layer. They also show that the
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performance of passive CMOS sensors in terms of noise and hit-detection efficiency is comparable to

that of conventional planar sensors [27].

Efficiency

The efficiency of a detector in capturing and registering radiation events is an important performance
metric. Comparing the efficiency of 3D pixel detectors with other detectors, can highlight their relative
performance in detecting radiation.

van der Sar et al. discusses the potential silicon photomultiplier (SiPM)-based scintillation detectors
in photon-counting computed tomography (PCCT) scanners, as an alternative to CdTe and CZT
detectors. They investigate fast SiPM-based scintillation detectors for X-ray photon-counting
applications and compares their energy response and count rate performance with other detectors. The
results demonstrate that the SiPM-based scintillation detectors exhibit higher detection efficiency than
scintillation detectors and photomultiplier tubes [28]. Furthermore, in another study, van der Sar et al.
review silicon radiation detectors, focusing on fabrication aspects. They discuss the evolution of silicon
radiation detectors from planar to 3D sensors and highlight the advantages of 3D sensors, including
their superior radiation tolerance. However, they do not compare the efficiency of 3D pixel detectors
with other detectors [29]. Additionally, lida, H. et al. compares the performance of a pixelated CdZnTe
detector with a conventional scintillation detector, demonstrating that the CdZnTe detector exhibits

higher energy resolution and detection efficiency than the scintillation detector [30].

Material Budget

In high energy physics experiments, minimizing the material budget of detectors is essential to reduce
multiple scattering and energy loss. Comparing the material budget of 3D pixel detectors with other
detectors, such as wire chambers or calorimeters, can demonstrate their advantages in minimizing
material interactions [31].

In comparing the material budget of 3D pixel detectors with other detectors such as wire chambers or
calorimeters, it's important to consider the amount of material present in the detector system, as this
can affect the interactions of particles and the overall performance of the detector [32].

3D pixel detectors typically have a low material budget due to their compact design and use of

semiconductor materials. The thin active layers of the detector contribute to minimizing the amount of
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material particles must traverse before interacting with the detector. This low material budget is
advantageous in high-energy physics experiments as it reduces multiple scattering and energy loss,
allowing for more accurate measurements of particle trajectories and energies [33].

In contrast, wire chambers, which consist of arrays of thin conducting wires, and calorimeters, which
absorb and measure the energy of particles, can have higher material budgets. Wire chambers contain
a larger amount of structural material due to the wires and support structures, while calorimeters often
incorporate dense absorber materials such as lead or tungsten [34].

The lower material budget of 3D pixel detectors can be particularly beneficial in experiments where
minimizing material interactions is critical for achieving precise measurements of particle properties
and interactions. Additionally, in applications where space is limited or minimizing the impact of the
detector on the particles being measured is important, the low material budget of 3D pixel detectors
can be advantageous [35-36].

For high-energy physics experiments and other applications where material budget is a concern, the
comparison of material budgets between 3D pixel detectors, wire chambers, and calorimeters is an
important factor in selecting the most suitable detector technology for the specific experimental
requirements.

By comparing these performance factors, we can evaluate the strengths and limitations of 3D pixel
detectors relative to other commonly used radiation detectors in high energy physics experiments. This
comparison can inform the selection of detectors based on the specific requirements of the experiment

and contribute to the advancement of radiation detection technologies in the field.

Discussion

Medical Imaging and Industrial Applications

3D pixel detectors can be used for various medical imaging modalities, such as X-ray, computed
tomography (CT), positron emission tomography (PET), and single photon emission computed
tomography (SPECT). These modalities use different types of radiation sources and detection
mechanisms to produce images of the internal structures and functions of the human body [1].

The choice of one clinical device over another is influenced by technical disparities among the
equipment, such as detection medium, shorter scan time, patient comfort, cost-effectiveness,

accessibility, greater sensitivity and specificity, and spatial resolution [1].
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In [2] Silicon radiation detectors, a special type of microelectronic sensor, are reviewed for their
fabrication aspects. They can directly convert radiation into an electrical signal, ready to be processed
by an electronic circuit. In conventional planar detection structures, photon absorption efficiency is
limited by the thickness of the detector, which is itself limited by charge transport properties in the
chosen material [37]. The evolution of detector technologies has been mainly driven by the ever-
increasing demands for frontier scientific experiments [2]. The effectiveness and precision of disease
diagnosis and treatment have increased, thanks to developments in clinical imaging over the past few
decades. This is due to the huge development and progression of science steadily in imaging modalities
[1]. Al has been incorporated with diagnostic and treatment techniques, including imaging systems.
Its applications aided in manipulating sophisticated data in imaging processes and increased imaging
tests’ accuracy and precision during diagnosis [1,37,38].

DESIGN AND FABRICATION

Beside comparing the performance of 3D pixel detectors with other types of radiation detectors, other

features and fabrication methods could also be compared as follow.

n* trmgh

p* trench

p Si sensor wafer

p**Si handle wafer

metal (after thinning)

Fig. 2. 3D-trenched-electrode pixel: (A) schematic cross-section; layouts of two adjacent pixels of 55
x 55 umz2 size in (B) existing device and (C) proposed device [39].
Boughedda A. et al. discusses a design modification to an existing 3D-trenched pixel detector aimed

at improved fabrication yield (Fig. 2). The device concept is studied and its performance is evaluated
by TCAD simulations, in comparison to the existing one. The modified design features a less uniform
electric field distribution but is expected to yield good timing performance and high radiation
tolerance. The results show potential for the proposed design but besides highlight some drawbacks,

such as less uniform electric field distribution [39].
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Anderlini L. et al. reports on the development, production, and characterization of innovative 3D
diamond sensors achieving 30% improvement in both space and time resolution with respect to sensors
from the previous generation (Fig. 2). This is the first complete characterization of the time resolution
of 3D diamond sensors and combines results from tests with laser, B rays and high energy particle

beams (Fig. 3) [40].
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Fig.3. (A) schematic representation of the generic 3D axb rectangular elementary cell. (B) projection
of the cell on the transverse plane. (C) electrical model of a single cell [40].
G. W. Deptuch et al. discusses the vertically integrated photon imaging chip (VIPIC1) pixel detector

(Fig. 4), a stack consisting of a 500-um-thick silicon sensor, a two-tier 34-um-thick integrated circuit,
and a host printed circuit board (PCB) [41].

Fig. 4. A cross-section of the Ni-DBI bonding connection between the sensor diode and the pixel
electronics of the VIPICL1 chip [41].
Liu, P. et al., introduces a new technique for luminosity measurement using 3D pixel modules. The

technique has been tested using 2016 and 2017 ATLAS data at a collision energy of 13 TeV, and its

integration into the comprehensive luminosity analysis is progressing well [42].
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Fig. 5. 3D pixel layouts, showing pairs of adjacent pixels [43].
3D pixel detectors have shown some unexpected and notable outcomes in various applications. For

instance, the fabrication yield improved by a design modification to an existing 3D-trenched pixel
detector at [39]. Also, the 3D silicon sensor technology has been chosen to instrument the innermost
pixel layer of the ATLAS Inner Tracker at CERN, which is the most exposed to radiation damage.
This is due to its superior radiation hardness [43]. In addition, three foundries (CNM, FBK, and
SINTEF) have developed and fabricated novel 3D pixel sensors to meet the specifications of the new
ITk pixel detector for ATLAS Inner Tracker Upgrade (Fig. 5). These are produced in a single-side
technology on either Silicon On Insulator (SOI) or Silicon on Silicon (Si-on-Si) bonded wafers by
etching both n- and p-type columns from the same side [43]. Furthermore, different applications have
benefited from advancements in 3D detector technologies. For instance, new micro-dosimeters that
can measure the linear energy transfer (LET) of ionizing particles at cellular levels were developed
recently (Fig. 6). At the same time, highly efficient neutron detectors with trenches or 3D detectors
made in diamond were developed by several research groups around the world too [44-46].

The emerging technologies and future trends in 3D pixel detector radiation detection technology
include advancements in detector materials, such as the development of novel semiconductor materials
with improved radiation detection capabilities and reduced noise levels. Additionally, there is ongoing
research in the optimization of readout electronics to enhance the sensitivity and precision of radiation
detection. Furthermore, advancements in data acquisition systems are enabling higher data throughput
and improved signal processing for more accurate and efficient radiation detection. These
developments are driving the evolution of 3D pixel detector technology towards higher performance

and broader applications in fields such as medical imaging, security screening, and scientific research
(Fig. 7).
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(c,d) and backside (e) from ATLAS Forward Proton(AFP) production [44].
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Conclusion

In conclusion, the comparative performance analysis of 3D pixel detectors and commonly used
radiation detectors in high energy physics and imaging demonstrates the potential advantages of 3D
pixel detectors in terms of spatial resolution, radiation hardness, and efficiency. The results suggest
that 3D pixel detectors show promise for improving the precision and quality of data acquisition in
high energy physics and imaging applications. However, further research and development are needed
to fully realize their potential and address any remaining challenges. Overall, this analysis contributes
to the ongoing exploration of advanced detector technologies for enhancing scientific research and
medical imaging.
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Abstract

Natural radioactive materials are typically found in the water, air, and soil. In all building materials
including concrete, brick, granite, and marble stones, etc., there are natural radionuclides from the K-
40, and decay series of U-238, Th-232, and. Measurement of these radionuclides are important for
human health and for radiation protection. This study aimed to determine the activity of thorium-232,
potassium-40, cesium-137, and radium-226 radionuclides in six samples of granite, and marble stones
obtained from Neyriz City, Fars Province.

Neyriz City in the Fars Province has many stone mines. For example, an active marble mine in this
city extracts 2,500 tons per month, producing approximately 650-700 tons. The stones produced in
this city are exported to most parts of Iran, and also other countries, such as China and India.

In the first step, the stone samples were grounded to obtain a completely uniform sample, they were
placed in suitable Marinelli containers and then examined and analyzed using gamma spectroscopy. A
high-purity germanium detector was used to measure radionuclides.

The maximum activities measured for Thorium-232, Potassium-40, and Radium-226 are 11.76,
1215.55, and 29.96 Bg/kg, respectively, which were measured in the granite stone sample no.3. For
Cesium-137, no activity higher than the minimum detectable activity of the detection system was
observed in any stone sample. The maximum effective dose rate absorbed in the air caused by natural
radionuclides was calculated in one of the granite stones as 111 nGy/h.

Keywords: HPGe, Granite, Marble, Natural Radioactive, NORM, Gamma Spectroscopy

Introduction

Radioactivity is defined as the process of spontaneous decay and transformation of unstable nuclei into
stable nuclei. Radioactive materials can be of natural or artificial origin [1]. Natural radionuclides
include the decay chains of U-235, U-238, and Th-232, as well as K-40. Natural materials containing

these nuclei are known by the NORM1 [2]. The concentration of natural radioactivity is important

! Naturally Occurring Radioactive Material

34



International Conference | .
on Nuclear o
Science and Technology v (| _—

from the point of view of health physics [3]. Natural radionuclides are found in water, air, and soil, so
it is obvious that they are present in all building materials such as concrete, brick, sand, stone, etc.
Marble is a metamorphic stone mainly composed of calcite and other minerals. Any limestone with a
polishable surface is called marble and is mostly used as a wall and floor covering in houses. Because
this stone is generally composed of sediments, it may contain some amount of radioactive material.
Granite is a hard igneous stone that usually has a medium to coarse grain. Granites are suitable as
construction and decorative materials for internal and external use [4].

Granite and marble are widely used as building materials in Iran and the world. Due to the presence of
natural radionuclides in them, it is important to determine the activity concentration of these substances
and to determine the radiation exposure of people. In the field of determining natural radioactivity,
many investigations have been conducted in Iran, including in Golestan province, Fars province, the
fields of the Parsian operational area, around Tehran city, Arak, Hoviezeh, Kerman, and Ramsar [5-
12].

Similar investigations have been conducted in other countries of the world, including the Netherlands,
Bangladesh, Ireland, Iraq, and Qatar, to determine the natural activity in soil or building materials [13-
17]. There are three natural radioactive chains in nature, which are Uranium-235, Uranium-238, and
Thorium-232[18]. Radon gas which is produced in natural decay chains, is the most important cause
of internal exposure to people. Internal exposure to alpha particles occurs through inhalation of radon
gas. Radium-226 is present in all rocks and soils in varying amounts. the activity of 226Ra in natural
samples 1s determined by measuring the y ray emitted from its progeny, like 214Bi, and 214Pb,
provided that the 226Ra- 222Rn secular equilibrium has been established [19].

The purpose of this research was to determine the amount of natural, and artificial radioactivity of
marble and granite stones used in Neyriz city of Fars province and also to evaluate the dose of people

in the houses where these stones were used for their construction.

Research Theories

Gamma Spectroscopy:

The stone samples were prepared from Neyriz city, which included three samples of marble and three
samples of granite. The collected samples were crushed and dried to remove moisture and passed
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through a mesh of a specific size and homogenized. Each sample was weighted and transferred to a
clean and dry Marinelli container. Then they were sealed and kept for 8 weeks to reach equilibrium.
Efficiency calibration was done by using a reference material, provided by the International Atomic
Energy Agency, i.e. RGTh. The background measurement was performed for 327,600 seconds in the
absence of any radiation source using an HPGe detector.

The activity of six samples after reaching the secular equilibrium was measured using an HPGe
gamma-ray spectroscopy system. The activity value of Ra-226 was calculated from the peaks of Pb-
214 and Bi-214. The activity of K-40 was obtained from the peak with the energy of 1461 keV of this
radionuclide, and the peaks of Pb-212, Ac-228, and TI-208 were used to calculate the activity of the
Th-232 chain.

Dosimetry quantities:

Quantities to evaluate the amount of natural radiation of building materials:

Radium equivalent activity

It is useful to obtain the radiological risk of the building materials, which is obtained from Eq. 1.

Eq.
1
In this equation, ATh is the specific activity of thorium-232, ARa is the specific activity of radium-

B
Raeq(é) = (App * 1.43) + Apg + (Ag * 0.77)

226, and AK is the specific activity of potassium-40. The amount of activity equivalent to radium for
the samples should be less than 370 Bg/kg [20-22].

Effective absorbed dose rate

The effective absorbed dose rate from natural gamma radiation in the air at a distance of one meter
from the ground surface is calculated using Eq. 2.

. (nGy Eq.
D (T) = 0.462Cy + 0.604Crp, + 0.0417Cx 2

where the C coefficients of the activity of each substance are in terms of Bg/kg, the permissible limit
of this coefficient is 80 nGy/h [23, 24].

Annual effective dose

After calculating the dose using Eqg. 2, the annual effective dose can be obtained using Eq. 3.

/G h
AED (m—sv) =D (n y) « 8760 (—) £0.7%0.8 %1076 oy
y h y 3
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That the conversion factor of absorbed dose in the air to effective dose is 0.7 and the occupation factor
indoor is 0.8. The amount of AED should be less than 1 millisievert per year [23-25].

Gamma activity concentration index

This index related to the annual dose is due to gamma radiation caused by surface material, whose
value should be less than 6 for surface materials such as tiles and less than 1 for bulk materials. This
index is obtained using Eq. 4 [26, 27].

I =ARa Arn Ak Eq.
Y7150 ' 100 ' 1500 4

Internal hazard index
The amount of internal exposure of radon and its daughters is quantified with this coefficient shown
in Eq.5. For safe use of material in the building, this quantity should be less than one [28,29].

_Ara  Arn | Ak

o Eg.5
Hint 185 T 259 T 2810 d

External hazard index
The external hazard index can be determined by Eqg. 6. If this index is less than one, the risk of natural
external exposure will be negligible [28,29].

Ara  Arn | Ak Eq.
_ _ 370 © 259 = 4810 S 6 _
In this section, the summary of the theoretical basis should be given, if any. Here, you can cite

Heye =

handbooks or classical papers in the field, and use equations, if necessary. Do not use equations that
are common knowledge.

RESULTS AND DISCUSSION

Based on the results, the MDA values for Th-232, Ra-226, and K-40 were found to be obtained 0.9692,
1.2529, and 1.2056 Bqg/kg respectively. The types of detected natural radioactive nuclei and their
activity levels are shown in Table 1.

Table 1. Detected natural radioactive nuclei in each sample and their specific activity

Th-232 Ra-226
Sample K-40 (Ba/kg) (Bg/kg) (Ba/kg)
Marble 5.45+2/33 *2 20.42+4.52
no.1l
Marble 7.26+2.69 * 17.48+4.18
no.2
Marble 4.4+2,09 * 19.98+4.47

2The values marked with * mean that the activity value is less than the minimum detectable activity value.
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no.3
Granite 2.81+1.67 *
no.1
Granite 7.542.74 2.71+1.65
no.2
Granlte 1215.55+34.86 76.118.72 29.965.47

The highest specific activity of Ra-226 was observed in granite sample no.3 with value of 29.96+5.47

Bag/kg. While in granite sample no.1, the amount of this radionuclide was lower than the minimum

detectable activity amount. The activity of the thorium-232 chain in most of the samples was lower

than the MDA value, except granite sample no.3. In granite sample no.3, the amount of potassium-40

was significantly high and its value was measured as 1215.55+£34.86 Bg/kg, while in other samples it

was almost in the average value of 5.5 Bg/kg.

The quantities used to determine the radiation risk and calculate the dose of people due to the natural

radiation of building materials are calculated for each sample and listed in Table 2.

Table 2. Evaluated quantities of natural radiation of building materials and their risk

B . nG msv
S;ren Raeq (é) D(Ty) AED (T) IY Hine Heyxt
Mar 2461 9.66 0.04 0.1 0.11 0.05
ble - 1 7 40 2 6
0.1 1486 +2.0 +0.0 +0. +0.0 +0.0
7 1 03 2 1
Mar 23.07 8.37 0.04 0.1 0.09 0.04
ble 0 9 1 21 6 9
0.2 14,66 +1.9 +0.0 +0. +0.0 +0.0
2 1 03 2 1
Mar 2336 9.41 0.04 0.1 0.10 0.05
ble 3 4 6 36 9 5
103 1475 +2.0 +0.0 +0. +0.0 +0.0
) ) 5 1 03 2 1
Gra 0.11 0.00 0.0 0.00 0.00
nite 2.164 7 1 02 1 1
no.1 +1.28 +0.0 +0.0 +0. +0.0 +0.0
’ 7 003 001 003 003
Gra 1.56 0.00 0.0 0.01 0.00
nite 8.485 5 8 23 6 9
0.2 +2.67 +0.7 +0.0 +0. +0.0 +0.0
’ 6 03 01 09 04
Gra 1074. 110. 0.54 1.7 0.70 0.62
nite 771 500 2 71 9 8
103 +127. +5.9 +0.0 +0. +0.0 +0.0
) 57 8 3 09 4 4
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In most cases, all parameters are below the limiting levels, except for granite no.3. Although in this
sample, the equivalent activity of radium and effective absorbed dose rate are higher than the
permissible limit, the annual effective dose rate is lower than the permissible limit for ordinary people.
In addition, the Hint and Hext indexes are lower than the limited level for this sample. For granite no.3
the gamma activity concentration index is less than the limited level for surface materials like tiles but
this index is higher than the limited level for bulk material. The lowest measured parameters belong to
granite sample no.1, all of which are less than limited levels.
All parameters for marble stones are almost equal and their variation is negligible.

Conclusions

In this research, the radionuclides present in 6 samples of marble and granite stones used in Neyriz
city of Fars province were identified using gamma spectroscopy using HPGe semiconductor detector,
and their activities were determined. The maximum activity of Ra-226, Th-232, and K-40 was
observed in granite sample number 3, and their values were 29.96+5.47, 76.11+8.72, and
1215.55+34.86 Bq/kg, respectively. Except for one granite sample, the activity of the thorium-232
chain was lower than the MDA value. Also, the activity value of radium-226 in granite sample no. 1
was lower than this value. VValues higher than MDA for cesium-137 were not observed in any sample.
To check the amount of natural radiation of building materials and determine the amount of risk caused
by them, it is recommended to calculate parameters such as radium equivalent activity, annual effective
dose rate, gamma activity concentration index, internal hazard index, and external hazard index.
Criteria and permissible limits are defined for each of the parameters. These parameters were
calculated for each sample of marble and granite, and most of the samples were within the allowed
range in terms of the amount of natural radioactivity. Although granite sample no.3 had an activity
equivalent to radium exceeding the permissible limit, could be used as a building material due to the
annual dose limit being lower than the permissible limit recommended by ICRP-60 for ordinary
people. Based on the gamma activity concentration index, granite sample 3 should be used as tiles for
the building. It is noticeable, that the granite sample no.3 measurement was repeated due to the
significant high natural activity and confidence in the results, and the same results were obtained again.
It is suggested that dosimetry be done for the workers and workplace of this stone’s mine to ensure the

workers' safety and prevent occupational exposure exceeding the permissible limit.
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Abstract

Accurate dosimetry calculations are essential in nuclear medicine for optimizing patient care and
safety. This study compares dosimetry calculations using the Monte Carlo (MC) method and the
Medical Internal Radiation Dosimetry (MIRD) method for three radiopharmaceuticals administered to
an adult female patient undergoing SPECT imaging. The absorbed doses in various organs were
evaluated, with the MC method showing higher absorbed doses in the kidneys and liver, while the
MIRD method predicted higher absorbed doses in the thymus, liver, and kidneys. The differences in
dose estimations between MC and MIRD methods were 11.57% and 1.70% for the 9mTc-HMPAO
and 99mTc-DMSA, respectively. The effective doses calculated by the MC method were 13.68mSv
and 5.27mSv, while the MIRD method vyielded slightly different results with effective doses of
15.47mSv and 5.18mSv. The study concludes that MC calculations provide a more accurate
representation of absorbed doses compared to the MIRD method, emphasizing the importance of
accurate dosimetry in nuclear medicine. The MC method outperforms the MIRD method in predicting
absorbed doses, making it a valuable tool for optimizing radiation therapies and improving patient
outcomes.

Keywords: Absorbed Dose, SPECT imaging, 99mTc-HMPAO, 99mTc-DMSA, MIRD method,
Monte Carlo simulation.

Introduction

Nuclear medicine is crucial for improving healthcare, particularly in cancer treatment. Tomographic
methods are used to determine activity distribution, and as new radiopharmaceuticals are introduced,
the importance of nuclear medicine will continue to grow. Internal dosimetry calculates absorbed dose
distribution within tissues, with SPECT images providing precise three-dimensional distributions.
Biodistribution and imaging techniques are essential for absorbed dose calculations, which must be
assessed individually for each patient due to patient-specific parameters[1]. The Medical Internal

Radiation Dosimetry (MIRD) committee standardized methods for absorbed dose calculations, but
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alternative methods are needed for diagnostic and therapeutic applications[2,3]. The Monte Carlo
(MC) method involves computationally intensive calculations, while simpler calculations are used in
MIRD methods. Studies have evaluated dosimetry for different radiopharmaceuticals, such as 111In
and 90Y, and 18F-FDG for PET imaging, showing differences in calculated doses between MC and
MIRD methods. Voxel-based dosimetry methods have been utilized to enhance therapeutic efficacy,
and studies have compared different methods for estimating internal doses with promising results.
Flux et al. evaluated the patient's dosimetry for the administered activity of 185 MBq of 111In on day
zero, and 7.4-15 MBq/kg of 90Y on day 7. The study found that 90Y remained in the blood and target
organs longer than 111In. The red marrow absorbed a median dose of 0.97 Gy for 90Y, and there was
no correlation between hematological toxicity and the absorbed dose in the red marrow[1]. Ezzati et
al. calculated the dose factors of 18F-FDG for patients undergoing PET imaging, revealing variations
in calculated doses between MC and MIRD for different organs[4].

Kim et al. utilized personalized voxel-based dosimetry employing S-value techniques to assess the
efficacy of 177Lu-DOTATATE therapy. They compared the accuracy of single- and multiple-voxel
S-value methods through MC simulations, and validated the latter using a single-photon emission
computed tomography dataset. The precision of the methods increased with the utilization of more
dose kernels. The findings revealed that single voxel S-values and 20 voxel S-values exhibited average
dose estimation errors of less than 6%, while organ-based dosimetry using OLINDA/EXM had errors
of up to 123%. This suggests that voxel-based dosimetry techniques have the potential to enhance the
therapeutic outcomes of 177Lu-DOTATATE and facilitate the investigation of tumor dose responses
[5].

Accurate dosimetry calculations are crucial for therapeutic effectiveness and reducing radiation
exposure, with the S-value and MC methods being commonly used techniques. This study aims to
compare the accuracy of the MC and MIRD methods for absorbed dose calculations of specific
radiopharmaceuticals in an adult female patient after SPECT imaging, with the goal of improving

patient care and radiation safety in nuclear medicine practices.
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Research Theories
Monte Carlo Method:
The MCNPX 2.7 code used MC simulation as a dosimetry method to accurately assess absorbed dose
distribution by considering radionuclide and tissue density distributions. The study involved a female
MIRD phantom undergoing SPECT imaging with 99mTc-HMPAO and 99mTc-DMSA
radiopharmaceuticals. The administered activity for each radiopharmaceutical in SPECT imaging was
740 MBq for 99mTc-HMPAO and 185 MBq for 99mTc-DMSA[6-8]. Biokinetic data from ICRP
publications were utilized for calculating absorbed doses[9]. The tablel below shows the cumulative
distribution of radiopharmaceutical activity for each SPECT imaging. The biokinetic model estimated
the distribution and metabolism of each radiopharmaceutical in the body. Each simulation considered
500 million particle histories, and the maximum uncertainty was below 1%.

Table 1. Activity distribution data for 99mTc-HMPAO, and 99mTc-DMSA.

L Ag/A
Radiopharmaceutical Activity Organs S((]) ’
receives
[9]
Brain
Thyroid 0.41
Lung 0.043
Stomach wall 0.71
Small intestine wall 0.047
Upper large intestine 0.20
wall 0.065
99mTc-HMPAO 740 MBq Lower Ia:,rvge”mtestme 00.02540
Small intestine contents 0.32
Upper large intestine 0.16
Lower large intestine 0.62
Kidneys 0.46
Urinary bladder 0.51
Red marrow 3.0
Other organs
Kidneys
Urinary bladder 3.7
Liver 0.42
99mTc-DMSA 185 MBq Spleen 0.40
Total body (excluding 0.040
urinary bladder 6.8
contents)
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The cumulative activity was determined using Equation 1, where A(u) represents the activity in the

source organ at time u.

A= fOOA(u) du (D)
The activity distribution of the patignt following 99mTc-DMSA injection was obtained using a kidney-
bladder biokinetic model. To quantify the cumulative activity in the urinary bladder during the first
bladder filling T},, Equation 2 was used. Calculating the absorbed dose in the bladder is more complex
than in a static organ. The ICRP recommends a urinary voiding interval of 3.5 hours for adults.
Equation 2 takes into account various factors such as biological constant A;, radioactive decay constant
A, fraction of excreted activity eliminated through the kidneys f£,., and fraction of administered activity

a; with component i.

i y TN g (1_e"1pTV_1_e-(/'li+/1p)TV) 1 @)
UB r Li=1%; 1 Aty 1—e~Aitip)Ty

To calculate the cumulated activity of 9mTc-HMPAO, the gastrointestinal tract, biliary excretion,
and liver biokinetics model were applied [9]. It was assumed that the patient did not ingest any activity,
and the radiopharmaceutical entered the small intestine via the liver and gallbladder. Equation 3

describes the activity in other organs during radiopharmaceuticals' decline or buildup.

Ag(t) _ n+m . yn C_Ti -in(2 | —in(2)
Ao s jn+1 % =1 {al T—Tj [eXp(Ti.eff t) eXp<Tj.eff t)]} (3)

Assuming that the total accumulated activity is A (MBq) and the dose for a unit of administered activity
is E(MeV/g), the absorbed dose (Gy) in the organs mentioned above was calculated using Equation 4,

which can be represented as:

MeV

= AF (MY -13_J_ 38 _ -10 » AE (-
DO—AE(gS)x1.6><10 G X10°E =16x107° x AEGD) (@)

kg's

The whole-body effective dose for the patient is calculated using Equation 5, where Wy represents the
tissue weighting factor and Hy represents the equivalent dose to the tissue.

Hg =YX Wr Hr ®)

MIRD Method:

In the MIRD method, Equation 6 is used to calculate the dose to an organ that is exposed to radiation

from both the activity and surrounding organs:
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D=4,S (6)

Here, A, represents the cumulative activity, and S is the absorbed dose per unit cumulated activity (S-
value). The S-value is determined by the sum of A® for each organ, as shown in Equation 7:
S=YAD (7)

The calculation of S involves the summation of y;, E;, and ®; (1 « 15), as given in Equation 8 [10]:
S=2%iYi E ®i(rp < 1%) (8)

The Specific Absorbed Fraction (SAF), denoted by Y. A®, and the yield y; (measured in unit (#))

are presented in reference data using the MIRD formalism. Finally, the dose D (Gy) for several source
regions is calculated using Equation 9 [11]:

D(Gy) = EsA; (r5) - S(rp < 1) 9)

Each source organ is calculated separately.

Results and Discussion

Monte Carlo Method:

Table 2 displays the absorbed doses of various organs in a patient who has received injections of
radioisotopes: 99mTc-HMPAO and 99mTc-DMSA. The doses were determined through MC
simulation, indicating that specific organs absorbed higher doses.

Table 2. Absorbed doses (Gy) of patient organs after injection of 99mTc-HMPAOQO, and 99mTc-
DMSA (MC results).

Organs Absorbed dose (Gy)
99mTc-DMSA 99mTc-HMPAO

Trunk 1.13E-03 2.88E-03
Head 2.07E-04 5.55E-04
Adrenals 3.46E-03 8.25E-03
Uterus 8.10E-04 4.31E-03
Thymus 4.75E-04 8.66E-04
Spleen 3.12E-03 7.32E-03
Pancreas 2.65E-03 6.08E-03
Kidney 1.99E-02 4.88E-02
Heart 8.11E-04 1.57E-03
Gall bladder 2.18E-03 5.03E-03
Stomach 1.54E-03 3.44E-03
Lung 7.81E-04 1.52E-03
Colon 1.13E-03 3.03E-03
Small intestine 1.43E-03 3.57E-03
Breasts 3.59E-04 6.69E-04
Ovaries 8.22E-04 2.78E-03
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Urinary bladder 5.72E-04 1.74E-02
Oesophagus 1.07E-03 2.23E-03

Liver 1.67E-03 3.75E-03

Thyroid 4.62E-04 8.28E-04

Body skin 2.75E-04 6.33E-04

Brain 3.34E-04 3.60E-03

Salivary glands 5.64E-04 1.28E-03

Upper arm bone 6.67E-04 1.29E-03
Lower arm 4.64E-04 1.01E-03

Spine 2.58E-03 5.97E-03
Skull-cranium and Facial skeleton 3.66E-04 2.19E-03
Pelvis, Clavicles and Scapulae 1.18E-03 3.21E-03
Legs up 3.09E-04 5.84E-04

Legs down 1.79E-04 2.87E-04

Rib cage 8.95E-04 1.87E-03

Leg bone up 6.30E-04 1.20E-03

Leg bone down 4.22E-04 6.73E-04

MIRD Method:

Table 3 shows the results from the MIRD method used to calculate absorbed doses in various organs.
The MIRD method is a standard way to estimate radiation doses in the human body. The study found
that the kidneys, spleen, and adrenal glands had the highest doses of 99mTc-DMSA, and the kidneys,
urinary bladder, and gall bladder had the highest absorbed doses of 99mTc-HMPAO.

Table 3. MIRD-calculated organ absorbed doses (Gy) for two gamma decay energies of 99mTc-HMPAO, and
99MTc-DMSA (MIRD results).

Organs
99MmTc-DMSA 99MmTc-HMPAO
trunk/muscle 9.82E-04 3.97E-03
adrenals 3.01E-03 6.72E-03
uterus 1.56E-03 7.67E-03
thymus 8.11E-04 4.16E-03
spleen 2.89E-03 5.61E-03
pancreas 2.50E-03 6.73E-03
Kidney 1.38E-02 1.32E-02
heart 1.16E-03 5.37E-03
gall bladder 2.34E-03 1.06E-02
stomach 1.61E-03 5.15E-03
lungs 1.01E-03 5.85E-03
large intestine, colon 1.62E-03 9.01E-03
small intestine 1.63E-03 7.53E-03
breasts 5.55E-04 5.04E-03
ovaries 1.36E-03 7.38E-03
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urinary bladder & contents 2.42E-03 1.15E-02
liver 2.12E-03 7.47E-03
thyroid 7.57E-04 7.45E-03
skin 5.06E-04 2.12E-03
brain 5.56E-04 5.06E-03
LLI Wall 1.26E-03 7.42E-03
Total Body 1.10E-03 4.36E-03
Red Marrow 1.25E-03 4.64E-03
Bone Surfaces 1.96E-03 8.26E-03

Table 4 compares the effective dose differences between MC simulation and MIRD methods,
highlighting the importance of accurate dose calculation methods. It also emphasizes the significance

of reliable methods for calculating absorbed doses in the diagnosis and treatment of diseases.

Table 4. The MC and MIRD methods were used to calculate the effective doses of 99mTc-HMPADO,
and 99mTc-DMSA.

Calculation method Effective dose (mSv)
99mTc-DMSA 99mTc-HMPAO
MC 5.27 13.68
MIRD 5.18 15.47
Difference 1.70% 11.57%

Table 4 presents the effective doses calculated using the MC and MIRD methods for 99mTc-HMPAO
and 99mTc-DMSA. The MC method yielded effective doses of 13.68 and 5.27, while the MIRD
method yielded 15.47 and 5.18 for the same radiopharmaceuticals. The differences in calculated
absorbed effective doses for 99mTc-HMPAO and 99mTc-DMSA were 11.57% and 1.70%,
respectively. These findings emphasize the importance of selecting the appropriate method for accurate
dose calculations in nuclear medicine. Dosimetry results may vary between the MC and MIRD
methods due to factors such as the MC method's consideration of tissue heterogeneity, organ geometry,
and radiation interactions, in contrast to the simplified mathematical models and assumptions used in
the MIRD method. The accuracy of input data, computational algorithms, and energy deposition
models can also impact dosimetry results. MC simulations provide more accurate energy deposition
models compared to MIRD methods, but the complexity of calculations in the MC method can lead to
differences in dosimetry results. Both methods have their own advantages and limitations, and the

choice depends on specific application requirements, available resources, and desired accuracy.
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The study evaluated the absorbed dose of 9mTc-DMSA and 99mTc-HMPAO using the S-value and
MC methods, comparing the percentage difference between the two methods. The use of MC in
dosimetry calculations is prioritized due to its higher accuracy, despite the differences in dose
estimation. Effective doses calculated using both methods still showed good agreement, as most of the
deposited doses were caused by self-irradiation.

Previous studies by Ezzati et al. used MIRD and MC techniques to calculate absorbed doses in patients
undergoing diagnostic PET scans using 18F-FDG. The MC method was more accurate in calculating
doses compared to the MIRD method, with calculated doses being 13.02% and 11.19% lower than the
MC method for EC due to the significant effects of urinary bladder emptying on other organs.

The MCNP simulation was used to generate accurate dosimetry data and determine the best approach
for accessing radiation. The simulation results were found to be acceptable in comparison to the
measurements in the phantom study, emphasizing the importance of advanced dosimetry methods for
accurately estimating absorbed doses and optimizing radiation access.

Conclusion

We accurately calculated internal absorbed doses in adult female patients using MC and MIRD
methods for 9mTc-HMPAO and 99mTc-DMSA administration. Our findings showed that the kidney
received the highest dose in patients injected with these radiotracers. We also calculated effective doses
using both methods. Our study provides important insights into the potential risks of these diagnostic

procedures, helping healthcare professionals make more informed decisions for patient care.
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Abstract

The utilization of small-scale radiation detectors is beneficial due to their decreased sensitivity to
background radiation and diminished geometrical acceptance, making them suitable for detecting low
levels of activity. To develop a compact, portable, and cost-effective radiation detection system,
commercial silicon photodiodes, initially intended for detecting photons within the visible, infrared,
or ultraviolet ranges of the electromagnetic spectrum, can be employed. This paper presents the design
and construction of an alpha detector using the BPW46 photodiode, which features a high sensitivity
to alpha particles after removing the plastic layer from its sensitive surface. The readout preamplifier
circuit comprises a NE5532P low-noise operational amplifier, while the counter system is based on
the Arduino UNO R3.

Keywords: Alpha radiation, Arduino UNO R3, BPWA46 photodiode, Radiation detector

Introduction

Semiconductor detectors are devices used to detect and measure ionizing radiation. When radiation
interacts with the sensitive volume of a semiconductor detector, it produces a large number of electrons
and holes. These charge carriers are then moved under an applied electric field. Semiconductor
materials benefit from smaller work functions compared to gas and scintillation detectors, resulting in
a higher number of generated charge carriers [1].

In addition to application-specific semiconductor detectors such as Si and Ge detectors made in p-n
and p-i-n diode configurations [1][2], there is a possibility to use general-purpose semiconductor
devices for detection of ionizing radiation. For example, in previous studies [3-6], optical photodiodes
have been examined.

Photodiodes are semiconductor devices that generate electrical signals primarily when exposed to
visible light, ultraviolet, or infrared radiation. They consist of an intrinsic (i) semiconductor layer,
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sandwiched between two n+ and p+ layers, serving as the radiation-sensitive part of the sensor. This
configuration creates a p-i-n diode, as in Figure 1. By the absorption of light photons and the
subsequent generation of electrons and holes, the output signal is formed. Similarly, when the
photodiode is exposed to ionizing radiation, electron-hole pairs are created through processes such as
Coulomb interaction (for charged particles) or photoelectric absorption and Compton scattering (for
photons). Like specialized radiation detectors, a photodiode a radiation detector is reverse biased, as

shown in Figure 1, to increase the sensitive volume of the detector [7][8].

radiation

W

anti-reflective window

ol . . . 2 Q
3 = intrinsic Substrate | * =
o D
oS layer n-layer [ < |§

= = |®

| ‘ battery
s

Fig. 1. Schematic of a p-i-n photodiode with an intrinsic semiconductor layer sandwiched between
two heavily doped n* and p* layers. The photodiode is reverse biased by a battery supply. The anti-
reflective window provides the optical coupling of the sensor with the environment.
Charged particles, particularly heavy charged particles, may not reach the sensitive volume of the

detector due to energy loss through Coulomb interaction in the lens and filter of the photodiode. This
is why it is necessary to remove the disturbing layers from the path of radiation through physical or
chemical methods.

The energy responses of some low-cost silicon photodiode detectors, applied for various types of
radiation, including alpha particles, fission fragments, internal conversion electrons, and X-rays are
presented in [9][10]. In reference [11], Hamamatsu PIN silicon diodes, originally designed for
detecting ambient light, are repurposed for the detection and spectroscopy of alpha particles, by using
a low-noise charge-sensitive preamplifier. Reference [6] describes the application of two low-cost

silicon p-i-n diodes, BPX61 and BPW34, as portable radiation counters. The BPW34 chip is used to
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detect beta particles, while BPX61 employed to detect alpha particles after removing the entrance glass
window. In reference [12], a SFH206K-Osram photodiode and a charge-sensitive preamplifier are
proposed for detection and spectroscopy of alpha particles.

The aim of the current study is to design and construct a low-cost alpha radiation counter utilizing the
BPW46 [13] photodiode.

Materials and Methods

The signals obtained from the photodiode cannot be measured directly due to their low amplitude. A
readout circuit, comprising a logarithmic amplifier followed by a charge-sensitive amplifier, was
implemented. This circuit efficiently processes the signals, counting and displaying the number of
particles impinging on the photodiode (Figure 2) [15][14]. A comparator circuit was used to generate
logic pulses proportional to the particles detected by the sensor, to finally give the number of counts
[16]. In the proposed detection system, the threshold voltage can be adjusted using a variable resistor

to eliminate electronic noise.

Readout circuit
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Fig. 2. Readout circuit (top) and voltage comparator (down) for reading out the photodiode output
pulses. A photodiode in reverse bias is also shown. Discrimination level is adjusted by a multi-turn
potentiometer.
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The printed circuit boards were designed using the Altium Designer software with the aim of
minimizing noise. The components were arranged as close as practical to reduce the impact of input
capacitance caused by cabling, ground loops, or radio-frequency pickups. Figure 3 provides two- and
three-dimensional views of the designed preamplifier and discriminator systems. The photodiode and
electronic circuit of the preamplifier were encased in a metal box to protect from environmental light

and electromagnetic interferences.
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Fig. 3. Two- and three-diménsional views of the readout electronic circuit
software version 22.6.1.
In order to quantify the number of logical pulses, an Arduino Uno R3 was programmed in Arduino

m[:

-~

designed in Altium Designer

Integrated Development Environment (IDE) (Table 1). The functionality of the program was validated

through the Proteus simulation program.

Table 1. Program for calculating the rate of pulses.
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/I include the library code: void setup() {
#include <LiquidCrystal.h> /I set up the LCD's number of columns and rows:
/I initialize the library with the numbers of the interface pins Icd.begin(16, 2);
#include <LiquidCrystal.h> /I Print a message to the LCD.
LiquidCrystal Icd(8, 9, 4, 5, 6, 7); Icd.print("Alpha detector");
int freqCounter = 0; delay(3000);
long preMillis = 0; Icd.clear();
Icd.print("Count Per Second");
void isr() //interrupt service routine printCounting();
delay(10);
freqCounter++; attachlInterrupt(0,isr,RISING); //attaching the interrupt
} }
void loop() {
void printCounting(){
Icd.setCursor(6, 1); //6th column and second row while((millis()-preMillis)<1000);
Icd.print((freqCounter/1000)%10); detachinterrupt(0); /ldetaches the interrupt
Icd.print((freqCounter/100)%10); printCounting();
Icd.print((freqCounter/10)%10); freqCounter = 0;
Icd.print(fregCounter%210); preMillis = millis();
led.print(" "); attachiInterrupt(0,isr,RISING); //attaching the interrupt
again

To detect alpha particles using BPW46 photodiode, ?ts protective plastic layer (thickness of 0.7 mm)
needs to be removed as it prevents alpha particles from reaching the sensor sensitive area. To have an
assessment, let us assume an approximate mass stopping power (dE/pdx) of 800 MeV.cm2/g for 5.5
MeV alpha particles of Am-241 hitting mylar3. If we approximate the density of mylar to be p = 1.4
g/cm3, the linear stopping power (dE/dx) would be:

dE/dx = 800 MeV.cm2/g x 1.4 g/lcm3 = 1120 MeV/cm which means a 1120 MeV of energy loss for
each cm of mylar thickness. The thickness of the coating layer in our work is 0.7 mm, which results in
an energy loss of

1120 MeV/cm x 0.07 cm = 78 MeV

This is much higher than the initial 5.5 MeV energy of the alpha particles. It means that the alpha
particles are fully stopped in the coating layer. It should be remarked that the cover layer of the
photodiode is made of plastic, not mylar. However, by repeating the calculations for plastic, a similar
conclusion is expected.

For the case of gamma rays of C0-60, assume a linear attenuation coefficient of p~ 0.1 cm-1 for 1.17
MeV photons of C0-60. By assuming a good geometry, the percent of the gamma-ray flux passing the
plastic layer is

1/10 = exp(-px) = exp(- 0.1 cm-1x 0.07 cm) = 99.3 %

So we can conclude that the plastic layer is transparent to the gamma rays of Co-60.

3 www.ortec-online.com: Ortec Experiment 5: Energy Loss with Heavy Charged Particles
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Different physical and chemical methods are available to remove the plastic layer for alpha detection.
In this study, acetone with a purity of 99.8% was used to effectively soften and eliminate the layer.
However, there are limitations in fully removing this layer as the mechanical support of the structure
is lost and the very delicate anode wire of the photodiode will be damaged. As a result, only some

portion of the plastic layer was removed (Figure 4).

(a) (b)
Fig. 4. BPW46 photodiode (a) before and (b) after removing a portion of the plastic layer.

The whole configuration of the nuclear electronics chain for the proposed detector is illustrated in
Figure 5. Upon collision of alpha particles with the photodiode, a significant number of electrons and
holes are created which are subsequently collected to form a very weak analog signal. This signal is
then processed by the preamplifier circuit, then transferred to a discriminator circuit. The logic output
of the discriminator is then sent to a programmed Arduino module, which calculates the pulse rate.

Finally, the calculated value is displayed on a Liquid Crystal Display (LCD) screen.

Programmed
Arduino Display

Radiation Photodiode Logical pulse

Fig. 5. Scheme of the processing chain of the proposed detector system.

Results and Discussion
First to assess the electronic noise, the output of the detector was observed on an oscilloscope in the
absence of radioactive sources (Figure 6-a). The performance of the detector was evaluated by separate

check sources emitting alpha particles (Am-241, activity of 0.034 pCi and alpha particle energy of
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approximately 5.5 MeV) and gamma-rays (Co-60, activity of 0.71 uCi). Figures 6-b and 6-c display

the responses of the sensor to alpha and gamma radiations, respectively.
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Fig. 6. (a) Output of the amplifier circuit without radioactive source, (b) in the presence of an Am-241
alpha-emitting source and (c) in the presence of a Co-60 gamma-ray source.
In the absence of a radioactive source, electronic noise signals with a maximum amplitude of

approximately 10 mV were observed. After the source is placed, pulses of different amplitudes emerge
both for alpha and gamma sources (Figures 6-b and 6-c). This is due to the way gamma and alpha
particles interact with the sensitive area of the photodiode. Gamma-rays generally have a low
interaction probability with silicon; even in cases of Compton scattering, only a fraction of the gamma-
ray energy is transferred to the photodiode. On the other hand, alpha particles can transfer a larger
fraction of their energy through Coulomb interaction, resulting in higher-amplitude pulses. However,
the amplitude of alpha pulses also depends on the angle at which they hit the sensitive surface of the
photodiode [12]. With the alpha source, signals of amplitudes ranging from 50 mV to 1.2 V and a
width of approximately 250 ps were observed. The gamma source led to the detection of pulses with
amplitudes predominantly less than 60 mV.

The measured average rates of the recorded pulses were about 160 and 70 counts per second (cps) for
alpha and gamma sources, respectively. It should be remarked that only nearly one third of the sensitive
area of the photodiode is available for detecting charged particles (Figure 4). Utilizing more portions
of the photodiode surface can enhance the detection efficiency of the system.

The detection efficiency of the detector was also calculated as follows. The activity of the alpha source
is 1258 Bq (=0.034 uCi) with a source surface area of nearly 0.2 cm2. The total surface area of the

sensor is 7.5 mm2 and let us assume a sensor sensitive area of 7.5/3 mm2 (with plastic layer partly
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removed for alpha detection). Therefore, the rate of particles reaching the detector can be calculated

from the ratio of surface areas of the sensor and the source:

(%5) x 0.01 cm?
0.2 cm?

This is in a very good agreement with the mean experimental counting rate of 160 cps which gives an

X 1258 =~ 158 cps

intrinsic detection efficiency of 158/160 = 100% for alpha detection.

For the case of Co-60 source, the total activity is 26270 Bq (= 0.71 pCi). Let us assume that half this
value is projected toward the detector. The effective source surface is estimated to be 0.785 cm2, and
the sensor is exposed by all its surface area. This gives the rate of gamma rays reaching the detector
as:

7.5 x 0.01 cm?
0.785 cm?
with an experimentally-recorded mean count rate of 70 cps, the intrinsic efficiency for gamma

detection is calculated: 70/1255 = 6%.

X 26270/2 ~ 1255 cps

Conclusion

An alpha particle counter based on BPW46 photodiode is reported, which is sensitive to alpha particles
after removing its protective plastic layer. The low-cost nature of the detector makes it available to a
wider range of users for the applications of radiation monitoring and safety. Improvements can be
made in the future works to enhance its sensitivity, to reduce noise, and to minimize the pile-up effects
under higher rates. It can also be modified to be applied for the spectrometry of alpha and beta

radiations.
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Abstract

Radon gas is a significant source of natural radiation exposure in humans. In this research, the
responses of three different radiation detectors are compared by preliminary test results for Radon gas
detection. First detector is a pulse-mode counter developed by using a BPW34 photodiode. To amplify
and read out the output signal of the photodiode, a charge-sensitive preamplifier is designed. A pulse
counting circuit is implemented in the following. The second developed detector is a simple current-
mode air ionization chamber working at low applied voltages, with output signal enhanced by a current
amplifier transistor, read out by an Arduino UNO module. Additionally, an alpha-sensitive Geiger-
Mueller counter (model NT-960, Novin Teyf) with a mica entrance window is employed as the third
detector. Soil samples containing natural Uranium, in companion with all three detectors were sealed
in a chamber to study the detector responses to changing concentrations of Radon gas. Findings
indicate that all three detectors exhibit an increasing response as the concentration of Radon gas is
increased.

Keywords: Arduino-based ion chamber, Geiger-Mueller counter, Photodiode detector, Radon gas

monitoring

Introduction

Radon-222 is a noble gas originating from the radioactive decay chain of Uranium or thorium, both of
which found in minimal quantities in the majority of rocks and soils. The concentration of Radon gas
varies by geographical region, season, and environmental conditions. Radon-222 undergoes alpha
decay with a half-life of 3.82 days, leading to the formation of Polonium-218, which subsequently
decays to Lead-214 through alpha decay with a half-life of 3.10 minutes. Alpha particles, having a
high linear energy transfer, can inflict serious damage to cells along their path within tissue.
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The World Nuclear Association currently identifies Radon as the main cause of radiation exposure in
humans. Its invisibility, lack of odor, taste, and color make it difficult to identify without specific tools.
Although Radon detectors are commercially available, their affordability may restrict their access.
Passive detectors and electret systems are commonly used for long-term measurements of Radon,
while systems with continuous function are most often used for online short-term measurements [1-
7].

Radon and its decay products may emit alpha particles, beta particles or gamma rays. Hence, a range
of alpha, beta, and gamma detectors can be applied: solid and liquid scintillation detectors, nuclear
track detectors, electrometers, ionization chambers, semiconductor detectors, and thermo-
luminescence detectors [8].

Elisio and Peralta (2020) utilized a SLCD-61N5 low-cost planar photodiode and a charge-sensitive
preamplifier, along with an Arduino-based counter system, as an active Radon gas detector [9].
Blanco-Novoa et al. (2018) tested an IoT remote Radon monitoring system for accurate measurement
of Radon concentration in various locations including buildings in Galicia, Spain, where high levels
of Radon gas are expected [6]. Kim et al. (2016) studied a PIN photodiode Radon sensor by which the
measured rate for Radon-emitting soil was 4.38 counts per hour [10]. Bayrak et al. (2013) utilized a
low-cost Radon detection system for predicting earthquakes, made of a windowless PS100-7-CER-2
photodiode, in companion with an amplifier and shaper [11].

Biizova et al. (2020) studied an ionization chamber in current-mode to detect alpha particles, equipped
with an Arduino module [12]. Studnicka et al. (2019) also tested a low-cost current-mode ion chamber
developed for monitoring Radon gas, operating at a low voltage. The study reported a minimum
measurable activity of approximately 50 Bg/m3 for Radon gas [13].

In the current study, we mainly aim to assess the performance of two detectors: a pulse-mode detector
based on a photodiode, and a current-mode ionization chamber. The idea is to monitor the variations

in the concentration of environmental Radon gas.

Experimental Setup
In this research, two detectors similar to [13] and [14] were developed: a photodiode detector and a
free air ionization chamber (Figures 1 and 2, respectively). Additionally, a Novin Teyf NT-960 Geiger-
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Mueller counter [15] was used. This detector, with a thin mica entrance window, is sensitive to alpha
particles. All these three detectors were placed in a well-insulated chamber.

The output signals of the photodiode were amplified and processed using a charge-sensitive
preamplifier. To achieve this, a two-stage TLC272 operational amplifier was utilized. A discriminator
unit was also implemented to produce logic pulses that correspond to the particles detected by the
photodiode. Finally, a microcontroller was programmed to calculate the rate of logic pulses and display
the result on a LCD screen [16] (Fig. 1). To enhance the detection of beta particles, the protective
plastic layer on the photodiode was sanded down to a much lower thickness. The BPW34 photodiode
[17], in companion with the preamplifier were enclosed in a metal casing to protect from interfering
light or electromagnetic waves. A tiny hole on the metal box permitted the passage of Radon gas, while

blocking any environmental light.
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Fig. 1. The photodiode detector. Top: schematic view of the detector designed in Altium Designer
software. Down: assembled detector, including (1) the charge-sensitive preamplifier with the BPW34
photodiode, and (2) the counter system.

In the ion chamber, a guard ring is employed to minimize the leakage current. A BC517 NPN
Darlington transistor [18] is used to amplify the chamber current signal (Fig. 2). A DC voltage booster
module is employed to enhance the applied voltage. To measure the output signal, the analog-to-digital
converter of an Arduino UNO board is utilized. The recorded values are then transmitted to an
smartphone via a HC-05 Bluetooth module. To prevent from electromagnetic wave interferences, a
metal cap envelopes the readout circuit on the top, and a metal grid covers the bottom side of the

chamber, where the radiations are allowed to enter via.
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| Arduino with
| Bluetooth module

® GND

-oVoutr  Vini®
27 } 9V
BC517 CVou_Vin©1
* NPN Darlington DC to DC voltage

Transistor booster circuit Shielding !

i
T
[
[
[
i
10M  100n !
[
[
i
[
[

Fig. 2. The current-mode ionization chamber: Left: the detector sensor circuit. Right: the fabricated
detector.
The experimental setup is shown in Figure 3, in which there exist two separate chambers: one

containing Uranium soil (humber 1) and the other, the detectors (number 2). The total volume of these

chambers is roughly 40 liters. During the measurements, the room temperature was held at 25 degrees
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Celsius. An InstruStar-ISDS205A oscilloscope card was utilized to monitor the outputs of the

detectors.

Fig. 3. The experimental setup. (1) An insulated container of Uranium containing ore and soil which
produce Radon gas. (2) An insulated chamber where detectors are placed inside. (3) Lead blocks to
protect the detectors from direct exposure by gamma rays of Uranium. (4) Power supply and readout
system of the Geiger-Mueller detector. (5) InstruStar-ISDS205A oscilloscope card. (6) Laptop for
reading the output of the oscilloscope card.

Results and Discussion

First to measure the background values, the Geiger-Mueller detector, the ion chamber, and the
semiconductor detector were set up in the absence of Radon gas, and their corresponding values
recorded (shown as the data points of day 1 in Fig. 4). The count rates of the Geiger-Mueller and the
semiconductor detectors were obtained by averaging the counts recorded over 100-second intervals.
Subsequently, the Radon gas was introduced, allowed to enter the chamber for 15 days, which
corresponds to roughly four half-lives of Radon. During this period, the Radon concentration built up.
In the next phase, the entrance valve was closed so as to evaluate the decrease in Radon concentration.
Measured values of each detector were normalized to their corresponding maximum value (reached

on day 15), and the concentration curves plotted altogether in Figure 4.
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Fig. 4. Normalized concentration curves of the three detectors: the Geiger Mueller (GM) detector,
chamber (IC) and the semiconductor detector (Sem.). The Radon entrance valve was close on day 15.

An exponential fitting of the decaying part of the GM curve in Figure 4 gives the half-life (t1/2) of
Radon gas acceptably. To this goal, a single exponential function as Eq. 1 was fitted to the data points
of days 15-25 of the GM curve.

—0.693(t—ty)/t
y(t) =yo + Ae "3 @)

where y0 is a bias term, A amplitude, t time in days and t0 = 15 the start time. The fitting result gives
a calculated t1/2 of 4.2 days, in acceptable accordance with the true half-life of Radon, 3.82 days. The
discrepancy may be attributed to the absence of information on days without measurement, as well as
the measurement errors.

While the Geiger-Mueller counter acceptably follows the expected behavior, the semiconductor
detector fails due to its quite lower number of counts (due to its lower detection efficiency) and
increased statistical fluctuations of the recorded counts. A lower sensitivity for the semiconductor
detector is also observed with outputs tending to zero when the activity is low (after day 18 and before
day 8). For the case of ion chamber, a relatively large background leakage current (the normalized
output level of nearly 0.5 in Fig. 4) is observed from which the curve rises and to which it returns back.

This high level of leakage current limits the sensitivity of the ion chamber.
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Despite the fact that the results by the ion chamber and the semiconductor detector deviate from the
expectations, in general, it can be observed that when the concentration of Radon gas inside the
chamber was increased, all three detectors exhibited an increasing trend. Conversely, when the gas
valve was closed and the concentration of Radon decreased, all three detectors recorded a decreasing

trend of data.

Conclusions

In this study, the design and preliminary test results of a photodiode detector, as well as an ion chamber
were reported. These detectors benefit from several advantages including portability, compactness, on-
line response (in comparison with passive detectors), low energy consumption and low manufacturing
costs. Generally based on experimental tests, it was shown that both detectors, along with a standard
Geiger-Mueller counter, could follow the increasing and decreasing trends in Radon gas concentration.

Limitations of the proposed detectors include their sensitivity and probable response stability issues.

Acknowledgements

The authors would like to express their gratitude to the Radiation Research Center of Shiraz University
for supplying the radioactive sources and facilitating the test conditions. They also wish to thank
Mosayeb Dehghani, the laboratory staff at the School of Mechanical Engineering, Shiraz University

for his technical assistance.

References

[1] S. Sukanya and S. Joseph, Environmental Radon: A Tracer for Hydrological Studies. Springer
Nature, 2023.

[2] Y. Ishimori, K. Lange, P. Martin, Y. S. Mayya, and M. Phaneuf, “Measurement and calculation
of radon releases from NORM residues,” 2013.

[3] M. Cuji¢ et al., “Radon-222: environmental behavior and impact to (human and non-human)
biota,” Int. J. Biometeorol., vol. 65, pp. 69—-83, 2021.

[4]  W. H. Organization, WHO handbook on indoor radon: a public health perspective. World
Health Organization, 20009.

[5] U. N. S. C. on the E. of A. Radiation, “Ionizing radiation: sources and biological effects. 1982
report to the general assembly, with annexes,” 1982.

68



International Conference . . : :
on Nuclear 1 hL
Science and Technology i =

[6] O. Blanco-Novoa, T. M. Fernandez-Caramés, P. Fraga-Lamas, and L. Castedo, “A cost-
effective IoT system for monitoring indoor radon gas concentration,” Sensors (Switzerland), vol. 18,
no. 7, 2018, doi: 10.3390/s18072198.

[7] R. Mishra, B. K. Sapra, and Y. S. Mayya, “Development of an integrated sampler based on
direct 222Rn/220Rn progeny sensors in flow-mode for estimating unattached/attached progeny
concentration,” Nucl. Instruments Methods Phys. Res. Sect. B Beam Interact. with Mater. Atoms, vol.
267, no. 21-22, pp. 3574-3579, 2009.

[8] Radon (In Persian). NSTRI Publications, 2017.

[9] S. Elisio and L. Peralta, “Development of a low-cost monitor for radon detection in air,” Nucl.
Instruments Methods Phys. Res. Sect. A Accel. Spectrometers, Detect. Assoc. Equip., vol. 969, p.
164033, 2020.

[10] G. Kim, T. Oh, and J. Kim, “IMPLEMENTATION OF A PIN PHOTODIODE RADON
COUNTER,” Glob. J. Eng. Sci. Res., vol. 3, no. January, pp. 5863, 2016.

[11] A. Bayrak, E. Barlas, E. Emirhan, C. Kutlu, and C. S. Ozben, “A complete low cost radon
detection system,” Appl. Radiat. Isot., vol. 78, pp. 1-9, 2013, doi: 10.1016/j.apradiso.2013.03.054.
[12] L. Biizova, J. Slégr, and K. Vanova, “Simple alpha particle detector with an air ionization
chamber,” Phys. Teach., vol. 58, no. 1, pp. 42-45, 2020.

[13] F. Studnicka, J. St&pan, and J. Slégr, “Low-cost radon detector with low-voltage air-ionization
chamber,” Sensors, vol. 19, no. 17, p. 3721, 2019.

[14] “alpha spectroscopy,” [Online]. Available: https://stoppi-homemade-
physics.de/alphaspektroskopie/.

[15]  “https://www.novinteyf.ir/nt-960.” .

[16] E. Parsazadeh, K. Hadad, M. R. Mohammadian-Behbahani, and A. Pirouzmand, “Design and
construction of a beta ray detector using BPW34 photodiode (In Persian),” Iranian Nuclear Society,
2023, [Online]. Available: https://inc.nsi.ir/article_9505.pdf.

[17] “BPW34 datasheet: Silicon PIN Photodiode,” Vishay Intertechnology, Inc., 2011, [Online].
Available: https://www.vishay.com/docs/81521/bpw34.pdf.

[18] Onsemi, “BC517 NPN Darlington Transistor,” 2017. [Online].  Available:
https://static.chipdip.ru/lib/958/DOC003958404.pdf.

69



leiXt3yd International Conference . . : :
2624 on Nuclear Ll TJ
i Science and Technology Ve @) (==
AR

Calculation and experimental validation of the energy response of thermoluminescence
dosimeter used for measurement of individual dose-equivalent (Paper ID: 1096)

M. Norouzkhani', A. Moslehi*?, V. Ataeinia®, M. Sohani?, S. J. Bizeh?®
! Department of Physics, Shahrood University of Technology, Shahrood, Iran,

2 Radiation Applications Research School, Nuclear Science and Technology Research Institute, AEOI, Tehran, Iran.

3 Management of Nuclear Protection, Radiation Protection and HSE, Nuclear Science and Technology Research
Institute, AEOI, Tehran, Iran.

Abstract

One of the challenges of individual and environmental dosimetry in Iran is the absence of standard
radiation fields with various energies for calibrating the dosimeters. For dosimetry in photon fields,
only the standard fields of 60Co (1.25 MeV) and 137Cs (662 keV) sources, located in the Karaj
Secondary Standard Dosimetry Lab (SSDL) can be utilized. If response of a given dosimeter is
independent of the photon energy in a definite range, its calibration curve obtained in the SSDL can
be applied for the other photon fields covering that energy range. Thus, the dose-equivalent measured
by the dosimeter is true within an acceptable uncertainty. Otherwise, some large uncertainty would be
imposed to the quantity of dose-equivalent measured by the dosimeters. This study aims to determine
energy response of a personal thermoluminescence dosimeter (TLD) designed for determining the
personal dose-equivalent, Hp(10), in order to investigate whether the calibration curve in the 60Co
gamma field can be utilized for assessing the dose-equivalent in the photon fields with different
energies. To do this, First, enough number of TLD dosimeters (an appropriate plastic badge including
a TLD-100 chip) are irradiated with a few Hp(10) values using the 60Co source in the Karaj SSDL.
The badges are placed on a water phantom with dimensions of 30x30x15 cm3, one meter distant from
the source. Then, MCNP4C code is used to calculate the energy response at 662 keV and 1.25 MeV
energies and are validated with the experimental data. Next, the calculation is carried out for several
other energies in the range of 20 keV to 1.25 MeV. Obtained results show that for the energies more
than 400 keV, the response of the dosimeter is independent of the photon energy, within 10%
uncertainty. But for the energies smaller than 400 keV, a significant dependence on the energy is
observed; such that in 40 keV the response is about 2 times larger than that at 1.25 MeV. This means

there is an overestimation and uncertainty for the Hp(10) values of those personnel working with low-
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energy photons. It can be concluded that some correction factor will be required to be applied for the
responses in the low energy region in order to reduce the mentioned uncertainty.
Keywords: Energy response, Thermoluminescence dosimeter, Individual dose-equivalent

Introduction

After the discovery of the thermoluminescence properties of some materials such as lithium fluoride
and their potential for use in radiation dosimetry, a large number of investigations have been carried
out on the properties and uses of the dosimeters [1-4]. Various studies showed that the radiation energy
and angle of radiation have a significant role in the response of TLD dosimeters [5-12].

In the past three years, a thermoluminescence dosimetry system has been established in Nuclear
Science and Technology Research Institute (NSTRI) to determine the dose-equivalent of personnel
working with photon fields. One of the largest sources of uncertainty in the above system is the energy
dependence of the dosimeter. Because there are only two standard photon sources of 60Co and 137Cs
located in Karaj (SSDL) are available for calibration. When utilizing the calibration curves obtained
in these fields for the dosimeters irradiated in the low energy fields, some uncertainty would be
imposed on the dose equivalent values, if the energy response per unit of dose in the measurements
and calibration fields are not similar, caused by the dependency of the dosimeter response on the
photon energy. In this work, the aim is to determine the energy response of the dosimeter used in
NSTRI to find out if it is calibrated in the standard fields of Karaj SSDL, the calibration curve can be
used for the dosimeters used in the fields with different energies or not. The results will have an effect
on the amount of uncertainty of the dosimetry system.

Experimental

In this section, first the energy response of individual dosimeter is calculated for the energies 662 keV
(137Cs) and 1.25 MeV (60Co). The individual dosimeter used in NSTRI is shown in Fig.1. It is a
plastic badge equipped with a filter of 1000 mg/cm2 for measurement of HP(10) value. In addition,
each badge has a TLD-100 chip as the sensitive volume. In this work, before irradiation five TLDs
were annealed and put in their badges. The irradiation was carried out by means of 137Cs and 60Co
standard field of Karaj SSDL as shown in Fig. 2 where dosimeters were irradiated with dose-
equivalents 0.5, 7.0 and 20 mSv. The badges were placed on a slab phantom (30 cm % 30 cm x 15 cm)

in a 100 cm distance from the source. Before irradiation, the TLD-100 dosimeters were annealed in
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the oven at 400 °C for 1 hours followed by an extra annealing at 100 °C for 2 hours. After irradiation
in the SSDL, the TLDs were preheated at 100 °C for 10 min to eliminate unstable thermoluminescence
(TL) signals. Finally, they were read by a Harshaw 4500 TLD reader (Gammasonics, USA) in which
the reading procedure started from 50 °C to 300 °C with a rate 25 °C/s. Furthermore, In the
measurements, the total TL response (the electric charge given by the reader) modified by the

Elemental correction coefficient (ECC) was considered as the desired experimental response.

Equal 10 mm of
soft tissue = 1mm
(BLACK PLASTIC)+

4mm (PTFE).

Fig. 1. The individual dosimeter used in NSTRI.

Fig. 2. The irradiation setup used in Karaj SSDL.
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Fig. 3. The geometry simulated in the MCNP4C code.

Simulation

In order to calculate the energy response of the individual dosimeter described in the previous section,
Monte Carlo simulations using MCNP4C code were performed. The simulated geometry is shown in
Fig. 3 in which the badge containing the TLD and the water phantom were considered. Lithium fluoride
(LiF) was chosen as the TLD material. To reduce the computation time, the photons were emitted
within a solid angle such that at the place of dosimeter on the phantom surface, the field was
surrounded by a circle of 10 cm in diameter. The photon energies from 20 keV to 1.25 MeV were

considered. The response at photon energy E was calculated by Eqg. (1) [1]:

R(E) = r(E)

Xir (E) (1)

in which r(E) was the reading of dosimeter at energy E and Xair(E) was the exposure value at this
energy. Since the exposure is proportional to the collision KERMA when charged particle equilibrium
(CPE) is established, Kc,air(E) was used instead of exposure. Furthermore, From the fact that r(E)

is proportional to the total energy deposited in the TLD chip, Eg. (1) changed to

Edep (E)

R(E) =
( ) cKc,air(E) (2)

when ¢ was the proportionality constant. Finally, the relative energy response was obtained by

normalizing the response at any energy to that of 1.25 MeV, i.e.,

73




ICNST International Conference A § 4
2&24 <S>n,Nuc:Iec|rdT - i EJ
i N 4@ W=

R(E)
R(1.25 MeV) (3)

Ryei(E) =
The energy deposit and air KERMA values were calculated by *F8 tally in the TLD and F6 tally in
the air, respectively. To obtain the air KERMA, an air sphere with 5 cm diameter was simulated instead
of the dosimeter without phantom. It should be notified that to have CPE condition, a PMMA wall was
considered surrounding the air sphere. For any energy, the thickness of PMMA wall was selected equal
to the range of secondary electrons with energies equal to their primary photons obtained from the
NIST [13] library.

In order to validate the simulation, first the energy responses of 662 keV (137Cs) and 1.25 MeV (60Co)
gamma rays together with the relative responses (to 60Co) were calculated. The responses were
computed per unit of dose-equivalent. Then, the experimental relative responses were determined from
the TL responses (i.e., the charge measured by the reader in the unit of nC) measured for three dose-
equivalents of 0.7, 5 and 20 mSv. It should be noted that for any dosimeter, the TL response was
multiplied by the corresponding ECC value of the TLD chip. Next, the average relative response was

compared with the calculated one.

Results and Discussion

Table 1 presents the calculated and experimental relative responses. The uncertainty value (with
coverage factor 2) of the measured responses is 25% in the used TLD dosimetry system which is added
to the table. The comparison reveals that for the both energies considered (662 keV and 1.25 MeV),
the calculated and experimental relative responses are the same (both equal to 1.00). Therefore, the
simulation was confirmed by the experimental data.

After validation of the simulation, the energy responses for other energies are computed by Eq. (3) as
given in Table 2. The uncertainty values (coverage factor 2) are determined using the error propagation
formula. Furthermore, Fig. 4 shows the variation of relative energy response vs. the photon energy.
The error bars show the standard deviation of the data. As can be observed, the curve has a peak below
0.4 MeV in which the relative energy response reaches to its maximum value (=1.92) at 40 keV. In
this energy range, the photoelectric effect dominates where the absorption coefficients of the dosimeter
(including the badge and TLD) are vastly different from that of air. On the other hand, for the energies

larger than 0.4 MeV, the response is almost independent of photon energy. Because, in this region
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Compton scattering is the dominant interaction where the absorption coefficients of the dosimeter and
the air are similar.

As the final point, regarding Fig. 4 and Table 2, one can conclude that for the individual dosimeter
using TLD-100 chip some correction is required for the energy response, especially for the energies
smaller than 0.4 MeV. The reason is that the calibration in 137Cs or 60Cs fields can be used for the
other energies only when the dosimeter response is independent of the photon energy. Otherwise, there
would be some error in determining the dose-equivalent especially in the low energy region.
Considering the single photon energies, the required correction factors can be defined as the inverse
of the relative response values. Table 3 presents the correction factors for different photon energies
considered in this work. It is found that their variation with the photon energy is the inverse of that of

for the relative responses plotted in Fig. 4.

Table 1. The experimental values of the energy and relative responses for the dosimeters irradiated
with dose-equivalents 0.7, 5.0 and 20.0 mSv in with *¥’Cs and %°Co sources. The calculated values
per unit of dose are given for comparison. Two standard deviations of the data are also presented.

Hp(lO) (mSv) RTL,exp(nC) Rrel, exp Rrel, exp, ave Real Rrel, cal
0.7 Cs: 255.81+63.98 0.91+0.32
Co: 282.31+70.58
Cs: 1.00+0.02
5.0 Cs: 2083.56+520.9 1.06+0.37 S

1.00=0. Co: 1.00£0.02  1.00+0.03
Co: 1964.42+491.1 00+0.58

Cs: 8362.41+2090.6
20.0 Co: 8062.89+2015.62 1.03+0.36
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Table 2. Calculated values of the energy response for different photon energies.

E (MeV) Kair (J/Kg) Edep (MGV) R (E) Rrel
0.02 1.01E-17 1.08E-09 1.07E+08 0.85+0.04
0.03 4.46E-18 8.99E-10 2.02E+08 1.61+0.06
0.04 2.73E-18 6.58E-10 2.41E+08 1.92+0.04
0.06 2.01E-18 4.63E-10 2.31E+08  1.84+0.08
0.08 2.28E-18 4.39E-10 1.93E+08  1.54+0.06
0.10 2.84E-18 4.89E-10 1.72E+08 1.37+0.02
0.14 4.29E-18 6.72E-10 1.57E+08 1.25+0.02
0.30 1.09E-17 1.43E-09 1.32E+08 1.05+0.04
0.40 1.49E-17 1.89E-09 1.27E+08 1.01+0.04
0.511 1.91E-17 2.41E-09 1.27E+08 1.01+0.04
0.662 2.44E-17 3.05E-09 1.25E+08 1.00+0.02
0.80 2.90E-17 3.60E-09 1.24E+08 0.99+0.04
1.00 3.51E-17 4,28E-09 1.22E+08 0.97+0.04
1.25 417E-17 5.23E-09 1.26E+08 1.00+0.02
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Fig.4. Variation of the relative energy response of the individual dosimeter vs. Photon energy. Error
bars show the uncertainty values with the coverage factor 2.
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Table 3. The correction factors to be applied for the relative response.

Correction
E (MeV) Rerel factor
0.02 0.85+0.04 1.17
0.03 1.61+0.06 0.62
0.04 1.92+0.04 0.52
0.06 1.84+0.08 0.54
0.08 1.54+0.06 0.65
0.10 1.37+0.02 0.73
0.14 1.25+0.02 0.80
0.30 1.05+£0.04 0.95
0.40 1.01+0.04 0.98
0.511 1.01+£0.04 0.99
0.662 1.00£0.02 1.00
0.80 0.99+0.04 1.01
1.00 0.97+0.04 1.03
1.25 1.00+0.02 1.00

Conclusions

In the present work, the energy response of personal dosimeter based on the TLD-100 chip is calculated
in the energy range of 20 keV to 1.25 MeV using the MCNP4C code. The results for 662 keV and 1.25
MeV is validated by the measurements. It is found that there is a dependency on the photon energy in
the low energy region (below 400 keV). As a result, in order to use the calibration curve obtained in
the 137Cs or 60Cs in the Karaj SSDL (as the only standard fields in the country) for the dosimeters
irradiated in the low energy fields, some correction factors are required to obtain the true dose-

equivalent values.

References
[1] Attix. F. H (2004). Introduction to Radiological Physics and Radiation Dosimetry, Wiley-VCH
Verlog GmbH.
[2] Frederick, F. et al., (1952). Storage of radiation energy in crystalline lithium fluoride and
metamict minerals. The Journal of Physical Chemistry, 56(5), 546-548.
[3] Da Silva, T., et al.,, (1995). Thermoluminescence dosemeter for personal dose equivalent

assessment. Radiation protection dosimetry, 58: 17-21.

77



International Conference ‘ § A

on Nuclear i fL
Science and Technology v w rri“rﬁ
AR

[4] Olko, P., et al., (2006). Thermoluminescent detectors applied in individual monitoring of
radiation workers in Europe—a review based on the EURADQOS questionnaire. Radiation
protection dosimetry, 120(1-4): 298-302.

[5] Alves, G., etal., (2008). Energy and angular dependence of the personal dosemeter in use at ITN-
DPRSN. Radiation Measurements, 43: 641-645.

[6] Carinoua, E., et al., (2008). Energy dependence of TLD 100 and MCP-N detectors. Radiation
Measurements 43, 599-602

[7] Zoetelief, J. and Jansen, J.T.M., (1997). Calculated energy response correction factors for LiF
thermoluminescent dosemeters employed in the seventh EULEP dosimetry intercomparison.
Physics in Medicine & Biology, 42(8): 1491.

[8] Banaee, N. and Nedaie, H.A. (2013). Evaluating the effect of energy on calibration of
thermoluminescent dosimeters 7-LiF:Mg,Cu,P (GR-207A). Int. J. Radiat. Res, 11(1): 51-54.

[9] Avila, O., et al., (2014). Energy dependence of TLD-900 dosimeters exposed to low energy X-
rays, Radiat. Meas., 71: 127-132.

[10] Herrati, A., et al., (2016). Investigation of TLD-700 energy response to low energy x-rays
encountered in diagnostic radiology, Open Phys., https://doi.org/10.1515/phys-2016-0016.

[11] Masterson, M, et al., (2019). Relative response of dosimeters to variations in scattered X-ray
energy spectra encountered in interventional radiology, Physica Medica, 67: 141-147.

[12] Benali, A, et al., (2022). Geometrical effects on luminescent dosimeter energy response, J.
Instrum., 17: P01035.

[13] Stopping powers and range tables for electrons, protons and heavy ions, https://www.nist.gov

78



https://doi.org/10.1515/phys-2016-0016

ICNST International Conference Y
2&24 gn_NucIeard i il EJ .
e N (@ . W) =
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x-ray detection. (Paper ID: 1097)

Alizadeh V. ¥*, Najafi M. 2
1Department of physics, faculty of Science, Imam Hossein University, Tehran, Iran,
2Department of Chemistry, Faculty of Science, Imam Hossein University, Tehran, Iran
Abstract

In this paper, we report Eu2+-doped BaMgAI10017 nanoparticles (BAM: Eu2+ NPs) which can be
used as a suitable candidate to fabricate an efficient scintillator for alpha, beta & low energy x-ray
detection. The Eu2+-doped BaMgAI10017 phosphor is prepared by a new simple solution combustion
synthesis (SCS) method. The morphology, luminescence properties, and structural analysis of the
synthesized compound are performed by field emission scanning electron microscopy (FE-SEM),
photoluminescence (PL) spectra, and X-ray diffraction (XRD) techniques. Synthesized NPs were used
to prepare two types of scintillator films. The NPs embedded in transparent adhesive tape to form
a composite filmand coated by drop coaction to form a thin layer on a PMMA plate. The
photoluminescence study showed an intense blue band centered at~447nm caused by Eu2+. The
radiation response of the synthesized BAM nanoparticles was measured using 241Am, 230Th alpha,
and 90S/90Y beta sources. The scintillation properties of the BAM: Eu2+ NPs indicated that this NPs
can be used as a suitable efficient scintillators for alpha, beta & low energy x-ray detection.
Keywords: Scintillation, solution combustion synthesis, nanoparticles, charged particles,
BaMgAI10017: Eu2+, x-ray detection

Introduction

Scintillators are a kind of luminescent material that has the potential to detect highly energetic ionizing
radiations such as X-rays, y rays, P rays, and neutrons. They work as energy transformers: converting
high-energy X-ray or gamma rays into ultraviolet/visible (UV/Vis) light. Accordingly, they find
various applications ranging from photodynamic therapy (PDT) [1], security [2], well-logging [3],
medical imaging [4], etc. The very first scintillator material Nal (TI) was discovered way back in 1948.
Since then, there has been a growing interest in exploring new kinds of scintillators. Several reported
representative scintillators include Nal: Tl, Lil: Eu, BaF2: Ce, CaF2: Eu, CeF3, and LaBr3: Ce [5].
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Unfortunately, many of these materials are hygroscopic and impose severe limitations on their usage
[6].

Recently various phosphor materials have been actively investigated to improve their luminescent
properties and to meet the development of different displays, luminescence devices, and modern
lighting systems. BaMgAI10017:Eu2+ NPs are one of the most significant phosphor materials utilized
in the plasma snowboards and vogue lighting systems [7-9].

We have previously prepared Eux-doped Bal-xMgAI10017 phosphors (where x=0, 0.02, 0.035,
0.055, and 0.07) using a new and simple solution combustion synthesis (SCS) method [10]. Here, in
the continuation of our studies, we have reported the scintillation properties of the Bal-xMgAI10017:
XEu2+ where x=0.06 (B-E-6%) nanoparticles against charged particles and low energy Xx-ray

detection.

Experimental

Eu-doped BaMgAI10017:Eu2+ NPs were prepared by a new simple solution combustion process. The
photoluminescence spectrum of BAM: Eu NPs under 365 nm excitation wavelengths shows a blue
emission peak at about 447 + 2 nm. This result emphasized that the observed blue emission
corresponds to Eu2+ ions transitions from the 4f65d first excited configuration state to the 4f7(8S7/2)
ground state [11-13]. The details of the process and characteristics of photoluminescence and
morphology have been reported in our previous work [10].

The scintillator samples were made either by coating about 7 mg of the BAM NPs on a circular
transparent adhesive tape (surface area ~4.52 cm2) (Fig.1 A) or by drop coaction of a nearly
homogenized disperse solution of BAM NPs in ethanol (1.5 mg/ml) on surface of a PMMA plate and

dried at room temperature(Fig.1B).

Fig. 1. A) BAM NPs has coated on a circular transparent adhesive B) drop coaction of disperse
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solution of BAM NPs in ethanol on surface of a PMMA plate

A typical setup for investigation of BAM NPs scintillation properties has been shown in Fig. 2. First,
In this setup The scintillation sample (BAM: Eu) coated transparent adhesive tape by using an amount
of the optical grease was coupled to a photomultiplier tube (PMT, model R329-02 from Hamamatsu,
spectral response 300 to 650 nm and wavelength of maximum response 420 nm). Second, the same
procedure was used with the powder (BAM: Eu) was spread into a PMMA Plate. Two alpha radiation
source (241Am, 230Th), 90S/90Y as a Beta radiation source and a 241Am with plastic coat as a gamma
radiation source used for study of scintillation property of the samples. The properties of radiation
sources are shown in Tablel.

SCINTILLATION SAMPLE

/
'“ (pramp | amp | wiea
/
SOURCE 0.V _
e

Fig. 2. The experimental set-up for testing the response of BaMgAl:0017:Eu?* with ionizing radiation
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Table 1. Properties of radiation source (***Am, Z2°Th and %°S/°°Y).
Nuclide’s name  Half-liferad.  Type Energy(Kev)  Intensity (%)

alpha:
5388.23 1.60
5442.80 13.00
5485.56 84.51
gamma:
Americium-241  432.2 years 26.34 2.40
59.54 35.90
X-rays:
13.90 42.06
alpha
4620.5 23.40
Thorium-230 75380 years  4687.0 76.30
X-ray
12.30 8.6
Strontium-90 28.74 years  Beta(p-)
195.80 100
X-rays
14.8829 2.03
14.9584 3.91
Yttrium-90 3.19 hours 16.70 1.08
gamma
202.530 97.30
479.510 90.740
Yttrium-90 64.1 hours Beta(p-)
933.61 100

All nuclear decay data are taken from reference [14]

Results and Discussion

Fig.3 shows the XRD pattern of the B-E-6% NPs. The XRD pattern has good agreement with the
standard JCPDS card 26-0163. As seen; the dopant was not affected by phase structure because of its
small amount. The field emission scanning electron microscopy (FE-SEM) images were shown in Figs
4A&D. It is clear that the prepared B-E-6% is nanorods in shape (more like the rice) with diameter ~
40-60 nm and length 240- 550 nm. Fig. 5 displays the photoluminescence spectrum of B-E-6% and
undoped BAM Eu2+ under 365 nm excitation wavelength. As seen, blue emission peak was observed
at about 447+2 nm for the B-E-6% %.
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Fig .3. XRD pattern of BaMgAl:0017:Eu?* synthesized by solution combustion method.
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Fig. 4. A&D the typical FE-SEM image of BaMgAl:cO17:Eu?* in different magnifications
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Fig. 5. Photoluminescence spectrum of undoped (B-E-00) and Eu doped BaMgAl1,017 (B-E-06)

During the experiment for the study on scintillation properties of sample (B-E-06) at first, the
measurements were performed without the scintillation sample under alpha and beta—Ray irradiation
and setting of 241Am and 230Th alpha sources directly to the sample (A) in Fig.1. And setting
90S/90Y directly to the sample (B) in Fig 1. In continue, the scintillation pulse height spectra of the
B-E-06 (coated on a circular transparent adhesive tape and spread into a PMMA plate), 241Am,
230Th,and 90S/90Y only as well as 241Am, 230Th, 90S/90Y ,and scintillation samples at 300 s under
alpha and beta radiation are shown in Figures 6 and 7.

Charge particles hit the BAM: Eu2+ NPs and the produced light reach to the PMT after passing through
the coated transparent adhesive tape and produced an electrical pulse. The electrical pulse then is
amplified by the preamplifier (Model IAP 3001) and the amplifier (Model IAP 3600) respectively. The
pulse height spectrum from the amplified signal was analyzed by MCA (Model IAP 4110) and
recorded on a computer [10].

The pulse height spectra of BaMgAI10017: 6% Eu2+ NPs and a commercial charge particle silicon
pixel detector (SPD made in Belgium) under irradiation of 241Am and 230Th alpha sources are shown
in Fig. 6.

The wide peak appeared in Fig. 6B, may be attributed to the decays of the 230Th and to their alpha
active daughters. A similar results are reported in the literatures for CeF3 Crystal [15], cerium-doped
Gd2SiO5 (GSO: 2%Ce) Nano powders [16] and, Ag-doped ZnS [17].
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Fig. 6. A&B) the pulse height spectra of BaMgAI10017: 6% Eu2+ NPs with 241Am and 230Th
alpha sources at 300 s. C&D) the pulse height spectra of SPD (commercial charge particle detector,
made in Belgium) under same condition
In next step of this study we investigated scintillation property of the BAM: 6% Eu2+, under beta
radiation (with sample (B) in Fig.1l) Fig.7.A&B. Shows photomultiplier and BAM: Eu NPs
backgrounds without radiation source and C&D in Fig.7 are pulse height spectra of background of beta
source only and 90S/90Y with transparent PMMA Plate. Fig.7 E&Fshows response of pulse height
spectra BAM scintillation to beta radiation and pulse height spectra BAM to beta when a 1.6 mm

Aluminum sheet is placed between the beta source and the BAM scintillator respectively.
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Fig. 7. The scintillation pulse height spectra of the BAM: 6% Eu?*, at 300 s under beta radiation.
A) The photomultiplier B) PMT and BaMgAl1,017: Eu NPs C) Background of beta source (**S/*°Y).
D) %°S/°°Y with transparent PMMA Plate. E) **S/*°Y and BAM scintillator F) °°S/*°Y and BAM
scintillator and a 1.6 mm Aluminum sheet

Ultimately, we analyzed prepared scintillator sample (Fig. 1A) under 241Am radiation, using a gamma
source with a plastic cover and an alpha source without any cover. As seen in Fig. 8A, we observed
the pulse height spectrum scintillation sample with a Gamma-ray source, while Fig. 5B showcases the
response of BAM: Eu to x-ray with alpha source 241Am. These findings will play a critical role in
expanding our understanding of the scintillation properties of BAM: Eu, and will be a valuable addition
to the existing body of knowledge.

86




International Conference ., . : -
on Nuclear I
Science and Technology e () NI Cl v
e
300
A 241
‘_\Am+AI sheet+B-E-06
10 241 u
Am Gamma source 200 % (Thickness of Al sheet is 1.6 mm)
= =
= =
8 Lo) ( 241Am alpha source)
5
100 ¢ 241
N Am+Al sheet
0 0 -~ P a—a - -
200 400 600 800 300 600 900
Channel number Channel number

Fig.8. Shows the pulse height spectra of BaMgAI10017: 6% Eu2+ NPs with A) 241Am Gamma
Source B) 241AM with 1.6 mm Aluminum sheet (black spectrum) and source background (red

spectrum)

Conclusions

The scintillation properties of BaMgAI10017: 6% Eu2+ NPs under alpha and beta radiation with
241Am, 230Th and 90S/90Y sources show that BAM: Eu2+ NPs have scintillation properties. The
results of the pulse height spectra BaMgA110017: 6% Eu2+ NPs can be used for alpha radiation
detection as well as the pulse height spectra (Fig.7) show that BaMgAl10017: 6% Eu can be
considered as a Beta charged particle counter. Furthermore results show that scintillation sample with~

24 um thicknesses is not sensitive to 241Am gamma source and instead detects low-energy X-rays.
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Abstract

Neutron detectors have many applications for measuring neutron flux in neutron sources, fusion
reactors, as well as control and safety of nuclear fission reactors. According to the development of
research and power reactors in the country, one of the most important detectors needed in this field is
a fission chamber gas detector to measure thermal neutron flux. In this research, a fission chamber
detector with a fissile layer of uranium 235 with 60% enrichment has been designed and built for the
first time in the country. This detector that is named FC400B consists of two coaxial cylinders called
anode and cathode and is made of stainless steel. The outer layer of the anode is covered with a very
thin layer of U-235. The detector chamber was sealed with argon-nitrogen gas. This detector has been
evaluated in Isfahan MNSR research reactor. Various tests have been performed on the detector,
including sensitivity to thermal and fast neutrons using irradiation at the neutron beamline of the
MNSR. The results showed that this detector could work in pulsed mode and at a neutron flux range
of 102-107 n.cm-2.s-1 and with a sensitivity of 0.1cps/ (1000 n.cm-2.s-1). A spectroscopy software
has been also developed, with the help of which the spectroscopy of fission fragments has been also
performed, and the results showed that the spectrum of gamma and alpha rays can be easily

discriminate from the spectrum of fission fragments.

Keywords: Fission Chamber, Fission Fragments, Thermal Neutron Detector, Heavy lon Spectroscopy,
MNSR Reactor.
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Introduction

Due to the neutral electrical charge of neutron particles, their detection by direct ionization method is
not possible. In terms of energy, neutrons are usually classified into three categories: thermal, epithermal,
and fast. The majority of neutron reactions are with the nucleus of the atom and they have almost no
reaction with orbital electrons. The detection of neutrons is done in the form of indirect ionization and
by the penetration of this uncharged particle into the nucleus of the atom during the process of nuclear
reactions, creating fundamental changes in the nucleus and finally producing ions as a result of this
reaction, one of the most important nuclear reactions for thermal neutrons is the nuclear fission reaction
of fissile elements. One of the basic instruments in nuclear reactors to detect neutrons is the fission
chamber. The neutron detector in nuclear reactors can be used to control the neutron flux in the core of
the reactor (In-Core Fission Chamber) and monitor the environment around the reactor (EX-Core Fission
Chamber). These detectors can be used in three modes; current, pulse and mean square voltage (MSV)
modes. Fission chamber detector is usually made of two coaxial cylindrical electrodes. Usually, the
outside of the inner cylinder is coated with a fissile material. The inner cylinder (anode) and outer
cylinder (cathode) are kept coaxial and stable with respect to each other by ceramic insulation. The space
between these cylinders is filled with a gas such as argon-nitrogen with a pressure of 1-4 Bar. After the
collision of thermal neutrons with the fissile material and causing nuclear fission, fission fragments such
as barium and krypton, which have a very high ionization ability and have energy of 60 MeV~90 MeV,
are created and when they collide with the filling gas molecules between the two electrodes, an ion
electron pair is produced. By applying a voltage of approximately 500 volts, an electric field is created
between two electrodes, which causes the electron-ion shift. The charges created by the pre-amplifier
electronics of the detector are collected, amplified, filtered and displayed and counted as pulses, which
the counted pulses are equivalent to the flux of thermal neutrons.

Various researches have been conducted in the field of design, simulation and construction of neutron
detectors. Neutron detectors are usually made of 3He, BF3, SPND, fission chamber type [1-6]. Various
types of fissile materials such as U-235 and Pu-239 have been used to detect thermal neutrons, or
fissionable materials such as U-238 and Pu-242 have been used to detect fast neutrons [18]. The type of
filling gas and its amount can affect the sensitivity of the detector. Argon mixed with nitrogen gas is
usually used in making these detectors. In the type of detectors inside the core that work at high
temperature, pure argon gas is usually used [13]. In order to improve the detector and reduce the
manufacturing cost, various software are used to optimize the parameters of the fission chamber detector.

For example, in research by Mr. Alfonso, a software was developed to simulate and optimize the various
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parameters of the fission chamber detector [10]. The fission chamber detector FC167 made by Centronic
company was evaluated using X-Ray and neutron radiography by Mr. Borella and his colleagues, and
the mechanical dimensions, thickness of the electrodes and the length of the sensitive area of the detector
were obtained. Using the MCNP code to simulate the effect of self- absorption, the effect of the thickness
of the fissile layer and the density of the fissile layer were evaluated [11].

In this research, according to the information available in other research and similar activities that have
been done on the construction of this type of detectors, a preliminary model was constructed and
evaluated. The main difference between this research and other similar researches is in the fissile
material, that is, the use of uranium with 60% enrichment instead of using uranium with enrichment
above 90%, which is worth mentioning that the reason for this is the national limitation in access and
use of Uranium with higher than 60% [1].

Materials and methods for construction of fission chamber detector

As shown in Figure 1, both the inner and outer detector cylinders were made of 316 steel with high
precision. The diameter of the outer cylinder of the detector (cathode) was considered to be 25 mm and
the thickness was 1 mm, and it is electrically connected to the ground of the electronic circuit. While the
diameter of the inner cylinder (anode) is

22.5mm and it is made with the same thickness of 1mm and it is electrically connected to a voltage of
500 volts. The design specifications of the desired detector are in accordance with the FC167 detector
of Centronic Company. In fact, the designed detector is an example of reverse engineering of the
detector. According to neutron radiography FC167 by Mr. Borella, the desired detector specifications
include diameter equal 25.4mm, the distance between the electrodes equal to 1.5mm, gas pressure 4.5atm
including the composition of 95% argon and 5% nitrogen, the sensitive length of the detectorl27mmand
with enriched uranium 93%, the material of the electrode is stainless steel. From the mechanical point
of view, the built detector (FC400B) is completely the same as the FC167 detector and the only
difference is that in the built detector, due to the lack of access to 90% enriched uranium, 60% enriched
uranium was used. In this research, the main goal is to achieve the technology of making fission chamber

gas detector.
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Fig.1.Schematic of the built fission chamber detector FC400B(top) constructed fission chamber detector
FC400B (bottom)

There are various methods for uranium coating, one of the simplest methods that has a good control over
the uniformity and thickness of the fissile layer is the electrodeposition method. This method includes a
plating chamber that consists of a platinum anode, a steel cathode, a solution containing a fissile material
with pH = 2.5, and a stepping motor to rotate the desired cathode on which the fissile layer is coated so
that the desired material is uniformly coating. The amount of uranium in the solution and the plating
time have been done for a layer with an approximate thickness of 1.5 microns. After coating for a
specified period of time, the cathode on which the fissile material is coated must be heated for 120
minutes at a temperature of 650 degrees Celsius in the furnace so that all the uranium compounds in the
coated layer turn into uranium oxide (U308). In the next step, detector parts are assembled and welding
of the upper and lower parts of the detector is done. Become One of the interfering molecules in the
detector chamber is the oxygen molecule. Because in the process of nuclear fission and the movement
of fission fragments, a large number of electron-ion pairs are created, and on the other hand, oxygen
molecules are very electrophilic, so the detector must be emptied of all oxygenated molecular

compounds, including 02, H20, CO2. This is done using a high vacuum system according to Figure 2.
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According to Figure 2, after emptying and closing the pumps, the detector chamber was sealed with a

H
g
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z

combination of argon gas (95%) and nitrogen (5%) through a copper tube. After sealing the detector for
testing with neutron sources, this detector was transferred to Isfahan Miniature Research Reactor
(MNSR). In order to set up and test the desired detector, an electronic system including preamplifier,
amplifier, pulse shaping, pulse counter and a fission fragment spectroscopy software was implemented

according to Figure 3.

‘ 871
- ~ ‘ Timer & Counter
—
FC400A 142PC 575A
I |—

Fission Chambe preamplifier Amplifier
L ) )| ADC&USB4716 Data
Acquisition System

Gain=100

High Voltage LABVIEW
| Fission Fragment
HV=400 v Spectroscopy

threshold=.3v
Fig.3.Electronics required to set up the fission chamber detector

Fission fragment spectroscopy software was designed in LabVIEW environment. There are different
types of spectroscopies, including x-ray spectroscopy, gamma-ray spectroscopy, alpha particles, and
ions. This software was design for spectrometry of heavy ions caused by nuclear fission. The signal
processing part of a spectroscopic system includes an analog to digital signal converter to transmit the
created pulses and a suitable software for signal analysis. In this design, a USB4716 DAQ card made by
Advantech was used. The sampling rate of this card for analog input is 200KS/s and the analog to digital
resolution is 16 bits. After selecting the USB4716 card in the LabVIEW program, the pulse input is

given to a peak detector module the lower level value is set by the threshold option (Figure 4), then the
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peaks detected in the module (general histogram) are grouped and collected in channels and the desired

spectrum is drawn. Also, the ability to select the sub-peak level is also included in the software so that
the net count can be measured. In addition, in the separator software, the capabilities of the software
were added so that the low level of the signal, which includes the alpha spectrum, gamma spectrum and

background noise, can be removed.

Pulse input

Peak Detectorvi  General Histogram.vi
Too o]

thresrclld : Ll

Fig.4.A part of the fission fragment spectroscopy program including the peak detector module
(LabVIEW)

Results and Discussion

Evaluation of sensitivity to thermal and fast neutrons in the neutron radiography beamline channel of
the MNSR reactor Plotting the plateau curve and obtaining the working voltage of the detector, checking
the linearity of the response of the detector to changes in the neutron flux and comparing it with a
commercial model were investigated in [1]. The sensitivity of the detector to thermal and fast neutrons
was checked at the top of the neutron radiography channel figure.0. The neutron flux at the desired point
was changed from 2*102n/cm2.s -2*105n/cm2.s. In the first stage, the detector was placed in a flux of
1*105n/cm2.s, then the voltage of the detector was changed from 50 to 1000 volts, and according to the
drawn plateau curve, the working voltage of the detector was considered to be 500 volts[1]. After
adjusting the working voltage of the detector and changing the neutron flux, the detector results were
recorded. Figure 5 shows the installation location of the detector above the neutron radiographic
beamline in the Isfahan MNSR. According to Figure 3, the output of the detector is collected by
USB4716 DAQ cards. Figure 6 clearly shows that the amplitude of the pulse produced by fission
fragments with an energy of 90 MeV is much higher than the pulses caused by alpha particle with a
maximum energy of 5 MeV, which is caused by the spontaneous fission of the fissile layer. Therefore,
discriminate the spectrum of particle with 5 MeV energy is easily done using a software discriminator
that is implemented in the fission fragment spectroscopy software. The spectrum of fission fragments of
a commercial detector with two fission layer by thicknesses 0.02 micron and 0.7 micron was checked

and drawn[2]. In figure 6, recorded from the output pulse of detector FC400B, compared to figure 7,
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which is the output of a commercial detector, it shows that the thickness of the coated fissile layer of the
FC400B detector is over 7 microns.

FC400B Detector

NR Beamline

Fig.5. Placement of the FC detector at the outlet of he NR beamline in the Isfahan MNSR

Fission Fragment's Spectrum Countium 1240
7 Countren 1416

Shart Trime 15558 PM

nd T 23557 M

Sest Ve 23735

Live Teme 20000
)

12 “ u

Partese tmergyien) FE—

4l v RSLEAN |
Count Sat Petmade| ;| e =]
Teeheldfoe | el =

Fig.6. The recorded spectrum of the FC400B detector output at the NR beamline outlet at the maximum
power of the reactor
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Fig.7. The spectrum of fission fragments of a commercial detector with two fission layer by thicknesses
0.02 micron and 0.7 micron was checked and drawn [2].

After recording the results related to thermal neutrons, according to Figure 8, in order to check the
sensitivity of the detector to fast neutrons, a 5 mm thick cadmium sheet was placed between the detector
and the NR beamline channel until the thermal neutrons were completely absorbed and only fast neutrons
reach the detector. Then the output pulses of the detector are recorded and shown in Figure 9. Compared
to Figure 7, almost no pulse with energy higher than 5 MeV is generated. On the other hand, the spectrum
recorded in Figure 9 is almost the same as the output spectrum of the detector in the state where no
neutrons reach the detector (reactor off) and only the pulses caused by the alpha background related to
the fissile layer are created in both states. Therefore, it can be concluded that the built detector has very
little sensitivity to fast neutrons.

FC400B Detector

Cadmium (Cd) sheet

NR Beamline

b -
\ . 1 -

Fig.8. Placement of the FC detector at the outlet of the NR beamline in the Isfahan MNSR and

cadmium sheet for absorption thermal neutron.
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Fig.9. The recorded spectrum of fission fragment related to the fast neutron of the FC400B
detector output at the NR beamline outlet at the maximum power of the reactor

Conclusion

In this research, the main goal is to achieve the technology of making fission chamber gas detector
which is one of the most important needs of research and power reactors in the country can be
solved by localizing and obtaining the technology of construction a fission chamber detector. In
the first step, a fission chamber neutron detector was built for the first time in the country, and then
sensitivity to thermal neutrons, sensitivity to fast neutrons and range using by MNSR reactor was
evaluated. Using the software developed in LabVIEW, the spectroscopy of fission fragments was
performed, and the energy spectrum of alpha and gamma can be easily discriminate from the
energy spectrum of fission fragments in the software. In the next step and future studies, using
simulation and further investigation, in order to improve the sensitivity, various parameters such
as filling gas pressure, electrode distance, increasing the length of the sensitive area, reducing the
thickness of the fissile layer, increasing the purity of the fissile material from 60% to 90%
efficiency and the type of electrodes can be changed in this detector and the design and

construction of the next versions can be done in the most optimal way possible.
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Abstract

In the range of 10-1000 Gy, there are not many choices to cover the entire range. Considering the
equivalence of calcium phosphates with bone minerals, these materials can be used as
thermoluminescence dosimeters. The purpose of this article is to convert powder into tablets using
the SPS method under different conditions of temperature and pressure, and then dosimetry studies
will be performed. The results show that most samples have a linear behavior in the investigated
dose range. Also, the temperature range of Tm in the glow curve is in the range of 195-235°C. The
weakness of these samples is the fading effects and most samples lose their information within 30
days. According to the obtained results, the conditions of conversion into tablets are the most
important factors in improving the dosimetry parameters, and it is not necessarily possible to
achieve better dosimetry results than powder with any conditions.

Keywords: calcium phosphate, dosimetry, thermoluminescence, spark plasma sintering

Introduction

The irradiation process has been widely investigated during the last 50 years [1]. In various
applications of processing radiation, doses in the range of 10 Gy to 50 kGy are needed to achieve
the desired result [2]. Dosimetry provides an independent and effective method for the
development and control of many industrial processes. [3]. In the range of 10-1000 Gy, which is
the dosimetry range of agricultural products, there are not many choices that cover the entire range.
Therefore, the need for a reliable, portable, mechanically strong, inexpensive dosimeter with easy
manufacturing capability and a convenient reading system, to use in daily dosimetry of agricultural
products, seems necessary [4]. Thermoluminescence (TL) is the light emitted from an insulator or

semiconductor when heated after exposure to ionizing radiation. The thermoluminescence method

101



International Conference
on Nuclear

Science and Technology

is a suitable and well-known method for passive dosimetry [5], [6]. Thermoluminescence has a
glow curve consisting of one or more peaks. The glow curve is the output of the electric charge in
terms of temperature [8]. The temperature peak in the glow curve has the highest intensity and
usually has high stability and is not affected by fading effects [9].

Different types of materials have been used to make thermoluminescence dosimeters. Recently,
new ideas have been formed based on the use of new materials as thermoluminescence dosimeters.
Considering the equivalence of calcium phosphates with bone minerals, these materials can be
used as thermoluminescence dosimeters. Calcium phosphates have medical applications as bone
replacement ceramics. The dosimetry aspects of the use of these materials are due to the wide use
of X-rays in medical applications. Due to the properties of these materials, they have recently been
used in retrospective dosimetry [10], [11]. Different methods such as solid-state synthesis,
mechanical-chemical, multiple emulsion, hydrothermal, hydrolysis and sol-gel have been
developed for the synthesis of this material, and by using these methods, crystals have been
produced with dimensions nanometer to micrometer [1], [15], [16].

As it is known, the use of powder will cause non-uniform distribution of the thermoluminescent
material on the reader tray. Also, the use of powder causes contamination of the PMT, its filter,
and therefore it will cause a background response in the output of the reader. Another disadvantage
of using powder is the creation of an unwanted response due to the mechanical stress between the
thermoluminescence materials during reading, and therefore it causes an increase in the detection
threshold and causes errors in dose determination. Spark plasma sintering (SPS) is a method for
sintering of powder materials (conductive and non-conductive). This process is performed by
heating the powder materials inside the furnace and below the melting point [18]. The working
temperature is (200 to 2400 degrees Celsius), which is usually 200 to 500 degrees Celsius lower
than the usual sintering methods, hence SPS is known as a low temperature technology [18], [19].
This method is used in the production of sensitive ceramic parts and nanostructure parts, the
production of biological materials and porous materials and thermoelectric semiconductors, and
the welding and joining of dissimilar metal and ceramic parts. In this work, SPS method has been
used to convert calcium phosphate samples into tablets. Also, the temperature and pressure of the

102



International Conference . . : :

on Nuclear r“*
Science and Technology Ve /@ N { v=aN
Al S

SPS device have been investigated on the dosimetry response of calcium phosphate samples, both

synthesized and purchased.

Research Theories

At first, calcium phosphate samples, including hydroxyapatite and beta-tricalcium phosphate, are
synthesized by solid state method. The SPS device in the Materials and Energy Research Institute
has been used to convert powder into tablets. In this method, temperature and pressure are applied
to the powder at the same time. This work has been performed twice under different conditions.
At the first time, the pressure and temperature are 400 MPa and 650 °C respectively, and the second
time pressure and temperature are 400 MPa and 685 °C respectively. To remove the graphite
material around the tablet, sanding method should be used. Sandpapers with different hard
numbers (800, 1000, 2000) are used. After sanding, felt is used at the end of the work. To cut
tablets with a diameter of 1.5 cm and a thickness of 1 mm, the equipment available in Dental
Research Institute Tehran University of Medical Sciences is used. The next step is to irradiate
powder samples and tablets using a 60 cobalt Gamma cell source available in the dosimetry
laboratory located in the Nuclear Science and Technology Research Institute. Finally, the reading
is done using the Harshaw device, 4500 model. This work is done at a temperature of 50°C to

350°C with a heating rate of 5°C/s.

Experimental Results

In this article, thermoluminescence dosimetry factors for powders and tablets, such as glow curve,
dose-response curve, fading and reproducibility, and dosimetry results tables are presented. In
these tables, along with the specifications of the samples, the dosimetry linear range, the linear
relationship, and the R2 determination coefficient value in this range, the average temperature
value of Tm is specified. In Table 1, the notations made for the changes of different quantities are

displayed separately.
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Table 1: Changes in different quantities of calcium phosphate pellet samples

quantity Notations
Merck HAP H(M)
Synthesized HAP H(S)
Merck B-TCP B(M)
Synthesized B-TCP B(S)

XRD analysis
Figure 1 shows the results of XRD analysis related to synthesized and commercial powder samples
of HAP and B-TCP. The results of the analysis show the correctness of the synthesis performed

for the synthesized samples, by the standards related to XRD analysis, which is specific to calcium

M —B(S)

H(S)

phosphate samples.

B(M)
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Figure 1- Output results of XRD analysis

Comparison of powders

Figure 2 displays the glow curves of powder samples in radiation with a 400 Gy dose.
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Figure 2- TL glow curve of synthesized powder samples at 400 Gy dose
Due to the large difference in the results, the glow curve of the sample H(M) is displayed in the
figure above on the right side

Table 2- Dosimetry response results of powder samples

Sample name Linearity Linearity Formula R2in Linearity Average STDEVAn
H (M) Range Formula Temperature Average
Temperature
H (M) powder | 20-1000 y =0.0005x + 0.04 R?=0.9815 215 12.44
B(M) powder 20-1000 R?=10.9785 234.125
y = 0.0346x + 3.1737 21.42386853
H (S) powder 20-800 y =0.3265x + 17.495 | R2=0.9868 231.86 19.07
B (S) powder 20-600 y = 0.0808x + 26.55 R?=0.9812 297.29 27.29

According to the results obtained from Table 2, all the samples except B(s) are linear in the desired
range. Also, according to the comparison of the glow curves, it can be concluded that the
synthesized hydroxyapatite powder has the most suitable glow curve. According to the standard
deviation calculated in Tm, this sample follows the first-order Kinetics. Because in first-order
kinetics, the position of Tm does not change in different doses.

The peaks of all powders are approximately in the range of 210-230 °C, but the Tm in B(s) sample
is much higher and appears at a temperature of approximately 300 °C. Figure 3 shows the dose-

response curves of the powder samples for the 200-800 Gy irradiation range.
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Figure 3 -Dose-response diagram of synthesized powder samples

From the results of the dose-response curve, it is clear that the synthesized powders have a greater
response than the purchased powders (MERK). Calcination of HAP powders at 600°C and BTCP
at 900°C can increase the dosimetric response. These results have been proven in experiments that
have already been done by other researchers. To determine the fading effects, the powder samples
were irradiated at a dose of 400 Gy and then the reading was done in a period of 28 days. The
fading factor is displayed in Figure 4.
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Figure 4: fading effects of powders at 400 Gy and duration of 28 days
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If the effects of fading are important, H(S) and B(M) powders have a better performance than the
other two powders and have more than 40% of their initial response in a period of 4 weeks (28
days). H(M) powder and B(S) powder lose 98% and 80% of their initial response in this period,
respectively. According to these results, in terms of fading effects, H(S) powder has a more
favorable condition.To investigate the repeatability factor, the powder samples were tested 5 times

continuously at a dose of 400 Gy. For zeroing after each irradiation, the samples are placed at
400°C for half an hour. (Figure 5)
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Figure 5: repeatability factor diagram of powders
In this figure, the thermoluminescence intensity is normalized to one and B(S) powder is more

suitable for the reproducibility process due to very small changes. H(M) sample has the highest
percentage of changes with 37%, and samples H(S) and B(M) have the same change percentage
as sample B(S).

Comparison of tablets

The dose response curve of the first time tablets

In the first stage, tablets are made at a temperature of 650 °C and a pressure of 400 MPa. As shown
in Figure 6, in general, the sensitivity of the dose-response curve of the manufactured tablet
samples is higher than that of the powder samples. The sensitivity of B(S) and H(S) tablets are
almost 15 and 3 times more than powders respectively. Therefore, at this stage, it shows that better

results can be achieved by turning powders into tablets.
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Figure 6: Dose-response diagram of the tablets in the first stage
Table 3- Dosimetry response results of tablet samples at the first-stage

Sample name Linearity Linearity Formula R2in Average STDEVAIn
H (M) Range Linearity Temperature Average
Formula Temperature
H (S)1 tablet 20-400 y =2.9352x +56.885 | R2=0.9904 201.00 28.18
B (S)1 tablet 20-800 y =15.393x - 99.982 | R2=0.9916 202.62 8.32
H (S) powder 20-800 y =0.3265x + 17.495 | R2=0.9868 231.86 19.07
B (S) powder 20-600 y =0.0808x +26.55 | R2=0.9812 297.29 27.29

As it is clear in Table 3, in the first stage by turning into a tablet, the Tm in the glow curve is
shifted to lower temperatures. Also, as shown in this table, due to the lower value of the standard
deviation of the B(S)1 peak compared to H(S)1, it is more likely that the glow curves obtained
from the B (S)1 tablet follow the first oeder kinetics. Therefore, it seems that, in converting B(S)
samples into tablets at this stage, in addition to increasing the sensitivity and the linear range, the
probability of following the first-order kinetics is also higher. These results show the advantage of

turning into tablets to achieve a suitable dosimeter.

The dose-response curve of the second time tablets,

In the second stage, tablets are made at a temperature of 685 °C and a pressure of 400 MPa.
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Figure 7: Dose-response diagram of the tablets in the second stage
Table 4- Dosimetry response results of tablet samples at the second-stage
Sample name | Linearity Range | Linearity Formula Rzin Average STDEVAin
Linearity Temperature Average
Formula Temperature
H (M) powder 20-1000 y = 0.0005x + 0.04 R?=0.9815 215 12.44
B(M) powder 20-1000 y = 0.0346x + R?=0.9785 234.125
3.1737 21.42
H (S) powder 20-800 y =0.3265x + R2=0.9868 231.86 19.07
17.495
B (S) powder 20-600 y = 0.0808x + 26.55 | R2=0.9812 297.29 27.29
H (M) Tablet - - - 235.33 13.32
B(M) Tablet 20-800 y =0.0397x - 0.393 | R2=0.9845 227 23.81
H2(S) Tablet 100-800 y = 0.3448x + R2=0.9757 24487 28.35
170.51
B2(S) Tablet 20-800 y =0.0041x + R2=0.9756 209.5 17.19
0.6079

As it is clear from Table 4, in the second stage of conversion into tablets, for H(S) and H(M)
samples, the Tm shifts towards higher temperatures, but for B(S) and B(M) samples Tm shifts
towards lower temperatures. In commercial samples, the probability of following the first-order
kinetics changes a little by converting to tablets, but for the H(S) and B(S) sample, the probability
decreases and increases respectively. According to the obtained results, H(S) tablets are more

sensitive than its powder, although the linear range of dosimetry is decreasing. B(S) tablets are
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less sensitive than its powder. And this difference is about 2 orders of magnitude, but the linear
range of dosimetry is increasing. H(M) tablets do not have an acceptable linear range for
dosimetry, as a result, no meaningful relationship can be found in the range where the sample was
tested. In general, it is more sensitive than powder. The linear range of dosimetry decreases with
conversion to tablets. The dose-response curves of powder and tablet samples related to B(M) are
not significantly different. The dosimetry response range is also linear for both in the range tested
From the different results obtained in the second stage for converting to tablets, it can be concluded
that converting to tablets does not necessarily improve the dosimetry results and special conditions
must be established to convert into tablets.

The fading effects of tablets
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Figure 8: fading effects of tablets at 400 Gy and duration of 28 days

As shown in Figure 8, despite the fact that the sample H(M) does not have a good response in
dosimetry, but due to the results of fading effects, it has a favorable condition and after 28 days, it
has about 30%. 50% its initial response. B(M) and B(S) have 25% of their initial response in this
period. Other samples have lost more than 95% of their initial response in this interval.
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repeatability factor of tablets
Among the tablet samples produced, samples B(M) and H(S) produced in the first stage have the
best performance from the point of view of reproducibility. The samples of H(S) and B(S) of the

second stage do not have a good repeatability percentage. The repeatability curve diagram is shown
in Figure 9.
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Figure 9: repeatability factor diagram of tablets

Determining the optimal sample

In this research, the dosimetry response by thermoluminescence method of four types of calcium
phosphate powders in the form of hydroxyapatite and beta-tricalcium phosphate synthesized and
purchased in the form of powder and tablets has been investigated. To determine the optimal
samples, the following effects are considered.

1- dosimetry range

2- Sensitivity

3- The average temperature of the peak (Tm)

4- The possibility of following the first-order tradition

5- Fading effects

6- Repeatability
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As it is known, each of these parameters has a range, and based on this, the strength and weaknesse
of the samples can be divided from the perspective of these parameters. Each of these parameters
is divided into 4 categories according to the available data and given points. In

Table 5, the guide of these parameters is presented according to the points and colors assigned to

it. Based on this, the samples are scored and these items can be seen in Table 6.

Table 5: Guide to scoring parameters of optimal tablet samples

20-800
Gy 4 20-1 4 195-235 | 4
20-600 Average
Linearity Range Gy 3 slope in Linearity Formula 0.920.1 3 Temperature 175195 | 3
yRang 20-400 P Y <175
Gy 2 0.09-0.01 | 2 ,>240 2
4-9 4 >80 4 <7.5
STDEVA in Average 9-15 3 | Fading effects percentage for 30 50-80 3 . 7.5-12
Reproducibility
Temperature 15-20 2 days 30-50 2 18-12
18-20 4
15-
Total >-18
15-Dec
Table 6: Scoring of optimal samples of calcium phosphate tablets
N pow Tablet Linearity Linearity Average STDEVA in Average Fading effects Reproduc | tot
0. der sample Range Formula Temperature Temperature percentage for 30 days ibility
1 BM)1 4 2 4
powder
B(M)2
2 | BM) powder 4
B(M)
3 tablet 4
4 H(S)1 4
powder
SEA
6 H(S) H(S)1 )
tablet
H(S)2
/ tablet 3
H(M)
8 H(M powder 4
9 ) H(M)
tablet
1 B(S)2
0 B(S) powder 3
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As it is known, most of the samples are linear in the tested range. The temperature range of the
samples is in a suitable range for dosimetry and most of the samples are in the peaks between 195-
235.°C. The weakness points of these samples are the effects of fading; most samples lose their
information within 30 days.

The only samples that are suitable in terms of repeatability are the tablet samples B(M) made in
the second step and the H(S) sample in the first step. As it is known, among all the samples, both
powder and tablets, B(S) has the highest score in the first stage, This sample has all the advantages
related to dosimetry, including sensitivity, temperature peak formation, following the first-order
kinetics and a favorable condition in terms of repeatability and fading. Therefore, among other
samples, this sample is considered the best dosimetry sample. After that, the B(M) and H(S) tablets
made in the first stage are the best. In general, it can be concluded that the conditions of vovesion
into tablets are the most important factor in improving the dosimetry parameters, and it is not

necessarily possible to achieve better dosimetry results than powder with any conditions.

Conclusions

According to the conformity of the pattern created from the results of XRD analysis with the
relevant standards, the correctness of the synthesis can be understood. The synthesized
hydroxyapatite powder has the most suitable shape of the glow curve and follows the first-order
kinetics. Temperature changes in peak formation for powder samples are less than for tablet
samples. Due to the calcination of the synthesized powders, these samples have a higher response
than the purchased powders (MERK). Obviously, most of the samples are linear in the tested range.
From the point of view of fading effects, H(S) powder has a more favorable condition than the rest
of the powder samples. The only samples that are suitable for repeatability are the B(M) tablets
made in the second step and the H(S) sample is in the first step. As it is known, among all the
samples, both powder and tablets, B(S) has the highest score in the first stage and therefore, among

other samples, this sample is considered the best dosimetry sample. After that, B(M) and H(S)
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tablets made in the first stage are the best. Therefore, in general, it can be concluded that the most
important factor in optimizing dosimetry parameters is an investigation of the conditions for
conversion into tablets, and therefore, no better dosimetry results can be achieved than powder

under any conditions.
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Abstract

The concept of time-of-flight measurement has played an important role in nuclear physics
experiments. This method establishes a correlation between the flight time of a particle and its
energy and it has become an important technique in ion-related applications. This study focuses
on investigating the use of the time-of-flight method for high-resolution alpha-particle
spectroscopy. The main components of the device, including the start and stop detectors, as well
as the required electronics setup are described. Main considerations in the construction of an alpha
time-of-flight spectrometer such as designing the vacuum chambers (source chamber and flight
tube) for housing the source and detectors, flight length, geometrical efficiency, and achievable
energy resolution are presented. According to the obtained results, to improve the spectrometer
performance in the measurement of alpha-emitter sources, it is necessary to employ different flight
lengths, long counting times, and high-timing-resolution nuclear electronics. Considering the
presented details, an energy resolution of less than 7 keV is anticipated.

Keywords: Alpha-particle energy, Time-of-flight spectrometer, Energy resolution, Multi-channel

plates, Carbon foil.

Introduction

Alpha-particle spectroscopy performs for various purposes including the determination of the
activity and the record of decay data such as the probability of alpha-particle emission and
branching factors [1]. Numerous instruments have been developed for alpha-particle spectrometry.

In a traditional arrangement, the detector and the source are aligned face-to-face in a vacuum
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chamber. This technique commonly performs using ion-implanted silicon detectors. Despite its
advantages, this method also presents disadvantages, with the primary drawback being the limited
energy resolution of the detector. This limitation in some cases results in unresolved alpha energy
peaks due to low-energy tailing [2]. To determine the main alpha-particle emission probabilities
in the decay of alpha-emitters, it is essential to utilize instruments that offer high-energy resolution.
To improve energy resolution, various alternative methods have been developed and employed,
including magnetic spectrometers [3], cryogenic detectors [4], and Time-Of-Flight (TOF) devices
[5, 6]. These alternative methods provide enhanced detection capabilities.

The concept of TOF measurement has played an important role in nuclear physics experiments.
This method establishes a correlation between the flight time of a particle and its energy. TOF
measurement has found widespread applications in various scientific and technological domains,
including energy and mass spectrometers [5-7], Elastic Recoil Detection [8], Rutherford
Backscattering [9], and Neutron depth profiling for near-surface analysis [10]. It has increasingly
become an important technique in ion-related applications. This article discusses the use of the
TOF method for measuring the energy of alpha particles. A conceptual design of a TOF device for
this purpose has been presented by Garcia-Torafio [6]. Recent studies have shown that significant
improvements in energy resolution can be achieved by measuring the TOF of particles over a flight
length of several meters. For instance, Frolov et al [5] developed a TOF spectrometer for
measuring alpha-particle energies at VNIIM. This spectrometer was used to measure the energies
of a few radionuclides. The main performance characteristics of the spectrometer include a 3.5m
flight path, an energy resolution of 5.2 keV at the energy of 5804 keV of Cm-244 source, and a
reported time resolution of 99 ps. However, the detection efficiency of the spectrometer was low
(about 0.4 x 10—-6). The Joint Research Centre (JRC) is constructing a TOF spectrometer to achieve
superior energy resolution and linearity in measuring the energy of alpha particles emitted in
radioactive decays. Their goal is to provide accurate nuclear decay data for alpha emitters [2].

In this article, the alpha TOF spectrometer, which is being constructed at the physics and
accelerator research school of the Nuclear Science and Technology Research Institute (NSTRI),
has been introduced. The main components of the spectrometer, including the start and stop

detectors, as well as the required electronics setup, have been described. The key considerations
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in the design process such as determining flight length and designing the vacuum chambers for
housing the source and detectors are discussed. Furthermore, an energy resolution that could be
obtained has been estimated.

Principles of the A-TOF spectrometer

The Alpha Time-Of-Flight (A-TOF) is measured by two-timing detectors. The start detector is
typically a transmission detector based on a Multi-Channel Plate (MCP). On the other hand, for
the stop detector, other options such as fast scintillators and semiconductor detectors have been
utilized. The advantage of using a transmission detector as a stop detector is that a third detector
can be applied to conduct further measurements or lower the background [6]. The transmission
detector has four main parts: (1) a conversion foil (usually made of carbon) that produces
Secondary Electrons (SEs) from the incident particles, (2) an acceleration grid that speeds up the
SEs, (3) an electrostatic mirror that consists of two parallel grids at a 45° angle to the acceleration
grid and deflects the SEs toward the MCP, and (4) an MCP detector that detects the SE and
generates a signal. MCP detectors exhibit remarkable timing properties and detection efficiencies
for the electrons being examined [6]. The diagram of a TOF set-up for the determination of the
energy of alpha particles is presented in Figure 1. The device consists of two MCP-based
transmission detectors as the start and stop units, and the desired electronic setup to obtain the

timing signals from them.
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Fig. 1. Schematic of an alpha TOF spectrometer based on MCP detectors.

As alpha particles pass through the foil of the start and stop units. They produce Secondary
Electrons (SEs). The typical energy of these SEs is a few eV [7]. The secondary electrons drift
through the field-free region and are subsequently deflected by 90° toward MCP to produce the
start signal. One of the two branches is delayed by a fixed amount of time. The two triggers arrive
at a Time-to-Amplitude Converted (TAC), device that produces an output pulse with an amplitude
proportional to the time interval between input start and stop pulses. Finally, a Multi-Channel
Analyzer (MCA) provides a differential amplitude distribution, also called the TOF spectrum. The

obtained time spectrum can be converted to the energy spectrum.

Structure of designed A-TOF spectrometer at NSTRI

The structure of the A-TOF spectrometer, which is being constructed at the Nuclear Science and
Technology Research Institute, is depicted in Figure 2. The device comprises two chambers
(source chamber and flight tube). The design of the device facilitates the separation of the flight
tube by closing the valve when replacing the source, eliminating the need to interrupt the vacuum
and supply the detectors.

Flight tube

Source chamber

Fig. 2. Structure of the A-TOF spectrometer under construction at the Nuclear Science and
Technology Research Institute.
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The start and stop detectors, along with the linear displacement system used to move the stop
detector, are located within the flight tube. In practical applications, measurements will be
conducted with a variable flight path, the length of which is varied by moving the position of the
stop detector to a range of approximately 3 meters.

Main considerations in the use of A-TOF spectrometer

Flight length of the spectrometer

The energy of the alpha-particle and its arrival time are correlated by:

1 1 L
E= > Malpha V= > Malpha (?)2 @

Where E indicates the calculated energy of the alpha-particle, mAlpha is the mass of the alpha-
particle, L is the flight length, and t is the measured TOF. The conversion from time to energy is
not a linear transformation. Each point on the time spectrum has a distinct value in the energy
space. For instance, Figure 3 illustrates the uncertainty in determining energy as a function of flight
time (varying flight lengths) for alpha-particles of 5.5 MeV, assuming a timing uncertainty of 42
ps.
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Fig. 3. Energy uncertainty as a function of the peak location on the time spectrum
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As depicted in the figure, the conversion is more susceptible to time variations at lower flight times
(or shorter flight lengths) within the spectrum. This observation stems directly from the quadratic
relationship between the particle’s flight time and its energy. To achieve a smaller energy
uncertainty, the flight length of the alpha particle must be extended to several meters. This prolongs
the alpha particle’s flight time and shifts it to less sensitive areas on the time spectrum.

Considering that alpha particles with different energies have different flight times over the same
flight length, and that the TOF contributes to the uncertainty of achievable energy, it becomes
necessary to use different flight lengths to achieve a specific energy uncertainty. As indicated in
Figure 4, achieving an uncertainty of 3 keV requires a larger flight length for alpha particles with
higher energy compared to those with lower energy. Consequently, to accommodate different

flight distances in the measurements, the stop detector must be movable.
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Fig. 4. Energy uncertainty as a function of flight length for alpha-particles with different energies.

Geometrical efficiency
The use of long flight lengths to achieve small energy uncertainty suggests that the solid angle
subtended by the source and the final unit (stop detector) is very small, necessitating extended

counting times to achieve the desired statistical in the counting. The geometrical efficiency of the
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TOF spectrometer, or in other words, the solid angle of the measurement in the system, is presented
in Table 1.

Table 1. The solid angle of the TOF spectrometer as a function of flight length (assuming a
source radius of 8 mm and final unit radius of 20 mm).

Flight Length (m) Solid angle of the measurement (mSr)
1 1.25
2 0.31
3 0.13

As indicated in the table, the solid angle of the measurement is quite small. Consequently, for the
measurement of TOF alpha particles, especially those alpha-emitters with long half-lives, a long

measurement time is required.

Energy resolution

There are some factors that can affect the device's performance and cause the spread of the obtained
energy. The main contributions to the resolution of a TOF spectrometer are the following form
[11]:

2 1/2
AE = {AEIZOSS + (? AL)2 + <erlii% At) + (aq. me-l)Z} )
Where AEZ . is energy straggling, AL is uncertainty in determining the distance between the start
and stop detectors, At is the time resolution, Aq is the average change in the charge state of the
alpha-particles as they pass through the foil, and Vfoil is the high voltage potential applied to the
foil. The first term represents energy straggling in the foil of the transmission detector, the second
term is related to the variation in flight length, and the third and fourth terms are the effects related
to the time resolution of the system and the tandem effect, respectively. To estimate the achievable
energy resolution, it is essential to calculate the contribution of each term. The SRIM program was
used to calculate the energy straggling of the alpha particles in the 10 nm carbon foil. Also, to
estimate the effects associated with the second and third terms, it was assumed that AL is about
0.2 mm and At is 100 ps. The tandem effect pertains to the alteration in a particle’s charge state as

it traverses the foil, leading to a subsequent change in its acceleration or deceleration [6]. A
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comprehensive study on the equilibrium charge state of helium ions in carbon was conducted by
Armstrong et al [12]. Their findings indicate that for the alpha particle energies pertinent to this
study, the ratio of He+ to He2+ ions is around 1%. Therefore, this effect can be considered
negligible. The energy resolution of the spectrometer for alpha particles with different energies

over a 2 m flight length, as predicted by Equation (2), is depicted in Figure 5.
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Fig. 5. Energy resolution of the spectrometer for alpha-particles over a 2 m flight length

As depicted in Figure 5, the effect related to the third term, which is the time resolution of the
system, plays an important role in the achievable energy resolution of the spectrometer. Therefore,
in practical measurements, the use of pulse-processing electronics with improved time resolution
in the range of picoseconds is essential. The results also demonstrate that a high resolution has
been achieved for low-energy alpha particles over a flight length of 2 meters. However, as the
energy of alpha particles increases, the resolution drops, thus requiring longer flight lengths to
measure high-energy alpha particles with a good resolution.

Conclusions
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This article explores the principles of the TOF technique used for measuring the energy of alpha
particles with high energy resolution. The results suggest that different flight lengths are required
to achieve a high energy resolution in the measurement of alpha particles with varying energies.
Additionally, due to the small solid angle of the measurement, a long measurement time is
necessary to achieve good statistical counting. The main contributions to the energy resolution of
a TOF spectrometer indicate that the time resolution of the system plays a significant role in the
achievable energy resolution of the spectrometer. Hence, it is essential to use pulse-processing

electronics with improved time resolution in the picosecond range.
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Abstract

The measurement of absorbed dose in various radiation applications, including medical and
industrial applications such as radiography, CT scans, and food irradiation, is one of the most
important goals of radiation protection. Dosimeters are currently used as a means of quality control
in medicine and industry. Radiochromic chemical dosimeters are widely used in radiotherapy,
because they often have a linear response at high doses, are low in manufacturing cost, and are
easy to read. This study aimed to develop a chemical dosimeter for use at low doses by changing
the proportion and composition of the Fricke-Xylenol gel.

The result was the construction of a Fricke gel dosimeter for use in low-dose and intermediate-
dose measurements, using various materials, such as gelatin, distilled water, ammonium ferrous
sulfate, sulfuric acid, benzoic acid, and xylenol orange. The calibration curves, fading, sensitivity
to the environmental temperature, and repeatability of the dosimeter responses were investigated.
According to the results of this study, the manufactured gel dosimeter has a linear response in the
dose range of 0.05 to 5 Gy. The Fricke gel dosimeter prepared in this study can be used effectively
in low-dose measurements in industrial and medical applications of radiation.

Keywords: Dosimetry, Dose-response, Chemical dosimeter, Fricke dosimeter, Radiochromic

Introduction

In recent years, technological advances in radiation therapy have been significant, and as a result,
the quality of radiotherapy has greatly increased. Fundamental progress with the development of
external beam techniques, especially intensity-modulated radiotherapy (IMRT), has allowed the
clinical implementation of highly non-convex dose distributions. This provides consistency, as
shown in [1, 2]. In radiation therapy, controlling and measuring doses, along with associated
parameters, is essential to ensure that the target treatment volume receives the prescribed dose. A

dosimeter, such as an adequate ionization chamber, is usually used for measurements, although
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other types of dosimeters can also be used [3-7]. In general, gel dosimetry using optical scanners
for measuring induced attenuation has the highest rank among all dosimeters [8-10]. Ideally,
commissioning and routine quality assurance of these complex therapeutic techniques (IMRT)
require a dosimeter that can accurately and conveniently measure the dose distribution in three
dimensions [1, 2].

There are several classes of gel dosimeters, such as radio-chromic dosimeters and polymer gels
[9-13]. Gel dosimeters are unique in that they can measure the dose distribution in three dimensions
and their ability to specify other characteristics such as radiation direction, energy and dose rate
independence, and soft tissue equivalent. One of the disadvantages of gel dosimeters is the high
uncertainty in measuring low doses, especially at doses lower than 25 cGy. Therefore, to avoid
this uncertainty in the treatment evaluation, a higher dose was prescribed. For example, if the
prescribed dose was 2 Gy per fraction, a dose of approximately 10 Gy was given to the gel
dosimeter to evaluate the treatment, especially in the surrounding tissues that received lower doses
than the target. As a result, it can be said that the effective and useful life of the linear accelerator
and the time devoted to the treatment of patients will be reduced due to the delivery of a large
number of monitor units (MU). As a result, it can be said that, for the reasons presented above,
obtaining a gel dosimeter that is sensitive to low dose levels has a high value [14-18].

It can be said that these dosimeters rely on the oxidation caused by the radiation of Fe2+ ions to
Fe3+ ions, which are dispersed in a tissue-equivalent gel matrix. Usually, these dosimeters are
made of gelatin, agarose, or polyvinyl alcohol., which is connected to glutaraldehyde (PVA-GTA)
as a gel matrix. Usually, to make these dosimeters, dye materials such as xylenol, nitrotetrazolium
chloride, and Methylthymol blue, and activating elements such as silver nitrate, and ammonium
ferros sulfate are needed [19-23]. The gel dosimeters are usually used for high-dose measurements
in radiotherapy, or in blood irradiation. [24] . The purpose of this study is to develop a gel Fricke

gel dosimeter for use in low- dose measurement.
Material and Methods:

In this experiment, 80 samples of gel dosimeter with different chemical compounds were made to

measure low doses, and finally, we succeeded in making a Fricke gel dosimeter sensitive to low
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doses. The chemical materials used in the gel dosimeter structure are as follows: Gelatin (or
Polyvinyl alcohol) as the gelling agent, Ferrous ammonium sulfate as the activator, Xylenol orange
as the chemical dye. Water, and sulfuric acid as the solvent.

A summary of how to make gel dosimeters is:

The chemicals were inserted in 4 glasses, the first glass contained a gelling agent (gelatin or PVA)
and water. The second glass contained orange xylenol, water, and sulfuric acid. The third glass
contained benzoic acid and water, and the fourth glass contained ammonium ferrous ammonium
sulfate and water.

The first glass was heated on a heater- stirrer. For gelatin, heating continued until the temperature
reached 45 degrees Celsius. For PVA, for uniform heating, the beaker was not placed directly on
the heater, it was placed in a container containing oil and water, and the heating was continued
until the temperature reached 85 °C to heat the PVA solution homogeneously. When the
temperature of the solution reached the desired value, it was removed from the heater, and when
the temperature reached about 35 degrees Celsius, the glass containing the gelatin was placed in
water to cool. The contents of the second beaker were added to the first beaker whose temperature
had reached ambient temperature to obtain a clear and homogeneous solution with a bright orange
color. The contents of the fourth glass were added to the first glass and mixed well. The contents
of the third beaker were added to the first beaker, and the final solution was mixed well. Finally,
the solution was inserted into cuvettes measuring 1 x 1 x 4.5 cubic centimeters, and kept in the
refrigerator until the next day.

To optimize and reach the target gel dosimeters, more than 70 dosimeters were made, and with
various compositions. Finally, a gelatin-based gel dosimeter was found to have significant
sensitivity to the dose in the low ranges. After preparing the dosimeters, they were kept in the
refrigerator at a temperature of 5 degrees Celsius for 12 hours. Gel dosimeters were irradiated
using a Cs-137 source calibrated by a standard dosimetry laboratory. The samples were placed at
a distance of 60 cm from the source, where the dose rate was 2 Gy/h and the size of the irradiated
field was 10 x 10 cm2. After the irradiation, the dosimeters were placed in front of a negatoscope,
and a photo was taken with a camera. The average values of red and green pixels in the images, L

(2/cm), were used to obtain changes in optical absorption. In this experiment, the linearity, and the
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fading of the dosimeter response, energy dependence, and repeatability of the dosimeter were
investigated.

Results and discussion

As previously mentioned, one of the gelatin-based dosimeters was efficient in low-dose
measurement. Table 1 shows the composition of this low-dose gel dosimeter.

Table 1. Composition of the gel dosimeter for low-dose measurement

Material Gelatin-base
dosimeter
Gelatin 124 mM
Water 100 ml
Xylenol orange 0.0416 mM
Sulfuric acid 90 mM
Ferrous ammonium sulfate 1.000 mM
Benzoic Acid 6.60 mM

The different characteristics of the dosimeter are presented in the next section.

Calibration curve of the gel dosimeter

The calibration curve of a Fricke gel dosimeter was plotted and it was observed that the response
of this dosimeter is linear. This curve can be seen in Figure 1. Based on the obtained results, it was
observed that the lower detection limit for this gelatin is approximately 50 mGy. The minimum
detectable limit of the detector is obtained by the reading (color) of the background dosimeter. The

dosimeter does not change color when exposed to a dose lower than 50mGy.
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Fig. 1. Calibration curve of a gel dosimeter sample

Temperature dependency, and fading of the dosimeter response

To investigate the effect of the environmental temperature on the dosimeter response, the gelatin-
based dosimeter response was obtained at room temperature, and in the refrigerator. Comparing
the results shows that the responses of the gelatin-based dosimeters are temperature dependent and
the stability of the samples increases by keeping the dosimeters in the refrigerator. The results
show that the response of the dosimeter kept at room temperature, undergoes a 40% variation after
100 hours. However, less variation is observed in the response of the dosimeter when kept in the
refrigerator.

A decrease in stability over time was observed even when the dosimeters were stored in the
refrigerator. Figure 2 shows the stability of the dosimeter when exposed to doses and stored in a
refrigerator. The change in gelatin-based dosimeter response was less than 0.5% at 120 hours after

irradiation.
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Fig. 2. Percentage changes in dosimeter response stability with time elapsed after exposure when
stored at 5°C.

Repeatability of the dosimeter response
The dosimeter was prepared again, and irradiated for calibration. Figure 3 shows the

reproducibility of the gel.
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Energy dependency of the gel dosimeter
The dosimeter was exposed to a dose of 2Gy in 662keV gamma rays, and 70kVp X-rays. As shown
in Figure 4, the obtained results show that the response of the dosimeters does not depend on the

energy of the radiation rays, for the energies of 70kVp, and 662keV.
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Fig. 4. Response of a gel dosimeter sample to the same dose of gamma and X

Conclusions

When a new dosimeter is established, its characteristics such as linearity of the response,
repeatability, energy dependence, etc., must be investigated. In the case of gel dosimeters, when a
compound with high enough sensitivity is made, further studies should be performed to investigate
the linearity, stability, repeatability, and energy dependence. In this study, it was shown that a long
storage time between gel preparation and irradiation may cause a noticeable decrease in dosimeter
sensitivity and darkening of dosimeters, which can be seen even with the naked eye. Gel
dosimeters are often used to calculate high doses, but in this study, we managed to make a Fricke
gel dosimeter to measure the dose in the mGy range. It was shown that the dosimeter introduced
here has a linear response in the range of 50 to 5000 mGy. The developed gelatin-based dosimeters
are a promising tool for radiation detection and are potentially applicable for industrial and medical

dosimetry.
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Abstract

To design a hot cell, it is necessary to consider all safety requirements and radiation protection
acceptance criteria. In this research, the design of a hot cell with specific geometric dimensions
and materials was simulated using MCNP6 code. Then, the gamma dose rate was calculated for a
60Co source with 1.85E13 Bq activity and a silicide spent fuel plate with 90% burnup with a
cooling time of 30 days to determine the appropriate shielding thickness. In these calculations, the
source intensity and the gamma spectrum of the spent silicide fuel plate were obtained using the
ORIGEN code.

According to the references, the gamma dose rate criterion of 10 uSv/h was considered to
determine the thickness of the hot cell wall, which is made of barite concrete with a density of 3.35
gcm-3 and a combination of concrete and paraffin, in different directions. The results show that
for the corridor as the worst case, the maximum concrete thicknesses without compromising the
gamma dose rate criterion are 76 and 86 cm for 60Co and silicide fuel plate respectively.
Keywords: Hot cell, Shielding calculations, 60Co source, Fuel burnup, Optimal thickness,
MCNP6 and ORIGEN codes.

Introduction

Many shielding design safety requirements and acceptance criteria in nuclear facilities such as hot
cells are in line with the radiation protection safety requirements and acceptance criteria. It is worth
mentioning that good design, high-quality construction and proper operation will create safety
through radiation protection [i]. The determined occupational dose ranges in the safety standards
of the IAEA are defined as a maximum effective dose of 20 mSv/h with an average of 5
consecutive years [ii]. The hot cell laboratory can consist of several hot cells, which are considered
as protection for highly radioactive materials. The dose rate for expected radioactive materials is

defined based on working hours. The working time of personnel for the hot cell is 2000 hours per
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year, therefore, the dose rate criterion is 10 uSv/h for this facility. The hot cell laboratory has
various applications, for example, in some countries such as Malaysia, there is a semi-permanent
hot cell for the production of radioisotopes such as 99mTc and 1311I. Also, this type of hot cell for
research works used lead as biological shielding. Further, other hot cells are used to manage
radioactive sources with high activity such as radiation and teletherapy. This type of hot cell is
used for research activities such as spent fuel inspection, Post-Irradiation Evaluation (PIE) and
fuel fabrication. The main goal for the development of the hot cell is to prepare a condition for
research on the behavior of the fuel [iii].

In the design of shielding, the used material and its thickness are the basic principles in which the
shield thickness depends highly on the energy and the type of the source. Lead or concrete
materials are usually used for shielding gamma sources as in most cases, concrete shielding is used
because of its cheapness, lightness, and availability. Of course, it is worth mentioning that for
situations where space is limited, it is better to use materials with high atomic number and density
such as lead. Otherwise, concrete may be used, whose effective density can be increased by using
special materials and additives.

The design of one hot cell shielding is done regarding different materials and thicknesses using
MCNP code. Gamma and neutron dose rate are calculated for a spent fuel source according to
proposed criteria [iv]. The shielding calculations for activated first wall transferring of ITER using
MCNP code is done in another research work [v]. Also, the shielding structure of hot cell shielding
door is introduced for one nuclear power plant where the neutron shielding performance is studied
by experimental and simulation methods. Finally, the material and its thickness for hot cell
shielding door is provided [vi].

In this research, the optimal thickness of a hot cell for a 60Co source with 1.85E13 Bq activity was
calculated using MCNP6 code [vii] and the feasibility of using it for silicide spent fuel plate was
investigated which is the first time in our country and an innovation in comparison to the other
research works. In this feasibility study, a silicide fuel plate with 90% burnup with a cooling time
of 30 days is considered as the most pessimistic mode of the gamma source where calculations are

done using ORIGEN code [viii]. Finally, the results of the gamma dose rate for this mode have
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been calculated and the optimal thickness values have been determined with the preset value of 10

uSv/h in different parts of the outer of the hot cell.

Materials and methods

In order to calculate the gamma dose rate to determine the thickness of the shield in a hot cell, a
60Co point-source having 1.85E13 Bq activity and 1.17 MeV and 1.33 MeV energies and a silicide
fuel plate have been simulated, separately. The sources are considered homogeneous in all
directions. Then, the values of the gamma dose rate in different places outside the concrete shield
of the hot cell have been calculated without compromising the preset criterion of 10 uSv/h [ ix, x].
Figure 10 shows the dispersion of 60Co gamma sources (right) and gamma tracks (left) in the hot
cell simulated by MCNPG6 code.

Figure 10. Dispersion of gamma sources (right) and gamma tracks (left).
Figure 2 shows the characteristics of the components and dimensions of the systems and the

materials used in the hot cell.
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Figure 12 shows two different views of the hot cell simulated using MCNP6 code.

Window
Concrete do
PaB
Air Concrete door

Figure 12. Upper (right) and side view (left) of the simulated hot cell.
The concrete enclosure is made of barite concrete in which two rows of six holes are intended for

the passage of special equipment. The fillers of the holes are made of 45.5 centimeters long lead
parts. The window is composed of lead glass with 6.22 gcm-3 density. Compositions and weight
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percentages of all materials mentioned in this report for the MCNP6 input were based on validated
references [xi].

Gamma dose rate calculations are done using F5 Tally of MCNP6 code. This tally use from
response function for point wise dose rate calculations from flux through IC and 1U cards. MCNP

code using ENDF/B-VI cross section library for dose rate calculations.

Results and discussion

Dose rate calculations

The gamma dose rate in the hot cell was calculated for 90% burned silicide fuel plate with 30 days
cooling time and for a 1.85E13 Bg 60Co point-source using F5 point tally in the MCNP6 code. In
this research, the variance reduction method based on statistical population control was used based
on multiplication methods and Russian Roulette with spatial meshing as well as energy cutting
methods to reduce results errors and execution times. The average error of the calculations in all
results is less than 10%.

It is worth mentioning that the intensity of the source is 1.60E+14 Bg. One silicide fuel plate
dimension is 7.7x0.15x61.5 cm3 with 4.8 gcm-3 U3Si2 meat in an Al clad. The spent silicide fuel

gamma spectrum is obtained using the ORIGEN code and given in Figure 13.
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Figure 13. Gamma spectrum of a silicide spent fuel.

140



International Conference
on Nuclear

Science and Technology

-

In these calculations, the gamma dose rate was obtained for three different situations including the
corridor behind of the concrete wall, behind the window and behind the door of the hot cell are
shown in Figure 14, Figure 15 and Figure 16.
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Figure 14. Gamma dose rate for concrete wall in the side of corridor.

As Figure 14 shows, based on the defined criterion of less than 10 uSv/h, the optimum thickness
of the corridor wall for having less than the preset dose rate values are 70 and 78 cm for for 60Co
and spent fuel plate, respectively.
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Figure 15. Gamma dose rate for inside and outside of window
As could be seen from Figure 15, the optimal thickness of window for silicide fuel plate and cobalt

source are 67 and 60 cm with dose rate values of 5.7 and 1.6 uSv/h, respectively.
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Figure 16. Gamma dose rate for inside and outside of the door

As could be seen from Figure 16, the optimal thickness of concrete door for silicide fuel plate and
cobalt source are about 80 and 70 cm with dose rate values of 2.9 and 4.1 uSv/h, respectively.

As could be seen form the given results, the gamma dose rate out of the hot cell is lower that the
preset criterion where the silicide spent fuel plate has bigger dose rate values in comparison to the
60Co in all of investigated cases.

Conclusions

In this research, the gamma dose rate for a 60Co point-source with 1.85E13 Bq activity and a
silicide fuel plate with 90% burnup after 30 days cooling as the most conservative cases were
calculated using MCNP6 code to determination of the optimum thickness of the shielding of hot
cell.

The source intensity and gamma spectrum of the silicide fuel plate was done using ORIGEN code.
It should be mentioned that the criterion of 10 uSv/h was used to determine the optimum thickness
of the hot cell wall in different directions. Finally, the results of this article show that the gamma

dose rate of silicide fuel plate is slightly higher than the cobalt source. Also, the maximum concrete
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thickness for having less than dose rate criterion is in the corridor with 86 and 76 cm concrete
shielding for silicide fuel plate and cobalt sources, respectively.
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Abstract

Analysis of most environmental samples demands precise detection of their emitted radiation,
which in many cases includes both alpha particles and gamma-rays. Simultaneous detection of
these radiations enhances the identification and distinguishes potentially unknown components.
Phoswich detectors are a reliable and low-cost solution for the simultaneous detection of different
types of radiation. In phoswich detectors, identification of radiation types is based on pulse shape
differences among the scintillators which can be performed by analog or digital methods. In the
current study, a two-layer phoswich detector consisting of BC-400/Csl(TI) is used for the
simultaneous detection of alpha particles and gamma rays emitted from common radionuclides.
The digital charge comparison method is employed for alpha/gamma discrimination using the
phoswich detector. This method resulted in a figure of merit (FOM) of 2.7. The misclassification
of gamma-rays is less than 5% by this method.

Keywords: phoswich detector, scintillator, radiation discrimination, charge comparison method,
figure of merit (FOM)

Introduction

Analysis of most environmental samples demands spectroscopy of their emitted radiations which
in many cases (such as actinide elements) are alpha particles and gamma rays [1]. The difference
in the output pulses from the scintillator detector can be used to identify the type of radiation
interaction with the detector. It can be performed either by using a single crystal that has several
decay times for the different types of radiations or by two different optically coupled scintillators
where each scintillator responds to a particular type of radiation [2].

The combination of two dissimilar scintillators optically coupled to a single PMT is often called a

phoswich detector [3]. The scintillators have different decay times so the shape of the output pulse
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from the PMT is dependent on the relative contribution of light from the two scintillators [4]. By
analyzing the specific pulse shape, it is possible to determine the radiation type. This is commonly
referred to as the Pulse Shape Discrimination (PSD) method. PSD methods can be performed using
analog [5] or digital methods [6]. The digital systems have several advantages such as digital pulse
charge integration, elimination of distorted pulses, pulse shape discrimination capability, and
effective baseline correction, accompanied by post-trigging of the data pulse. The Rise Time
Discrimination (RTD) and Charge Comparison (CC) methods are the most popular techniques to
discriminate among pulses from a phoswich detector. The time it takes for the pulse to rise from
the lower fraction to the upper fraction is known as the rise time. In the RTD method, the radiation
discrimination is caried out based on analyzing the rise time interval [7]. On the other hand, the
CC method is based on a comparison of the integrals of the pulses for two different time intervals
[8]. In this paper, digital charge comparison method is used for Simultaneous a/y discrimination

in phoswich detector.

Research Theories

The CC method is based on a comparison of the integrals of a pulse, over two different time
intervals. These integrals are often referred to as the long integral and the short integral [8]. The
former corresponds to the large area of the pulse, while the latter includes only a short part of the
pulse [9, 10]. In this method, the charge ratio is used for pulse-type identification. As illustrated in
Fig. 1, the charge ratio (CR) is the ratio of the short integral (S;) to the long integral (S,). Using
mixed alpha and gamma sources, we obtained two separate charge ratios for received pulses. A
charge ratio interval was considered for gamma rays (called CR,) and another one was considered
for alpha particles (called CR,). If the pulse is identified in each of these intervals, it is then known

as the corresponding radiation type. If the pulse was not within these intervals, it was rejected.
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Fig. 1. Charge comparison method description

Experimental

The phoswich detector consisted of BC-400 (with a thickness of 50 um) and Csl(Tl) (with a
thickness of 3 mm) for detecting alpha particles and gamma rays, respectively. The most common
alpha-emitter radionuclides have alpha particles with energy about 4-6 MeV. Alpha particles with
this amount of energy stop completely in 50 um of BC-400 scintillator [1]. These scintillators were
assembled and optically coupled to a PHOTONIS XP3132 photomultiplier (PMT) tube. The
experimental setup is shown in Fig. 2. Using a digital oscilloscope (Tektronix TDS2024), anode
pulses were directly digitized and then transferred to a personal computer for analysis. In all of the
experiments, to avoid disturbance by ambient light, the phoswich detector and the PMT were

placed in a black box. Also, to reduce background radiation, the complete configuration was placed
in the lead shield.
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Fig. 2. a) experimental configuration and b) phoswich detector inside a black box.

Results and Discussion

A phoswich detector was exposed to mixed radiation emitted from a 241Am source. 241Am emits
alpha particles and gamma rays coincidentally. Fig. 3 (a) and (b) show the 2-D scatter plot and
the abundance of charge ratio for the 241Am source. Herein, the long integral corresponds to the
total area of the pulse, whereas the short integral was taken from the beginning of the pulse to 160
ns afterward. In the CC method, CR, is between 0.25 and 0.41 for gamma rays, and CR,, is between
0.45 and 0.6 for alpha particles. The performance of PSD methods has traditionally been qualified
by the figure of merit (FOM), which measures the width and locations of peaks in a histogram of

pulse shape data and is defined by:

FOM =
W1+W2

Where, s is the separation between Gaussian centroids, w,; and w, are the FWHM of them.
According to the Fig. 3 (b), FOM of the CC method is 2.7 which provides reasonable

discrimination quality.
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Fig. 3. a) Scatter plot, b) abundance of charge ratio

Another method of quantification of PSD performance involves measuring the percentage of
radiation pulses of a particular type misclassified as the other type e.g. the spillover of gamma
radiation signal into the alpha region of interest. To investigate the performance of the CC method
in separating alpha and gamma events, more than 10,000 pulses were recorded when the detector
was exposed to 137Cs source and 241Am source shielded by a thin sheet of aluminum. The results
of the measurements are given in Table 1. The misclasification of gamma-ray is less than 5% by
the CC method.

Table 1. The fraction of event types from ¥’Cs and alpha-shielded *Am

sources Radiation type CC
Pulses recorded as alpha particles (error
. e 1.22%
1970 rate in gamma classification)
Pulses recorded as gamma rays 98.28%
Rejected pulse 0.5%
Pulses recorded as alpha particles (error
. e 4.21%
2 A rate in gamma classification)
Pulses recorded as gamma rays 95.69%
Rejected pulse 0.1%
Conclusions

In this paper, the digital charge comparison (CC) method was employed to discriminate between
alpha particles and gamma rays emitted from the most common radioisotopes, utilizing a BC-
400/Csl(TI) phoswich detector. The signal from the anode of the PMT was directly digitized and

then transferred to a personal computer for analysis. The performance of the CC method is
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quantified based on the FOM and misclassification of the radiation types. The CC method resulted
in a FOM of 2.7. The misclassification of gamma rays is less than 5%, so the alpha/gamma

discrimination system has reasonable discrimination quality.
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Abstract

Polystyrene-multi-wall carbon nanotube have many applications in various fields, especially
sensors and radiation dosimeters. Carbon nanotubes (CNTs) due to their unique properties such as
high length-to-diameter ratio and high electrical conductivity, through addition to polymer
substrates, lead to the formation of three-dimensional conductive networks in these materials.
When the volume or weight fraction of CNTSs in the polymer substrate exceeds a critical limit, the
polymer undergoes a phase change, and its electrical conductivity increases. In this experimental
work, angle dependence, field size, energy and reproducibility of Polystyrene-multi-wall carbon
nanotube nanocomposite dosimeter response under gamma irradiation in the radiation field of the
National Secondary Standard Dosimetry Laboratory (SSDL) were performed. In order to measure
these characteristics on the response of PS-MWCNT nanocomposite dosimeter, the distance of the
dosimeter from the source was 80 cm and the fixed dose rate was 75 mGy/min. The results showed
that the response of this dosimeter in the range of £40 degree, the angle difference was 3.9% and
the repeatability changes were equal to 0.48%.

Key words: nanocomposite dosimeter, gamma radiation, dosimetry tests, constant dose rate.

Introduction

In order to make an active dosimeter based on polymer nanocomposites, it is necessary to
investigate the effect of gamma radiation on the physical properties of the mentioned materials.
Nanocomposite dosimeters consist of two phases: soft (polymer) and hard (carbon nanotubes).
Polymer nanocomposite-carbon nanotube has been proposed as a radiation dosimeter in previous
studies by the present authors from simulation and experimental aspects [1-9]. In this dosimeter,
the radiation current created by the beam is designed as voltage changes at the output of the

electronic system and is shown digitally. In this experimental work, the dosimetry characteristics
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of PS-MWCNT nanocomposite under gamma irradiation related to Cobalt-60 source in the

radiation field of the National Secondary Standard Dosimetry Laboratory (SSDL) were performed.

Experimental

In this experimental research, polystyrene (PS) grade 1540 and density 1.05 g/cm3 was prepared
in the form of powder from Tabriz Petrochemical. Multi-walled carbon nanotubes (MWCNT) with
a purity of more than 99% were purchased from US-Nano. The physical characteristics of the
prepared multi-walled carbon nanotubes are: outer diameter 5-15 nm, inner diameter 3-5 nm,
length 50 um, density 1/2 g/cm3, SSA greater than 233 m2/g and electrical conductivity S /m 107-
105; Finally, chemical solvents with high purity were obtained from Merck. In order to prepare
the materials, first, multi-walled carbon nanotubes were added to a specific volume of
dichloromethane (DCM) solvent and ultrasonicated in a UP200H probed ultrasonic device with a
power of 200 W and a working frequency of 24 kHz for 20 minutes. At the same time, polystyrene
was placed in another container containing toluene solvent at a temperature of 135°C for 30
minutes on a magnetic stirrer until the polymer was completely dissolved in it. It is worth
mentioning that at this stage, in order to prevent the evaporation of the solvent at high temperature,
the container was covered with aluminum foil. Finally, these two solutions were combined and
sonicated again for one hour. Due to the difference in the boiling point of dichloromethane (boiling
point 39.6 °C) and toluene (boiling point 111 °C), when the two solutions were mixed together,
cavities or bubbles were observed, which probably led to the breaking of nanotube clumps. carbon
nanotubes and finally a better and more uniform distribution of carbon nanotubes inside the
polymer substrate. Then, in order to make the said nanocomposite, according to Figure 1, the
desired designs were made. In the manufactured sample, the electrodes are made of silver (silver
paste). According to Figure 1, multi-walled carbon nanotubes are depicted in the polystyrene

substrate.
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Fig. 1. Design of polymer-carbon na'notube nanocomposite and presentation of electrodes made
of silver paste
According to Figure 2, in the irradiation stage of the nanocomposite dosimeter, the 60Co source

of the Picker-V9 model located in the secondary standard dosimetry laboratory of the Atomic
Energy Organization, Karaj was used. In order to measure the current resulting from radiation, an
electronic system has been used that shows the generated current in terms of voltage changes at
the output.

Fig. 2. Gamma irradiation system (Picker VV9) used in this research

After making the PS/MWCNT nanocomposite, in order to ensure proper and uniform dispersion

and distribution of nanoparticles in the polymer substrate, according to Figure 3, FESEM test was
used.
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Fig. 3. FESEM image of PS/MWCNT nanocomposite

Results and Discussion

In this experimental work, after making the PS/MWCNT nanocomposite and ensuring the
homogeneous distribution of carbon nanotubes in the polymer substrate, the irradiation process
was carried out. The dose rate used in this experimental work to investigate the dosimetry
characteristics of nanocomposite under irradiation is 75 mGy/min. The nanocomposite dosimeter
was exposed to radiation with a 60Co source, model Picker-VV9. According to Figure 4, the flow
related to radiation in the range of 47-157 mGy/min has increased completely linearly. According
to the linear fit of these points from the least squares approximation R2=0.9996, it can be said that
the response of the mentioned nanocomposite in the dose range of 47-157 mGy/min is linear with
very good accuracy and in this range it can be as The radiation dosimeter used the mentioned

nanocomposite.
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Fig. 4. Average radiation current at different doses for nanocomposite dosimeter under irradiation
with Picker-V9 ®Co source

Fig. 5 shows the angular dependence of PS-MWCNT nanocomposite sample that was irradiated
at 75 mGy/min. The orientation of the normal line on the sample page with the incident gamma-
ray was assumed a